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ABSTRACT
Recent breakthroughs in artificial intelligence have produced Large
Language Models (LLMs) and a new wave of Tabular Foundation
Models (TFMs). Both promise to redefine how we query, integrate,
and reason over relational data, yet they embody opposing philoso-
phies: LLMs pursue broad generality through massive text-centric
pre-training, whereas TFMs embed inductive biases that mirror
table structure and relational semantics. This panel assembles re-
searchers and practitioners from academia and industry to debate
which path, specialized TFMs, ever stronger general-purpose LLMs,
or a hybrid of the two, will most effectively power the next genera-
tion of data management systems. Panelists will confront questions
of generality, accuracy, scalability, robustness, cost, and usability
across core data management tasks such as Text-to-SQL translation,
schema understanding, and entity resolution. The discussion aims
to surface critical research challenges and guide the community’s
investment of effort and resources over the coming years.
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1 PANEL DESCRIPTION
While traditional relational database systems have long provided
robust and efficient mechanisms for transactional query processing
and structured data retrieval through SQL, the advent of power-
ful foundation models is now driving a significant transformation
in how we envision new ways to interact with, understand, and
leverage relational data. This evolution opens up frontiers for data
exploration, insight generation, and a broader range of data man-
agement tasks that go beyond conventional querying paradigms.
At the core of this shift lies a pivotal question: as we explore these
novel applications, what is the optimal AI architecture for the so-
phisticated understanding and manipulation of relational data?

This panel will debate this question, contrasting two prominent
approaches.

On one hand, we have Large Language Models (LLMs), such as
GPT-4 [16] or Llama [21]. These are general-purpose AI systems
pre-trained on vast quantities of text and code. They understand
and generate human language, follow complex instructions, and
perform a wide array of tasks with minimal task-specific training,
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often through in-context learning. When applied to data manage-
ment, LLMs typically process tabular data by serializing it into text,
leveraging their ability for tasks like translating natural language
questions into SQL queries (Text-to-SQL).

On the other hand, we have an emerging category of specialized
models: Tabular Foundation Models (TFMs) [1, 5, 7]. Unlike general-
purpose LLMs, TFMs are designed ad hoc or specifically pre-trained
with an understanding of the characteristics of structured, relational
data. This might involve architectures that explicitly account for
the row-columnar nature of tables, separate embeddings for cells
and headers, or pre-training objectives tailored to learn statistical
patterns and semantic relationships directly from large corpora of
tables (e.g., TaBERT [22], TaPas [11], TabPFN [12]). The hypothesis
is that such specialization can lead to greater efficiency, accuracy,
and robustness when dealing directly with relational databases.

This panel will analyze the dichotomy between specialized TFMs
and general LLMs in the context of tasks crucial to the database
community, such as natural language querying (Text-to-SQL [8]),
understanding and inferring schema semantics (metadata discovery
[6], semantic type detection), and data integration (entity resolution
[2], column matching). While the panel will primarily focus on the
TFM vs. LLM comparison for data management tasks, it will also
touch upon the role of AI agents in orchestrating these models
and interacting with humans within this data ecosystem. The core
question remains: for the future of data management, should we
invest in building more sophisticated, data-aware TFMs, or can
the ever-improving capabilities of general LLMs suffice with novel
adaptations?

Interest to the VLDB Community. The database community is
at a crossroads with the advent of foundation models [3, 7]. This
topic is of interest to the database community for multiple reasons:

• Core Data Management Tasks: The panel addresses the fu-
ture of fundamental database tasks such as querying via natural
language [8, 19]), understanding and inferring schema semantics
[6], integrating and cleaning data [2], and ensuring data quality.

• Efficiency & Scalability: A key question is whether LLMs, mas-
sive in size [18], can be efficient & scalable on large-scale struc-
tured data, which would cause extremely high latencies and costs
on recent LLMs.

• Accuracy & Robustness: Do LLMs capture the nuances of re-
lational algebra and schema constraints, or TFMs are needed
for a more robust path for tasks demanding deep structural un-
derstanding [4, 20]? This includes robustness to schema and
linguistic variations [15].

• Database Interfaces: The choice between TFMs and LLMs will
shape how users, both technical and non-technical, interact with
databases, and what new tools the community needs to build.
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• Research Directions: The panel aims to stimulate debate on
where research efforts should be concentrated: on building more
versatile TFMs, or on adapting general LLMs for structured data.

Shifting Perspectives. This panel aims to engage the database
community by:
• Challenging the "One Model Fits All" Assumption:While

LLMs are powerful generalists, the panel will probe whether
this generality comes at a cost when dealing with the specific
constraints and logic of relational data.

• Elevating TFMs as a Critical Research Area: It will high-
light the research challenges in designing TFMs that are not just
predictive but also adept at a range of data management tasks,
potentially leading to new architectural innovations.

• Fostering a Nuanced View of LLMs for Data: Instead of a
binary "good" or "bad," the discussion will explore where LLMs
excel, where they falter with tabular data, and what augmenta-
tion (e.g. fine-tuning, agentic wrappers [14]) is necessary.

• Re-evaluating Benchmarking for Tabular AI: The panel will
touch upon the need for benchmarks that specifically test the
capabilities of models on diverse data management tasks, moving
beyond general NLP metrics or isolated Text-to-SQL evaluations
[10, 17, 19].
These discussions will challenge the common view of LLMs

as a universal solution to recognizing the need for a specialized
landscape for foundation models designed for data management.

Prompts for Panelists’ Opening Statements. Panelists will be
asked to address:

(1) "For data management tasks like Text-to-SQL, semantic
type detection, and entity resolution on relational data, do
you believe the future lies primarily with specialized TFMs
or with general-purpose LLMs? What is the single most
compelling reason for your stance?"

(2) "Considering the current state-of-the-art, what specific data
management task represents the biggest hurdle for your pre-
ferred model class (TFM or LLM), and what breakthrough
is needed to overcome it?"

(3) "Several works envision human experts working alongside
TFMs and agents. If we narrow the focus to the TFM vs.
LLM debate for automating data management tasks, how
does the need for human oversight and intervention differ
between these two model classes?"

The moderators will also guide the discussion with questions like:
• “While LLMs excel at tasks like Text-to-SQL, they struggle with

problems crucial for internal database operations, such as car-
dinality estimation. Do you foresee specialized TFMs becoming
integral components within the DBMS for tasks like query op-
timization, potentially outperforming general LLMs in these
internal roles?”

• "What advantages or disadvantages do TFMs (e.g., leveraging
structural priors) have compared to LLMs (e.g., leveraging vast
textual knowledge)?"

• "Scalability and efficiency are key for real-world database appli-
cations. Can LLMs realistically be deployed for interactive data
management tasks, or do TFMs offer a more viable path in terms
of latency and computational cost?"

• "How critical is the nature of pre-training data? Is pre-training
on massive corpora of diverse tables [13] a ’moat’ for TFMs, or
can LLMs overcome this with instruction tuning or few-shot
learning on specific database schemas?"

• "Could sophisticated agents effectively ‘wrap’ a general LLM
to perform specialized tabular tasks, potentially negating the
need for ad hoc TFMs? What are the limits of such agent-based
adaptation?"

• "What about tasks beyond querying, like automated data clean-
ing, imputation, or even suggesting schema refinements? Are
TFMs or LLMs better suited for these data management tasks?"

• "How do we evaluate these models beyond task-specific accu-
racy? What about their robustness to noisy data [9], their ability
to explain their ‘reasoning’ over tables, or their susceptibility to
data memorization and privacy leaks?"

• "If you had to invest $100M in research to revolutionize inter-
action with relational data in the next 5 years, would you bet
on building the ultimate TFM or on adapting the most powerful
LLM? Why?"
We believe this panel will offer a timely and focused debate on

a critical architectural choice facing the VLDB community, with
direct implications for the future of data management.

2 MODERATORS
Carsten Binnig is a Full Professor in the Computer Science de-
partment at at TU Darmstadt and an Adjunct Associate Professor
in the Computer Science department at Brown University. Carsten
received his PhD at the University of Heidelberg in 2008. After-
wards, he spent time as a postdoctoral researcher in the Systems
Group at ETH Zurich and at SAP, working on in-memory databases.
Currently, his research focus is on redesigning databases and data
management in an era of AI models and hardware. His work has
been awarded with a Google Faculty Award, as well as multiple
best paper and best demo awards for his research.

Paolo Papotti is an Associate Professor at EURECOM (France)
since 2017. He got his PhD from Roma Tre University (Italy) in
2007 and had research positions at the Qatar Computing Research
Institute (Qatar) and Arizona State University (USA). His research is
focused on data management and information quality, with recent
contributions in computational fact-checking and language models.
He has authored more than 150 publications and his work has
been recognized with best paper awards (CIKM 2024, ISWC 2024),
best demo awards (SIGMOD 2015, DBA 2020, SIGMOD 2022), and
Google Faculty Research awards (2016, 2020).

3 PANELISTS
We panel will include the following profiles:

• Floris Geerts (University of Antwerp)
• Johannes Hoffart (SAP)
• Madelon Hulsebos (CWI)
• Fatma Özcan (Google)
• Gael Varoquaux (INRIA)

This blend will ensure discussion draws from machine learning,
theory, target applications, and fundamental database systems prin-
ciples.
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