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ABSTRACT
This tutorial provides a comprehensive overview of filtered vector
search (fvs). Fvs queries combine vector search with relational op-
erators. The tutorial explores the challenges of integrating vector
search into database engines and emphasizes the need for new op-
timization techniques. It explains the three primary filtered search
methods for fvs queries over generic tree-based and graph-based in-
dices and examines the factors influencing the selection of the most
efficient method. A key objective is to highlight the importance of
achieving stable recall, ideally in a declarative manner, ensuring
consistent recall across queries. The tutorial then discusses recent
filter-optimized vector indices and concludes by identifying open
research challenges in the field of fvs, aiming to inspire further
research and development.
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1 INTRODUCTION
The advancements of embedding models [10, 21, 24], the power of
semantic search [11, 16], and the importance of RAG for improv-
ing and grounding LLM responses [1, 15] drive the integration of
vector search into database engines. Storing and searching vectors
in databases enables the combined querying of unstructured data
(represented as vector embeddings) and the structured data that are
already stored in databases. New optimization techniques, execu-
tion methods and data structures are needed to achieve high perfor-
mance with high accuracy. Today, numerous commercial database
systems have added support for vector search [6, 13, 29, 35, 40, 43],
specialized vector databases have been introduced [4, 8, 38], and
there is also significant interest from the academic and open source
communities [2, 7, 20, 23, 25, 27, 31, 36, 39].

This tutorial elaborates on filtered vector search (fvs), the build-
ing block of queries that combine vector search with relational
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operators [20, 31, 40]. In filtered vector search, relational operators
(or filters) on structured data restrict the database rows considered
by the vector search. For example, an e-commerce search may allow
filtering by the brand or price range while searching for similar
products to a user provided description.

Vector search is commonly accelerated by vector indices [5, 25,
27, 36, 37] that perform approximate near neighbor search (ANN).
ANN search trades-off latency for recall by reducing the number of
vectors that are visited during each index traversal. The alternative
is to calculate the similarity of every vector with the query vector
and sort them (i.e. K nearest neighbor search or KNN). Vector indices
can achieve substantial latency savings while achieving high recall
but require careful tuning of the index creation and search [27, 37].

A vector search execution method tuned for unfiltered queries
will fail to achieve high recall when filters are added [38, 40, 44].
Filters change the size and distribution of qualified data by eliminat-
ing vectors and, in certain cases, introducing correlation between
the filter predicates and the vector space [31]. Filtered vector search
algorithms should offer stable recall, namely achieve the same recall
for all queries regardless of the filter predicates. Ideally, from the
user’s perspective the tuning should be declarative. In other words,
the user specifies the target recall and not how to tune the execution
to achieve it (i.e. how many leaves of a tree vector index to search
[37]). Naturally these goals should be achieved with performance
(latency and resource usage are low). To this end, innovation is
needed in two areas: a) query optimization and b) filter-optimized
vector indices.

Filter-optimized vector indices aim to approximate an index built
exclusively from the vectors that satisfy the filters [20, 39–41]. An
index built only for the vectors that satisfy each filter would mini-
mize the search effort and avoid low recall results [30, 31], but is
infeasible to build in practice, unless the queries always feature a
very special filter type. For example, if all queries feature an equal-
ity condition on a categorical attribute, then the optimum strategy
is to have a partitioned index, i.e., one index for each value of the
categorical attribute. Proposed solutions trade-off latency, space
or generality to improve the latency to recall balance they achieve.
There are three components that can be changed to optimize an in-
dex for filters: the search algorithm [31], the construction [20, 40] or
the similarity metric [39, 41]. The requirements of database work-
loads and information retrieval use cases are not the same. We
categorize the proposed indices, which are motivated by informa-
tion retrieval use cases, based on the types of filter predicates, the
size of the filter results, and the number of structured attributes
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they support [20, 31]. More recent approaches achieve competitive
performance while being filter agnostic [31].

This tutorial covers filtered vector search, discusses the use cases
that make a timely research area, provides a classification of exist-
ing approaches and discusses their trade-offs, and sets the goals for
future solutions.

Tutorial Overview This tutorial is organized in five parts and the
intended length is 1.5 hours.

(a) Brief Background: Why and how do we search vec-
tors?
(i) Essentials of vector approximate nearest neighbor search
(ii) How do Vector Indices accelerate vector search?

(1) Classification (Tree, Graph, Hashing)
(iii) Quantization

(b) Introduction to Filtered Vector Search
(i) Searching structured data + vectors
(ii) Categorization of approaches

(c) Filtered Vector Search using Conventional Indices
(i) Execution methods
(ii) Recall Challenge

(1) When to stop searching to achieve a target re-
call?

(2) Selectivity, Correlation: How do they affect vec-
tor search?

(iii) Performance Challenge
(iv) Navigability Challenge in graphs indices

(d) Filter Vector Search using Specialized Indices
(i) Specialized Index Structures

(1) Predicate agnostic
(2) Predicate aware

(ii) Special Distance Functions
(e) Stable/Declarative Recall, Ease of Use
(f) Query Optimization and Planning

(1) Vector Search stopping conditions
(2) Choice of vector search execution and filter evaluation

method
(g) Research Challenges

Target Audience, Assumed Background, Related Tutorials
This tutorial is intended a) for database researchers and practi-
tioners interested in understanding and advancing the state-of-art
techniques for filtered vector search and b) for PhD students who
are seeking a high-impact research topic in this area.

There are no prerequisites beyond a basic understanding of data-
base concepts, embeddings and brute-force vector search (KNN).
The goal of this tutorial is threefold: (i) First, to introduce the dif-
ferent challenges of achieving high recall with good performance
for database filtered vector search queries (ii) Present and classify
the state-of-the-art in filtered vector search indices and execution
methods (iii) Present open research opportunities.

There is active interest in the research community for vector
search [12, 19, 34, 42, 45]. In the past five years, there have been
tutorials on similarity search techniques [17, 18, 32], vector search
for LLM RAG [9], and vector DB management techniques and
systems [30]. Our tutorial aims to complement these tutorials by

focusing on filtered vector search queries and inspire the design of
filter-optimized vector search methods indinces.

2 THE TUTORIAL
2.1 Vector Search Background
The first part of the tutorial covers relevant background: a) defini-
tion of vector search, b) presentation of motivating use cases (RAG
[1, 15], Semantic Search [11, 16], Recommendation Systems [16]),
b) exact and approximate algorithms (KNN and ANN) [30]), c) clas-
sification and comparison of vector index structures (Tree-based
indices [14, 22, 33], Graph-based Indices [27, 36, 39]), Hash-based
indices [25] d) quantization techniques [28].

Vector search ranks vectors based on their distance from a query
vector (most often returns the top-k vectors)1. The result can be
exact or approximate, depending on whether a K nearest neighbor
(KNN) or an approximate nearest neighbor (ANN) search is used
[30]. Vector indices are used to perform ANN search and trade-off
latency for recall by reducing the number of vectors considered
during each search. This trade-off is controlled directly or indirectly
by a set of index specific tuning knobs [20, 22, 27, 31].

2.2 Filtered Vector Search
Filtered vector search (fvs) queries restrict the database rows that
are considered by the vector search. In the simplest case, the filters
are atomic. In the richer case, they may also be nested subqueries.
Expanding to joins with conditions on “dimension” tables funda-
mentally reduces to the nested subquery case.
Execution methods There are three main execution methods for
executing filtered vector search queries depending on the order of
operations (filter and vector search) and the vector search type. Pre-
filtering, where data is filtered and then KNN search is performed
on the result of the filter. This method is preferred when the filter
result is small [30]. The remaining two execution methods use a
vector index to perform ANN vector search. Post-filtering, where
the filters are evaluated on the vector index search result [40]. For
inline-filtering, searching and filtering are combined, and the filters
can be evaluated before the vector search starts (and stored in a
bitmap) or evaluated during the vector index search.

Unsurprisingly, the three methods differ in terms of performance,
and in practice also in terms of recall. Tuning the vector index
search to achieve the same recall for the same query across all
methods is challenging. For instance, post-filtering, in simplified
approaches to filtered search, requires the approximate nearest
neighbor (ANN) search to yield a multiple of K results to ensure
at least K vectors remain after filtering [40], which complicates
achieving high recall. This introduces an extra tuning parameter
compared to inline filtering
Impact of Filters Filters modify data size and distribution by re-
moving vectors and potentially introducing correlation between
the filter and the vectors [31]. This impacts the number of vectors
needed for a vector index search to reach a specific recall level
compared to an unfiltered search. For instance, with a positive cor-
relation, nearby vectors are more likely to pass the filter, reducing
the number of vectors that need to be visited by a vector index

1A threshold on the maximum similarity distance can be additionally set.
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search for high recall. Conversely, a negative correlation increases
this number. Selective filters also increase the search effort [20, 39].
The optimal execution method depends on the relative costs of
filtering, ANN vector index search, and KNN search. These costs
are influenced by data and query characteristics such as selectivity,
correlation, k, and data distribution [31, 40].
Stable and Declarative Recall Performance stability and a declar-
ative interface have been at the core of database design. Stable and
declarative recall, extend these concepts to vector search.

In the absence of filters, basic heuristics have been employed to
tune vector index searching [37]. Since filters make the optimiza-
tion of an execution method more complex, designing systems and
algorithms that ensure stable recall is crucial. Stable recall: achieve
consistent recall across queries, regardless of filter conditions or the
execution method. The challenge lies in the fact that filter selectiv-
ity and correlation are notoriously difficult to predict during query
optimization, yet these factors ultimately determine the necessary
search effort [26]. Recently PostgreSQL proposed an adaptive ap-
proach to decide at runtime when the vector search should stop2.
AlloyDB [6] also follows an adaptive approach.

Ideally, a user should simply declare their desired target recall,
and let the database configure all the parameters to achieve it [3].
This approach eliminates the need for users to understand the
intricacies of the data and queries, and the complexities of vector
index tuning.

2.3 Filter-Optimized Vector Search Indices
The efficacy of vector indices depends on their ability to minimize
the number of vectors that need to be searched to achieve a specific
recall while applying the filters. The ideal index is one that is built
only for the database rows that satisfy a set of filters. Building
indices for all possible attribute values is infeasible, and existing
approaches try to approximate this goal by creating value-induced
neighborhoods, where vectors with the same (or similar) struc-
tured attribute values are connected3. Thus, during a vector search,
the effort to find all vectors that satisfy a filter is small and the
probability of low recall because of not reaching enough number
vectors that satisfy the filters is smal. FilteredDiskANN [20] creates
multiple graphs and merges them significantly modifying the in-
dex build step. NHQ incorporates the structured attributes in the
vector similarity and requires less changes to the build or search
algorithms [39, 41]. On the other hand, ACORN is designed to be
filter-agnostic where it physically or virtually augments the HSNW
index construction to guarantee navigability when filters eliminate
graph nodes [31].

Proposed approaches can also be classified by their filter sup-
port. Some support only equality predicates [20, 39, 41] while [46]
supports range predicates. Further, some approaches impose limits
on the number of structured attributes each datapoint can have
[39, 41] or the filter result cardinality [20]. A number of existing
approaches get inspiration from from the information retrieval
space, where the number of structured attributes and the number
of unique values is limited. Notably, to the best of our knowledge,

2https://github.com/pgvector/pgvector/issues/678
3Orthogonally, one may create a partitioned index if a categorical filter is known in
advance.

all fvs targeted optimizations that change the structure of an index
for a set of filter attribute values are for graph indices.

2.4 Research Opportunities
In addition to the stable and declarative recall challenges discussed
in 2, there aremany open challenges at the intersection of structured
data, vector search and, more broadly, search. We highlight here a
subset of them.
Benchmarks Pure vector search has benefited greatly from well-
adopted vector search benchmarks. It is imperative that respective
benchmarks emerge for filtered vector search.
Hybrid Search Semantic search is often combined with classic
full text search. The combination remains relevant when semantic
search is filtered vector search. Then, interesting opportunities
emerge by exploiting the full text search for providing a “soft"
alternative to filtering for certain subsets of filter conditions. For
example, the full text search index is often expanded to include
structured data, allowing filtered searches to be reduced to “boosted"
text searches or even proper filtered searches, thus providing an
alternate path towards specialized indexing.
Auto Configuration Many of the options we presented in this tu-
torial will eventually be incorporated in databases featuring vector
search, as well as in purpose-built vector databases. This, in turn,
will create a usability problem: What index should be used and how
to tune its parameters? What execution method is best? The data-
base community, with its long tradition of automated optimization,
can create important innovations.

3 PRESENTERS
Yannis Chronis is a Researcher at the Systems Research@Google.
He currently works on efficient filtered vector search architectures
for Google’s database products. Yannis will be joining ETH Zurich
in the summer of 2025 as an assistant professor; he received his
PhD from the University of Wisconsin-Madison.
Helena Caminal is a Researcher at the Systems Research@Google.
She is interested in problems at the intersection of database, ML, and
hardware. Helena has worked on leveraging Associative Processing
from the 1970s to design SRAM-based parallel processors used to
accelerate database analytics. Helena received a PhD from Cornell
University in 2022.
Anastasia Ailamaki is a Professor of Computer and Communi-
cation Sciences at EPFL, and a visiting researcher at Google. A
recipient of the 2019 ACM SIGMOD Edgar F. Codd Innovations
Award and the 2020 VLDB Women in Database Research Award,
she earned her Ph.D. in Computer Science from the University of
Wisconsin-Madison in 2000. She is an ACM fellow, an IEEE fellow,
a member of the Academia Europaea, and an elected member of
several National Research Councils.
Fatma Özcan is a Principal Engineer at Systems Research@Google.
Her current research focuses on LLMs andML for databases, text2SQL
and conversational interfaces to data, platforms and infrastructure
for large-scale data analysis. Dr Özcan got her PhD from University
of Maryland, College Park and has over 23 years of experience in
industrial research. She received the VLDB Women in Database
Research Award in 2022. She is an ACM Fellow, and the vice chair
of ACM SIGMOD.

5490



Yannis Chronis, Helena Caminal, Yannis Papakonstantinou, Fatma Özcan, and Anastasia Ailamaki
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University of California, San Diego, following many years of having
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