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ABSTRACT
Synthetic data is often positioned as a solution to replace sensi-
tive fixed-size data sets with a source of unlimited matching data,
freed from privacy concerns. There has been much progress in
synthetic data generation over the last decade, leveraging corre-
sponding advances in machine learning and data analytics. In this
tutorial, we survey the key developments and the main concepts in
tabular synthetic data generation, including paradigms based on
probabilistic graphical models and on deep learning. We provide
background and motivation, before giving a technical deep-dive
into the methodologies. We also address the limitations of synthetic
data, by studying attacks that seek to retrieve information about
the original sensitive data. Finally, we present extensions and open
problems in this area.
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1 MOTIVATION AND OVERVIEW
A common scenario in many data-focused applications is when
there is a valuable dataset but its contents are very sensitive. For
instance, this could be a dataset of customers with their personal
details and purchases, or of hospital patients with information on
their health conditions. The dataset would be very useful to share
with data scientists or ML engineers, but due to privacy concerns
it is not appropriate to make the data available in its original form.

Instead we would like to create a new dataset that shares the
characteristics of the original data, but is entirely fabricated. This
is referred to as “Synthetic Data Generation”. Being completely
made up, intuitively we would believe that the synthetic data is
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freed of privacy concerns, and can be shared more easily than the
original source. However, things are not so simple: if the synthetic
data is very similar to the original data, it may leak sensitive infor-
mation about its source. Meanwhile, if the synthetic data does not
resemble the original data, then it is not a very useful substitute.
Research in synthetic data generation is concerned with walking
this tightrope: balancing fidelity and privacy, whilst also taking into
account expressivity (the richness of the models), and efficiency
(computational cost).

Synthetic data can take many forms, depending on the domain.
We might want to generate synthetic text, synthetic images and
videos, or synthetic three-dimensional objects. However, in this tu-
torial we focus on the core case of synthetic tabular data: data which
is most naturally represented within a structured table. This cap-
tures many problems in data management, where we can consider
the tables as relations from a database; and in machine learning,
where the rows are examples and the columns are features.

In this tutorial, we will give an overview of the state-of-the-
art in synthetic tabular data. We will describe the objectives and
desiderata for synthetic data, and how they are achieved. We will
use detailed examples to show how techniques have developed from
simplistic modeling to leveraging complex cutting-edge machine
learning models, and the tradeoffs along this path. A number of
different lenses can be used to view the task of generating synthetic
data: a statistical lens, which seeks to find a parsimonious model of
the original data from which new examples can be sampled; or a
machine learning perspective, which seeks to train a model that can
generate examples that are sufficiently realistic to fool a classifier;
we can also adopt the framing of generative AI, where the objective
is to create data based on many real-world examples of tables and
the context of a specific target. We will also consider the limitations
of synthetic data generation, and how adversaries can try to use the
output synthetic data to learn private information about the data
that themodel was trained on.Wewill address defenses against such
attacks based on formal privacy guarantees, and discuss how the
relative success of attacks can be used as a metric for the empirical
level of privacy that the synthetic data obtains. We conclude with
a consideration of extensions to other forms of data and other
scenarios, and open problems for the community to work on.
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2 OUTLINE OF THE TUTORIAL

Introduction and Motivation
• The background to synthetic data generation and motivat-

ing factors: legal and policy reasons to want synthetic data.
What problems can synthetic data solve? When is synthetic
data not appropriate?

• The desiderata for synthetic data: fidelity, privacy, efficiency,
expressivity, and how can each of these be specified or
measured. The lack of a universal notion of “utility”, and
alternatives: similarity measures (such as workload loss) or
evaluations on representative downstream tasks

• Formalizing the privacy requirements for synthetic data.
When privacy and utility are in competition, and when they
can be complementary. A brief introduction to differential
privacy and the basic methods to achieve it by random
noise addition to statistics [8].

Marginal-based methods
• Initial work on synthetic tabular data came from the statis-

tics community, where the key concepts include marginals
and probabilistic graphical models (PGMs) [16].

• We begin with some initial approaches to building synthetic
data. For instance, a heuristic approach is to create a syn-
thetic example by interpolating between one or more real
examples, such as via SMOTE [4].

• We consider two modeling approaches from opposite ex-
tremes. The first is to treat each attribute as independent
from each other, and to learn the correlation of each one
with a target attribute: this yields the Naive Bayes ap-
proach [30]. The second is to attempt to fit a model to
the full distribution of all attributes, via a multiplicative
weights approach, MWEM [13].

• An important middle way is achieved by using probabilis-
tic graphic models to describe the data. A first approach
was PrivBayes, which makes use of Bayesian networks [33].
This approach relies on treating data generation as a form
of inference. In building the model, the effort is split be-
tween structure learning (choosing the graph) and parame-
ter estimation (instantiating marginal distributions, a.k.a.
‘marginals’).

• Successive approaches have expanded on this graphical
modeling approach, by varying the class of models consid-
ered, and the approach taken to learn the model structure.
These include private optimization via PrivMRF [5], and
model building via PrivSyn [34] and the MST-based ap-
proach [23].

• The state-of-the-art methods are also based on marginal
generation. Thesemake use of the “select-measure-generate”
approach: given a target workload of queries to answer,
select a next marginal that will give the biggest increase
in accuracy, measure that marginal (with DP noise), and
use the current set of published marginals to generate a
set of synthetic data. The methods here are AIM [24] and
RAP++ [29].

• Several approaches have sought to extend marginal-based
tabular data generation in different directions. The PrivLava

algorithms seeks to support multi-table generation via la-
tent variables [6]; JAM-PGM addresses the case when some
of the training data is considered public [10]; and Private-
GSD makes use of genetic algorithms to better fit the train-
ing data [18].

Deep learning-based methods
• Generative Adversarial Networks (GANs) produce syn-

thetic data by training a generator to try to fool a discrim-
inator [12]. However, applying GANs for tabular data is
challenging, due to the mix of categorical and numerical
features.

• CTGANwas developed specifically to generate tabular data
via Gaussian Mixture Models and sampling [31]. A version
of this approach with differential privacy, DP-CTGAN [9]
can be obtained by adopting the generic DP-SGD approach
to training [1]. Alternatives based on variational autoen-
coders (VAEs) were also proposed by Xu et al. [31]

• An alternate method is the GEM, which trains a generator
network on the noisy marginals that are measured, follow-
ing the “select-measure-generate” paradigm [20].

• TabDDPM [17] adapts diffusion models to tabular synthetic
data. Subsequently Zhang et al. proposed TabSyn [32] build-
ing directly on TabDDPM.

• LLM-based approaches include GReaT [3], which fine-tunes
a pretrained LLM on textually encoded tabular data, and
SynLM [27] which trains a transformer-based language
model for tables from scratch via DP-SGD.

Attacks and defenses
• We consider synthetic data as an object of attack, and de-

scribe the potential for information leakage. An empirical
privacy measurement is modeled as a game between an at-
tacker (“the adversary”) and the data curator. Results vary
depending on what access the attacker has to the model
and to auxiliary information.

• Membership Inference attacks are used to measure vulnera-
bility, based on the ratio of true positives to false positives.

• Density-based attacks test if training examples are overfit-
ted by the model, and estimate the likelihood of a target
output [14, 15]. Important examples include DOMIAS [28]
and MAMA-MIA [11].

• The shadow modeling approach trains a classifier on public
data to recognize when a point is drawn from the private
input. This approach has found privacy vulnerabilities in
several implementations of synthetic tabular data genera-
tion [2].

Advanced Topics and Open Problems
• We also consider generating other types of data, such as

synthetic text and synthetic graphs.
• Recent work has considered the case when the reference

data is held by many distributed individuals. This leads
to efforts on both distributed [25, 26] and federated [21]
synthetic data generation.

• We describe cases where some attributes of the data are
public, which allows higher utility [10, 19, 22].
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3 LOGISTICS

Timing and plan. The tutorial spans three hours to cover all the
above listed topics in detail. The outline timing plan is:

• Introduction, motivation and overview- 25 minutes
• Marginal-based algorithms - 45 minutes
• Deep learning based methods - 40 minutes
• Attacks and defenses - 30 minutes
• Advanced Topics and Open Problems - 30 minutes
• Additional Q&A - 10 minutes

The tutorial slides are available from the tutorial website, at https:
// sites.google.com/view/synthetic-tab-data-tutorial, along with links
to other relevant material including an accompanying survey [7].

IntendedAudience and BackgroundKnowledge. The tutorial is
intended to be accessible to all participants at VLDB, and so makes
minimal assumptions on prior knowledge. The main methodologi-
cal approaches covered are statistical (probabilities, distributions,
probabilistic graphical modes and inference), machine learning (gen-
erative adversarial networks, diffusion models, gradient descent),
and privacy (differential privacy, membership inference attacks).
While some awareness of each of these topics would be useful, we
do not expect any knowledge of any of them, and instead introduce
just the definitions needed. We avoid giving formal mathematical
analysis, and rather focus on building intuition around the different
methods and their pros and cons. We refer to the relevant research
literature for more in-depth study of the algorithms and their prop-
erties. To this end, the tutorial does not include any formal proofs,
but instead provides an overview and intuition of the key con-
cepts. As a result the tutorial is intended to be suitable for starting
researchers or for those with expertise in other areas seeking to
understand the key concepts in synthetic data generation.
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