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ABSTRACT

Over the last few decades, simple graphs have been extensively used

for studying complex systems of interacting entities from diverse

disciplines, such as social networks, transportation, epidemiology,

etc. However, when studying data with multiple types of entities,

relationships, and features, simple (or even attributed) graphs are

not always su�cient. For example, to study accident patterns to take

mitigating actions, one needs to explore accident patterns based on

factors like weather (rain, sunny, sleet, etc.), light, and road surface

conditions in di�erent geographical regions. As another example,

to �nd individuals who are in�uential across multiple social media,

a single graph approach is not well-suited. Indeed, to model such

multiple relationships, multiple related graphs are useful. This can

be done using multilayer networks (MLNs).

Any complex data analysis can immensely bene�t from interac-

tive graphic tools rather than working with raw data in command

prompt mode. This is especially true as data and models become

increasingly complex. To interpret and understand the results of

analysis, drill-down, and visualization become critical. The MLN-

Dashboard (called MLN-geeWhiz) presented in this demo paper aims

to facilitate all aspects of MLN layer generation, analysis, and visu-

alization through an intuitive, interactive web-based dashboard. In

this paper, we discuss the dashboard, its architecture, the function-

ality currently supported, and some use cases.
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1 INTRODUCTION

MLNs �nd use in diverse disciplines that require modeling complex

interactions, including drug design [7], understanding collaboration

patterns [5], understanding the interaction between spoken and

written language [10], comparing the evolution of species [23], and

identifying illegal activities via social interactions [4].

MLN modeling and analysis is a new frontier for big data ana-

lytics. Analysis algorithms, data structures to represent MLNs, and

even the de�nitions of properties, such as community, centrality,

substructure, and k-core are still evolving. Thus, a platform where

researchers can access the latest algorithms and apply them to their

data sets is pivotal for advancing the �eld. Although the analysis of

multilayer networks is a fast-growing area, there is yet no tool for

the generation, analysis, drill-down, and visualization of MLNs, let

alone sharing and community interaction.

Existing dashboards (Py3Plex [21], MultiNetx [13], Muxviz [6],

and Pymnet [14]) are limited in their ability to analyze MLNs and

mainly focus on visualizing the results as graphs. In contrast, the

focus of this dashboard is to facilitate each user in performing the

analysis appropriate for their application data through a �exible

con�guration �le strategy used for speci�cations. Layer generation

can be done using multiple metrics and is easy to specify. Similarly,

MLN analysis, whether simple or complex, can be speci�ed by com-

posing known operators (e.g., community, substructure, centrality,

etc.) and precedence for evaluation. The dashboard transparently

handles the input and output formats. Diverse visualizations and

their side-by-side comparisons are supported. The ability to create

�les and directories for proper organization and management of

data and results is provided.

Figure 1: MLN Analysis Lifecycle Supported by Dashboard

To support the entire lifecycle (shown in �gure 1) from the

generation of MLNs using complex raw data to the �nal drill-down
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and visualization of results, we have developed a multi-user, web-

based dashboard whose interface is shown in �gure 2. The initial

version has been released for public usage (Dashboard URL: https:

//itlab.uta.edu/mln-geewhiz/, YouTube video: https://youtu.be/

uA1OD2PqHlY) and supports the following functionalities:

(1) User Registration and Login: Multiple users can register,

securely log in, and concurrently use the dashboard. Each

user has a private workspace and their work persists across

sessions. Updating the password is also supported.

(2) Data Sets: Several sample data �les for applications from

diverse domains are available in the shared space (including

con�guration �les for layer generation and analysis), so the

user can exercise all the supported functionalities.

(3) Graph and MLN Layer Generation: Con�guration �les (with

.gen extension) are used to generate graphs andMLN layers.

Many similarity metrics (e.g., Haversine, Euclidean) are

supported for relationships (i.e., edges of the graph).

(4) Graph and MLN Analysis: Con�guration �les (with .ana

extension) are used to analyze generated layers. Several

MLN (both homogeneous and heterogeneous) analysis al-

gorithms have been developed and are already integrated.

(5) Visualization: Interactive visualization alternatives, such as

networks, word cloud, bar charts, and geographical maps

(see Figure 1) are currently supported.

Figure 2: MLN Dashboard Interface

In addition, any text �le can be displayed in a scrollable man-

ner. All user-created directories and �les are always shown and

re-navigable. New directories can be created. Functional buttons

become active based on user interaction.

2 MULTILAYER NETWORKS: AN OVERVIEW

Multilayer networks (or MLNs) have been proposed in the literature

as an important alternative for �exible, expressive, and structure-

preserving modeling as well as for e�cient analysis of complex

data sets based on di�erent combinations of features [8, 9, 19, 20].

MLN is a network of networks. In an MLN, every layer represents a

distinct relationship among entities with respect to a feature (single

or combined). The sets of entities across layers, which may or may

not be of the same type, can be related to each other as well.

Formally, amultilayer network,ĉĈĊ (ă,Ĕ ), is de�ned by two

sets of graphs: i) The set ă = {ă1,ă2, . . . ,ăĊ } contains graphs of

N individual layers, where ăğ (Ēğ , āğ ) is de�ned by a set of vertices,

Ēğ and a set of edges, āğ . An edge ě (Ĭ,ī) ∈ āğ , connects vertices Ĭ

and ī, where Ĭ,ī ∈ Ēğ and ii) A set Ĕ = {Ĕ1,2, Ĕ1,3, . . . , ĔĊ−1,Ċ } of

bipartite graphs. Each bipartite graph Ĕğ, Ġ (Ēğ ,ĒĠ , Ĉğ, Ġ ) is de�ned by

two sets of verticesĒğ andĒĠ , and a set of edges (also called links or

inter-layer edges) Ĉğ, Ġ , such that for every link Ģ (ė, Ę) ∈ Ĉğ, Ġ , ė ∈ Ēğ

and Ę ∈ ĒĠ , where Ēğ (ĒĠ ) is the vertex set of graph ăğ (ă Ġ .)

Figure 3: Homogeneous and Heterogeneous MLNs

Based on relationship and entity types, MLNs are classi�ed into

di�erent types.HomogeneousMLN (orHoMLN) is used tomodel

the diverse relationships that exist among the same entity types.

For example, US cities are linked if a direct �ight exists between

them operated by a speci�c airline (Figure 3 (a)). Relationships

among di�erent entity types like actors (connected based on

co-acting), directors (connected if they direct movies of similar gen-

res), and movies (related by pre-de�ned average rating ranges) are

modeled through heterogeneous MLN (or HeMLN) (Figure 3 (b)).

The inter-layer edges represent the relationship across layers, such

as directs-movie, directs-actor, and acts-in-movie (not illustrated).

Hybrid MLN (or HyMLN) is a combination of both types.

2.1 Decoupling-Based MLN Analysis

Figure 4: Decoupling-based Approach

We have proposed a novel decoupling approach for e�cient detec-

tion of various graph metrics (e.g., community, centrality, etc.) This

uses the equivalent of “divide and conquer” for MLNs ([16, 17, 22]).

Decoupling-based analysis uses individual layers as partitions. The

partial (layer-wise or intermediate) analysis results are combined

using a composition function Θ as shown in Figure 4 to produce

�nal results. Substantial work has been done to identify the compo-

sition function (calledΘ) that is appropriate for e�cient community,

centrality, and substructure detection (called «) for MLNs.

3 DASHBOARD COMPONENT DETAILS

The dashboard has been developed with extensibility in mind. Here,

we brie�y discuss the functionality and architecture of each module.
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3.1 MLN Graph and Layer Generation

Typically, raw application data is in the form of a text �le which

needs to be used for MLN modeling and analysis. Modeling is done

using a con�g �le (with .gen extension). Di�erent MLN layers can

be generated for the same application data by specifying node at-

tributes and how an edge is created. Many similarity metrics for

edge generation (equality, Euclidean, Haversine, Jaccard, cosine,

and many more) are supported for di�erent attribute types (nom-

inal, numeric, lat/long, date, time, set, etc.). Multiple layers (both

homogeneous and heterogeneous) and MLNs can be generated

using one or more .gen con�g �les. Layers are generated (with

.net extension) and stored in user-speci�ed directories using given

names. Relevant information is entered into a hash table for e�-

cient lookup during analysis. For drill down, a mapping of labels

associated with nodes and edges is also generated (during layer

generation) for use by the visualization module.

3.2 Analysis of Graphs and MLNs

Once the layers are generated, they are available for analysis. A con-

�guration �le (with .ana extension) is used to specify in�x analysis

expressions (e.g., community on single or multiple layers). Speci�ed

in�x expressions with precedence are converted into post-�x format

for evaluation, preserving the precedence. For HeMLNs inter-layer

graph generation is also done as part of layer generation and is

used for analysis. Community detection results in two types of �les:

nodes in the community (as .vcom �les) and edge-based community

(as .ecom �les). They are also stored in speci�ed directories.

3.3 Alternative Visualizations

Text �les can be chosen for display on the window with scrolling.

Any generated graph (or layer) or computed analysis results can

be visualized using available alternatives - (i) Bokeh: dynamic net-

work visualization, (ii) Plotly Network: handles graphs with 100K+

nodes, (iii) Plotly Map: for geographical data, (iv) Pyvis: interac-

tive graph visualization with zooming and toggling nodes, (v)Word

Cloud: highlights communities based on their size, and (vi) Bar

Graph: indicates the number and size of generated communities.

3.4 Architecture and Implementation Details

Figure 5 shows the control �ow of the dashboard. The modular

architecture allows easy extensibility of existing and the addition

of new modules, as well as facilitates parallel implementation.

The left panel of the dashboard displays the directories and

�les (see Figure 2.) Tabs/buttons of the dashboard are enabled for

operations based on the �le type chosen. The user is proactively

prevented from making mistakes. Meaningful error messages are

displayed. When a chosen �le can be visualized, a drop-down menu

indicates the compatible visualization options available. Multiple

visualizations of the same �le are generated as pop-up windows that

can be arranged side by side for comparison and understanding.

SQLite3 database is used for the storage of user pro�les, en-

crypted passwords, and other user information collected during

registration. Proper unique user and session identi�ers are gener-

ated to guarantee isolated concurrent usage to ensure a smooth user

experience. Information needed across the modules and sessions

is stored in a hash table (Python dictionary) and persisted. This

is used to: (i) avoid repeating the same computation based on the

�le timestamp, (ii) fast lookup of �les used for analysis, and (iii)

not regenerate visualization if it has already been done (as it takes

considerable response time based on �le size). Previously computed

analysis results are re-used in multiple expressions. Additional per-

formance improvements (e.g., use of computed sub-expressions for

analysis) will be implemented as the dashboard is extended.

Figure 5: User Control Flow (bo�om to top)

The dashboard is hosted on an Nginx Web Server 1.20.1 on a

Linux machine. The technical stack used to implement the various

components - (i) Flask: for the back-end server, (ii) JavaScript:

for personalized scripts like conditional loading, (iii) SQLite3: for

persistent storage of user information, and (iv) Python and C++

packages: for di�erent components of the three modules.

Currently, in the analysis module, community detection is sup-

ported using six packages:Louvain, Infomap, FastGreedy,Walk-

trap, Multilevel, and Leading Eigenvector. HoMLN commu-

nity detection algorithms based on Boolean compositions devel-

oped by us [16, 18] have been integrated, and other developed

algorithms for HoMLN and HeMLN community [17], centrality

[11, 12, 15], and substructure [3] analysis are being integrated.

4 SAMPLE MLN-DASHBOARD USE CASES

Here, we discuss how the dashboard can help users obtain deeper

insight into their complex data sets. Some useful insights for an

accident data set that can help city planners to take safety precau-

tions are to �nd the (i) accident-prone regions, (ii) days of the week

and time periods that witness an increased number of accidents,

(iii) location types that become the epicenter of accidents, etc.

Figure 6 shows the work�ow from a raw accident data set to the

�nal drilled-down visualized analysis insight, supported by the in-

terface shown in �gure 2. Figure 6 (a) shows the UK Accident data

set [1] snapshot, which for every accident occurrence captures the

location (latitude, longitude), light conditions, weather conditions,

date of occurrence, and so on. The user-speci�ed con�guration �le

in Figure 6 (b) connects two accident nodes if they have occurred

within 10 km of each other based on Haversine distance to generate

a layer. Then, the con�guration �le in Figure 6 (c) detects commu-

nities (i.e., in this case accident-prone regions) using the Louvain

algorithm ([2]) with the output stored as a text �le containing (edge,

communityID) pairs. These accident-prone regions (communities)

have been visualized using a word cloud to understand the relative

severity of the regions in �gure 6 (d). Alternatively, network visu-

alizations of the accident-prone regions with zoom-in, hover, and
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Figure 6: Showcasing the use of the MLN-Dashboard to model, analyze, drill-down and visualize a raw accident data set.

pan facility help us understand the relationship strength within

the densest communities (Figure 6 (e)). Finally, �gure 6 (f) gives

us drilled-down insight to identify that the epicenter of the dens-

est accident-prone region (i.e., node with the highest degree in the

densest community) is a fast tra�c intersection on the Google Maps

using the latitude, longitude node label.

The MLN-Dashboard has also been used to analyze other raw

data sets, such as IMDb to �nd the groups of most similar genre-

based movies and the highly rated actors who have never worked

together; US Airline data to identify airlines hubs or cities from

which you can reach other cities with least number of hops using

closeness centrality analysis, and so on.

5 CONCLUSIONS AND FUTURE PLAN

Our MLN dashboard o�ers a web-based, interactive approach for

performing complex data analysis and visualizing results. In addi-

tion to layer generation and analysis, multiple visualization options

are provided to the user, enhancing their understanding of the re-

sults. We are in the process of extending the modules by adding

more analysis algorithms and visualization alternatives, as well as

additional features like selective data and result sharing.
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