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ABSTRACT
Machine learning (ML) has become a cornerstone of key applica-
tions at ByteDance. As model complexity and data volumes surge,
data management for large-scale ML workloads faces substantial
challenges, particularly with recent advances in large recommen-
dation models (LRMs) and large multimodal models (LMMs). Tradi-
tional approaches exhibit limitations in storage efficiency, metadata
scalability, update mechanisms, and integration with ML frame-
works. To address these challenges, we propose Magnus, a holis-
tic data management system built upon Apache Iceberg. Magnus
integrates innovative optimizations across resource-efficient stor-
age formats optimized for large wide tables and multimodal data,
built-in support for vector and inverted indexes to accelerate data
retrieval, scalable metadata planning with Git-like branching and
tagging capabilities, and high-performance update/upsert based on
lightweight merge-on-read (MOR) strategies. Additionally, Magnus
provides native support and specialized enhancement for LRM and
LMM training workloads. Experimental results demonstrate signif-
icant performance gains in real-world ML scenarios. Magnus has
been deployed at ByteDance for over five years, enabling robust
and efficient data infrastructure for large-scale ML workloads.
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1 INTRODUCTION
Machine learning (ML) has been widely adopted at ByteDance, sup-
porting key applications such as search, recommendation, and ad-
vertising [27, 33, 42]. As these applications evolve to meet the deep-
ening of precise and personalized demands, ML workloads have
grown rapidly in both scale and complexity [29, 49, 50]. ByteDance
has actively explored large models to address these evolving needs.
Consequently, modern ML workloads at ByteDance encompass not
only classical ML models but also large recommendation models
(LRMs) [13] that capture intricate user behavior sequences and large
multimodal models (LMMs) [17, 22, 47] that learn from diverse data
modalities, including text, images, audio, and video.

The exponential growth of model scale and the expanding range
of business applications have placed significant demands on data
infrastructure. ML workloads require efficient management of mas-
sive training data. Currently, ByteDance’s offline training data has
reached the EB level, with a daily growth of PB. This massive
amount of data is not only fundamental to model training but also
plays a crucial role in feature engineering and model optimizations.
However, the simultaneous surge in data volume and model com-
plexity presents significant challenges for efficient data storage and
accelerating data access. A holistic data management approach is
essential to support large-scale ML workloads.

Limitations. Traditional data management approaches often
store ML training data directly in distributed file systems [4] or
object storage [1], but these solutions face performance bottlenecks
at scale. For instance, data is stored as individual files without
unified table-level organization, and metadata operations become
time-consuming with the proliferation of files. Moreover, the lack
of update and upsert operations limits consistent data management
and complicates iterative model development. To address some
of these problems, open-source data lake table formats, such as
Apache Hudi [5], Apache Iceberg [6], and Delta Lake [10] intro-
duce transactional guarantees, schema evolution, upsert/update
support, and integration with diverse compute engines. Since 2020,
ByteDance has explored adopting these table formats into inter-
nal training data infrastructure. However, while these solutions
improve certain aspects of data management, they still fall short in
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the face of ByteDance’s large-scale, complex ML workloads. Key
limitations include suboptimal resource utilization, lack of Git-like
branch capabilities, inadequate read/write performance, and in-
sufficient integration with training frameworks. Furthermore, the
growth of large models amplifies the need for advanced ML data
management, particularly for handling diverse data modalities.

Challenges. To fully meet the demands of large-scale ML work-
loads at ByteDance, we outline four key challenges that must be
overcome to establish an effective data management system.

① Resource-Friendly Storage Formats. At ByteDance, we manage
EB-scale data storage, with massive computational resources en-
gaged in reading and writing data daily for data processing and
training. However, popular columnar formats such as Parquet [8]
suffer from storage and computing efficiency issues when handling
large data, particularly for wide tables with tens of thousands of
columns or multimodal data including images and videos. More
resource-friendly storage formats are required to mitigate overhead.

② Efficient Big Metadata Management. Planning is an essential
step in data reading pipelines, responsible for reading, parsing, and
processing metadata to obtain file lists. As training data grows in
size, metadata becomes big metadata [18]. Existing metadata plan-
ning approaches like Iceberg struggle with such metadata volumes,
particularly when the metadata includes redundant information.
Additionally, isolated experiments are needed for feature research.
While Iceberg provides basic snapshot-based branching and tagging
functions, ML workloads require enhanced metadata for advanced
cross-branch data merging and rebasing capabilities.

③ Lightweight MOR Update and Upsert. Many ML scenarios in-
volve frequent data modifications, such as adding new columns
in feature engineering, updating advertising conversion data from
postbacks, or refreshing multimodal annotation data. Copy-on-
Write (COW) and Merge-on-Read (MOR) are two common strate-
gies for data updates. Since COW introduces high writing over-
head, which can compromise data timeliness, MOR is preferred at
ByteDance. However, MOR strategies of open-source data lakes
such as Iceberg often struggle to meet the read and write efficiency
requirements under these ML use cases.

④ Large Model Training Support. Increasingly diverse large-scale
ML scenarios introduce unique requirements for data management
and model training. In LRM training, for instance, training samples
shift from chronological ordering to grouping by user behavior.
Similarly, LMM training involves additional complexities due to
its reliance on numerous multimodal data sources. Data manage-
ment optimizations for large model training are essential to reduce
resource consumption and maximize training throughput.

Key Technologies & Contributions. To address these chal-
lenges, we propose Magnus, a data management system based on
the open-source Apache Iceberg, to accelerate large-scale ML work-
loads through a series of innovative designs and implements. We
summarize the main contributions as follows:
• We introduce columnar Krypton format and Blob format to

enhance storage efficiency. Additionally, we integrate inverted
indexes and vector indexes directly into the Magnus tables, avoid-
ing data movement to external search systems. (Sec. 3)

• By eliminating redundant fields, sorting by partitions, and con-
structing indexes of manifest files, we significantly improve the

efficiency of large data planning. Besides, Magnus enhances Ice-
berg’s branching and tagging with merge and rebase operations,
enabling flexible version control for feature analysis. (Sec. 4)

• We implement a column-level update and a primary key driven
upsert based on MOR strategies, while also achieving optimized
read performance through native engine enhancements and
data reorganization. (Sec. 5)

• To support ByteDance’s internal large-scale ML workloads, we
carry out targeted adaptations for LRM and LMM training sce-
narios, applying a dual-table design and a sharding mechanism,
respectively. (Sec. 6)

• We experimentally evaluate the storage efficiency, memory foot-
print, and read/write performance of Magnus. By comparing the
performance under production datasets and environments, veri-
fying Magnus’s effectiveness large-scale ML scenarios. (Sec. 7)

2 SYSTEM OVERVIEW
Magnus is a unified data management system designed to address
the diverse data-related needs in large-scale ML scenarios. As il-
lustrated in Fig. 1, it bridges heterogeneous bottom-layer storage
systems (e.g., HDFS, object storage) and various upper-layer ML
scenarios (e.g., data ingestion, insight, engineering, and model train-
ing). By encapsulating storage backends through a standardized
SDK, Magnus abstracts underlying storage complexities and ensures
cross-platform compatibility. Magnus primarily contains Magnus Ta-
ble, Global Lake Service and Multi-Engine Support, each providing
specialized functionalities for data storage and processing.

Figure 1: Magnus Architecture

Magnus Table. As the core of Magnus, it unifies both internal and
external data through two types of tables:
• Inner table: Includes non-primary key tables supporting stan-

dard operations like append and update, and primary key tables
enforcing unique key constraints to enable upsert.

• Registered table: Allows for easy integration of external data
sources into the Magnus, eliminating data transformation.
Each Magnus Table provides standardized management over for-

mats, indexes, and metadata, ensuring data consistency.
• Format: Natively supports open columnar formats such as Par-

quet, along with proprietaryML-optimized formats like Krypton
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Table 1: Integrated Frameworks and Supported Scenarios of Magnus

Scenario Engine/Framework Function Description

Data Ingestion &
Data Engineering

Flink [3] Magnus integrates with Flink to provide unified offline data management from message queues. Flink consumes data from
message queues in real-time and writes to Magnus via streaming inserts/upserts.

Spark [9, 46] Magnus integrates with Spark to support efficient large-scale batch writing and offline data processing, including read/insert/up-
date/upsert operations. Magnus also enables convenient registration and unified management of external data files.

Ray [2] Magnus integrates with Ray to offer complex DAG orchestration and heterogeneous resource scheduling for large models,
supporting multimodal data management and read/insert/update/upsert operations.

Data Insight Krypton [14] Magnus integrates with Krypton to utilize SQL for data analysis, mining, and visualization, featuring high-performance OLAP
and full-text retrieval (including inverted and vector indexes).

Model Training
Primus [40] Magnus integrates with the self-developed Primus framework, which reads training samples from Magnus tables and supplies

data to training frameworks such as PyTorch and TensorFlow for LRM training.

BytedStreaming Magnus integrates with BytedStreaming, an internal framework optimized and customized based on open-source Streaming[44],
providing flexible and efficient data loading and sharding for LMM pretraining.

format and Blob format. While Parquet is the default ingestion
format, non-native formats can be registered directly.

• Index: Employs both primary key indexes and search indexes
(including inverted index and vector index). These indexes, com-
bined with metadata-driven file pruning, enable efficient data
scanning and retrieval through upper-layer engines.

• Metadata: Maintains critical entities like snapshots, branches,
tags, and statistics, supporting granular version control, lineage
tracking, and transactional guarantees.
Magnus Table also introduces an Arrow-based native engine to

optimize in-memory data processing. It standardizes diverse un-
derlying file formats into Apache Arrow memory format, enabling
zero-copy access for upper-layer compute engines and eliminating
the overhead of serialization and format transformation.

Global Lake Service. Magnus offers a unified management service
to support large-scale data governance for ML workloads including:
• Catalog Service: Organizes all data in Magnus into a hierarchical

structure comprising catalog, namespace, and table, enabling
systematic management. It allows users to query data through
a simplified interface using table names and version identifiers.

• Table Management Service: Provides lifecycle management for
tables, supporting version control for historical tracking, role-
based access control for security, audit logging for compliance,
data time-to-live policies for lifecycle automation, and advanced
workflows (e.g., data storage transition, cross-cluster migration).
Multi-Engine Support. Magnus leverages the native engine’s core

library and catalog service client to provide multi-language SDKs
(Java, Python, C++), enabling deep optimization integration with
distributed engines and frameworks, including Flink, Spark, Ray,
Krypton, Primus, and BytedStreaming. On this basis, Magnus sup-
ports ByteDance’s end-to-end ML training pipelines across four
primary scenarios with corresponding functions as listed in Tab. 1.

Fig.2 illustrates the read and write pipelines of Magnus with inte-
grated engines and frameworks. For writes, engines such as Flink,
Spark, or Ray parallelize input into multiple write tasks. Each task is
executed independently by the engine’s executors, which write data
files in supported formats and generate corresponding metadata
through Magnus SDK. Once tasks are completed, the driver collects
metadata and creates a new snapshot. Metadata files are atomically
committed with optimistic concurrency control to prevent conflicts.
For reads, Magnus first loads the current table snapshot to plan and
generate scan tasks. The scan tasks are distributed across executors,
with each retrieving only the relevant columns and records through

Magnus’s optimized native engine. After the data is loaded, upper-
layer engines perform further operations (e.g., filtering, joining,
aggregation) to produce the final output.

Figure 2: Magnus Write and Read Pipelines

3 STORAGE FORMAT AND INDEX
Magnus follows the hierarchical structure and flexible columnar
formats of Iceberg, organizing tables into abstract directory struc-
tures on distributed file systems or cloud object storage. Besides
supporting open-source formats like Parquet, we introduce novel
storage formats, columnar Krypton format [14] and Blob format, to
conserve resources and achieve better performance, particularly in
scenarios involving wide tables and multimodal data. In addition,
we design inverted indexes and vector indexes, enabling simultane-
ous search capabilities within the same training dataset.

3.1 Data Layout
Magnus supports multiple types of inner tables, including primary
key tables and non-primary key tables. Fig. 3 illustrates the data lay-
out of a Magnus table. Each table is stored as a directory containing
the following components:
• Data Directory: Stores all data files, partitioned by user-defined

partition columns (e.g., date) and further divided into buckets
using hashing primary keys. Magnus decouples logical data or-
ganization from underlying file formats for seamless integration
with various formats like Parquet (.parquet) [8] and Krypton
format (.hsap) [14].

• Metadata Directory: Maintains all metadata, including the latest
version number, version-specific metadata files, manifest list
files, and manifest files. Metadata files contain the table schema,
partition specification, and snapshot list. Each snapshot is stored
as a manifest list file, which references multiple manifest files.
A manifest file stores the data file list along with metadata.
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Figure 3: Data Layout of A Magnus Table

• Index Directory: Contains index-related information, includ-
ing hfile_index, inverted_index and vector_index. The
hfile_index directory stores HFile index files for primary key
tables, while the inverted_index and vector_index directo-
ries store inverted index and vector index files, respectively.

• Metadata Cache: Stores pre-parsed metadata in binary format,
enhancing metadata parsing efficiency.

3.2 Columnar Formats
Machine learningmodels typically rely on specific features (columns)
for training. Columnar storage formats significantly improve data
loading and preprocessing by allowing reading only the necessary
columns from a file, which is particularly beneficial for large-scale
datasets. Although Apache Parquet is the most widely used colum-
nar format in the industry, it presents limitations for large, wide
tables. A Parquet file is partitioned into row groups, with each
row group stored by columns. Consequently, the metadata size and
memory consumption of Parquet grow linearly with the number
of columns and row groups. Furthermore, before any data can be
read, the metadata must be decoded, which incurs substantial CPU
overhead in large-scale scenarios.

To solve the problems, we integrate an internally developed
columnar format in Krypton [14] with Magnus, which stores data
with much less storage space and memory usage than Parquet. This
format is structurally organized into three primary components:
data region, index region, and file footer. The data region and index
region store data pages and indexes, respectively. The file footer con-
tains meta information about the entire file, including the metadata
of each column. Consequently, Krypton format maintains a single
set of column metadata applicable to all row groups at the file level.
Each row group possesses its own specific row group metadata, con-
taining the number of rows and a pointer to each column’s metadata.
This structure achieves𝑂 (𝑛𝑢𝑚_𝑟𝑜𝑤_𝑔𝑟𝑜𝑢𝑝𝑠+𝑛𝑢𝑚_𝑐𝑜𝑙𝑢𝑚𝑛𝑠) mem-
ory consumption and much cleaner metadata with the footer rep-
resented using Flatbuffers[23] in memory. In contrast, Parquet con-
structs and maintains a ColumnChunkMetaData for every column
chunk of every row group, which results in 𝑂 (𝑛𝑢𝑚_𝑟𝑜𝑤_𝑔𝑟𝑜𝑢𝑝𝑠 ×
𝑛𝑢𝑚_𝑐𝑜𝑙𝑢𝑚𝑛𝑠) memory consumption.

3.3 Multimodal Data Blob Format
In LMM training scenarios, vast amounts of images, audio, and video
data must be efficiently stored and retrieved. Traditional columnar
storage formats store multimodal data in columns as binary objects.

However, due to the large size of binary data, individual columns
become extremely large, limiting the number of records that can be
stored in a single file and thereby reducing storage efficiency. Addi-
tionally, video frames are typically extracted as images and stored in
List<Binary> format. During query execution, random access to
sub-items requires reading and decoding the entire List<Binary>,
leading to severe read amplification.

Figure 4: A Blob File Storage Structure Example

Magnus addresses the above challenges using a blob file stor-
age approach. Fig. 4 illustrates the storage structure of blob files.
Multimodal binary data is stored separately in blob files using a
row-based storage format. The columnar storage format is then
used to store only reference metadata, such as the offset and size
of each binary object within the blob file. During data retrieval,
Magnus first obtains data size and offset from the columnar file
and then directly reads the corresponding segment from blob files.
For List<Binary> data, the position information list is first read
from the columnar storage file, sub-items are filtered, and then the
required sub-items are read from the blob file. This design enables
the columnar files to only store reference information, effectively
improving storage efficiency. Moreover, through sub-item filter-
ing and locating based on references of List<Binary>, the read
amplification in image frame extraction is significantly alleviated.

3.4 Primary Key Index
Efficient data update capabilities are crucial for large-scale ML
workloads. Magnus employs a primary key indexing mechanism to
optimize update performance for data ingestion. Fig. 5 illustrates
the update and read processes based on the primary key index.

Figure 5: A Primary Key Index Example

The data writing process consists of two stages: primary key
indexing and data bucketing. A data record’s key is first assigned
to a designated data bucket via the primary key index, and then the
record is written into the bucket file by a corresponding data writer.
Each batch write operation by the computing engine generates a
file in the bucket, with records internally sorted by primary key.

During the reading process, Magnus employs multi-way merging
strategies to consolidate all bucket files based on primary keys. To

4967



solve ordering conflicts caused by updates to the same primary keys,
each written file is assigned a monotonically increasing sequence
number. During MOR, the records with higher sequence numbers
override those with lower ones, ensuring deterministic resolution of
duplicate primary keys. To accommodate diverse use cases, Magnus
supports two primary key indexing mechanisms:
• Hash Index: A local primary key indexing mechanism designed

for scenarios with fixed partitions. It applies a hash function
to compute bucket numbers from primary key values. Each
partition directory (e.g., dt=20250101) is subdivided into bucket
directories (e.g., bucket=0), forming a hierarchical structure.
This method ensures primary key uniqueness within a partition,
but identical keys may exist across different partitions. The
hash-based routing requires no external dependencies, reducing
computational overhead and ensuring superior performance.

• HFile Index: Ensures global primary key uniqueness across the
entire table, particularly useful in dynamic partitioning scenar-
ios. HFile [20], an immutable key-value storage format from
Apache HBase, is leveraged to store mappings between primary
keys and their corresponding buckets. During indexing, the sys-
tem first queries HFile to locate the bucket for a given key. If it
does not exist in HFile, the system computes the bucket number
dynamically and updates the index in HFile.

3.5 Search Index
Multimodal data processing in large model training scenarios ex-
pects a single copy of datasets to support both batch training and
data search functions, including full-text and vector search. Tra-
ditional solutions, such as exporting data to Elasticsearch [35] or
external vector databases, introduce significant storage operational
overhead due to redundancy. In contrast, Magnus integrates inverted
indexing and vector indexing directly into the data lake, enabling
cost-efficient and unified data management.

Index construction is implemented through Spark SQL’s ADD
INDEX statement. The following example demonstrates how to cre-
ate an inverted index on the content column:

ALTER TABLE magnus.default.t0
ADD INDEX content_idx(content INVERTED);

Each index entry is linked to the original dataset via the correspond-
ing row_id, establishing a direct mapping between indexes and the
underlying data records. The generated index files are uniformly
stored in the index directory in Fig.3, maintaining a one-to-one
correspondence with data files. This design simplifies version man-
agement by automatically synchronizing index versions with the
data files, eliminating the need for separate maintenance.

The query process using indexes contains three phases: planning,
task execution, and result aggregation. Here is an example that
performs a full-text search using the inverted index:

select content , score() from magnus.default.t0
where match_any(content , 'compute ')

order by score() limit 10;

During planning, the query engine Krypton [14] partitions the tar-
get table into manageable task splits, each corresponding to one or
more Magnus files. During task execution, splits are encapsulated
into executable units (i.e., tasks) and distributed to worker nodes.
Each task begins by querying the inverted index to retrieve a list
of relevant row_ids and their BM25 scores (for inverted index) or

vector distances (for vector index), filtered by users’ search criteria.
Leveraging the precomputed row_ids-to-data mapping, the task
then directly fetches the corresponding records from the underly-
ing Magnus data files. Finally, during result aggregation, Krypton
collects partial results from all worker nodes and sorts the unified
dataset by BM25 score or vector distance. The top-N entries, ranked
by their semantic similarity to the query, are returned to the client.

4 METADATA MANAGEMENT
The metadata layer plays a pivotal role in Magnus, serving as the
foundation for advanced data analysis and ML training. Magnus
enhances Iceberg metadata to improve the planning performance
on wide tables and support lightweight Git-like branching for data
isolation and storage saving, with advanced features like merging
and rebasing to streamline feature analysis workflows and enhance
dataset versioning and traceability.

4.1 Metadata Planning
Wide-table queries typically select only necessary feature columns
and perform partition scans without additional filters. However,
Iceberg persists min-max statistics for each column of each data file
in the manifest files by default. Our analysis reveals that such redun-
dant statistics account for 70%-80% of manifest file storage space
and parsing overhead, leading to excessive metadata planning la-
tency. To address this, Magnus eliminates redundant metadata such
as lower_bounds and upper_bounds statistics for feature columns
during data ingestion, while retaining critical statistics for the nor-
mal planning procedure.

(a) Original (b) Optimized

Figure 6: Manifest File Structure

Since each ingestion may generate data across all partitions, the
generated entries are randomly distributed within manifest files
from different partitions. Consequently, when planning a scan for
a specific partition, all manifest files in the snapshot must be fully
scanned to filter out non-target partition entries. This results in
planning time approaching the full table scan even when reading
only a single partition. We address this problem by optimizing the
manifest file structure. Before writing a manifest file, we sort its
entries by partition value. Meanwhile, we create sparse indexes
mapping partitions to file offsets, which record the minimum parti-
tion value of each Avro data block and the block’s start offset within
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Figure 7: Metadata Branching and Tagging Design

the file. When querying the manifest entries of a certain partition,
we can skip the blocks that do not contain relevant entries and
terminate reading early within blocks based on certain conditions,
significantly reducing the manifest file parsing overhead.

For instance, consider a table with 1,000 partitions, where each
partition generates a data file during a write operation. The corre-
sponding manifest file is shown in Fig. 6. When querying partition
123, a full scan of the manifest file is required to locate its single
relevant entry. With our optimization, the offsets index reveals that
the minimum partition value in block 1 is 100, while in block 2, it is
200. Therefore, we only need to read block 1. Inside block 1, due to
the ordering of manifest entries, encountering partition 124 within
block 1 indicates that no subsequent records belong to partition
123, allowing for an early termination of the reading process.

4.2 Branching and Tagging
Similar to Iceberg, Magnus supports lightweight branching and tag-
ging operations, allowing users to create new branches or derive
them from existing ones while ensuring snapshot isolation. Fig. 7(a)
illustrates the design of branches through a directed acyclic graph,
where snapshots serve as nodes and directed edges represent par-
ent relationships. However, in typical ML scenarios, experimental
branches often need to integrate validated changes into production
pipelines and synchronize with upstream data updates periodi-
cally—features not natively supported by Iceberg. Magnus further
enhances Git-like branching functionality with two critical exten-
sions tailored to feature analysis workflows: merging and rebasing.
• Brach Merge: Enables integration of experimental branches into

other branches, as shown in Fig. 7(b). When merging a branch,
Magnus identifies all manifest files within the source branch and
incorporates them into a new snapshot on the target branch.
The relative sequence number of the merged manifest files is
preserved, maintaining the temporal order of data updates.

• Branch Rebase: Addresses the challenge of experimental branches
diverging from upstream changes. When rebasing, Magnus picks
all the snapshots in the branch and re-commits them on top of
a new base branch, effectively resetting the branch’s lineage, as
shown in Fig. 7(c). During this process, the sequence numbers
of the rebased snapshots are recalculated to ensure the highest
precedence during MOR.
As a complement to branch management, Magnus employs a

tagging feature to version datasets for reproducible model training.
Tags serve as immutable references to specific snapshots, allowing

teams to track data states across experiments. Additionally, Magnus
integrates commit message logging into write operations, enabling
users to audit data evolution. In Spark and Ray workflows, users
can attach descriptive commit messages to snapshots, which are
stored in the snapshot summary metadata. All these operations
above are implemented purely at the metadata layer, thus avoiding
redundant data rewrites.

5 HIGH-PERFORMANCE READ ANDWRITE
Through carefully designed MOR strategies, Magnus enables effi-
cient column-level updates and primary key table upserts, while
minimizing write amplification. To mitigate the read amplifica-
tion typically associated with MOR operations, Magnus employs
native engine enhancements and data reorganization techniques.
These optimizations make Magnus particularly well-suited for high-
frequency ingestion pipelines, striking a balance between update
efficiency and query performance.

5.1 Column-Level Update
Column-level update means modifying specific columns without
altering or rewriting entire rows, which is critical for optimiz-
ing storage efficiency and reducing I/O overhead. Traditional data
lake frameworks, such as Apache Iceberg, lack native support for
column-level updates, often requiring full-row reads and rewrites
from the underlying data files. This results in significant read am-
plification by retrieving unnecessary data and write amplification
by rewriting unchanged columns, undermining performance.

As shown in Fig. 8, Magnus provides the capability of column-
level updates by implementing two distinct update operations: po-
sition update and equality update.
• Position Update: Targets updated rows by physical location

(file_path,pos), suitable for batch read-modify-write oper-
ations. While flexible for complex updates, concurrent modi-
fications to the same data file may cause transaction conflicts
requiring retries.

• Equality Update: Identifies rows using user-defined equality_
fields (e.g., primary keys), designed for streaming write-only
operations. It employs MOR strategies to resolve concurrent
conflicts, with pre-defined MOR rules required for complex logic
such as concatenating lists from multiple transactions.
During the writing process, updates are staged in separate po-

sition update files or equality update files without modifying the
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(a) Position update

(b) Equality update

Figure 8: Examples of Position Update and Equality Update

base data, and sequence numbers are assigned to record commit or-
ders. Besides, to further enhance performance, Magnus sorts records
within each update file by (file_path,pos) or equality_fields
if possible. This enables sort-merge MOR, which is more efficient
than hash-join MOR for unordered update files. These optimiza-
tions eliminate unnecessary data retrieval and significantly reduce
the overhead of column-level updates.

5.2 Primary Key Driven Upsert
Upsert combines insert and update operations, enabling atomic
insertion of new records or modification of existing ones based
on primary key matching. Open-source frameworks like Apache
Iceberg have issues when handling upserts: 1) Streaming upsert
requires partition fields in primary keys, fails to ensure global
uniqueness, and lacks support for column-level updates. 2) Batch
upsert supports global uniqueness, but suffers from high read/write
amplification (due to full-row scans rewrites) and transaction retries
from concurrent data overlaps. To address these limitations, Magnus
proposes a lightweight MOR-based upsert mechanism with conflict-
free concurrency strategies for primary key tables.

The design of the primary key table is pivotal to ensuring data
consistency and efficient upserts. As outlined in Sec. 3.4, the Magnus
primary key tables employ a two-layered partitioning scheme, with
user-defined partitions subdivided into buckets via hash operations
on the primary key. To enforce primary key uniqueness, the system
ensures deterministic routing of upsert records with identical keys
to the same bucket within the same partition. This is achieved
through two complementary indexing mechanisms: Bucket index
(Hash index) and Global index (Hfile index). Within each bucket,
upsert records are stored in sequentially numbered data files that
include all fields. These files are internally sorted by primary key to
optimize read performance and maintain consistency during merge
processes. Sequence numbers enforce temporal ordering, ensuring
newer data files override older ones. Non-null field values within
upsert data files are logically equivalent to update_field values
in equality update files, applying column-level updates to existing
records based on specified MOR strategies.

An upserting process comprises three phases: routing, data writ-
ing, and commit. First, the routing phase determines the target
partition and bucket for each record. For bucket indexing, the des-
tination is computed directly through hashing. For global indexing,
incoming data undergoes a bucket-join operation with the index to
identify matching entries, with unmatched records being mapped
to their respective partitions and incrementally persisted as HFiles.
Next, in the data writing phase, data belonging to identical buckets
is routed to the same worker node to minimize file fragmentation.
Each worker sorts all internal records by primary key before writ-
ing them to data files. Finally, the commit phase is conducted, with
an assigned unique sequence number to guarantee serializability
and consistency. For concurrent upsert operations, Magnus avoids
traditional data-level conflict detection during commits. Instead, it
simply creates a new snapshot for each commit at the metadata
level, with increasing unique sequence numbers to indicate order.
The actual resolution of potential conflicts is deferred to the MOR
phase, where data is merged according to sequence numbers as
well as selective merging strategies, as described in Sec. 5.3.

5.3 Efficient MOR Strategies with Native Engine
Sec. 5.1 and Sec. 5.2 have introduced MOR-based update and upsert
operations, which achieve high-throughput writing, but inevitably
lead to a more complex reading process than COW. In this section,
we elaborate on our efficient reading process involving phased
MOR strategies, as illustrated in Fig. 9. Through carefully designed
merging mechanisms and a series of native engine enhancements
including predicate pushdown and prebuffering, Magnusminimizes
query latency and read amplification.

Figure 9: Optimized Reading Process in Magnus Through
Arrow-based Native Engine

Reading processes in Magnus consist of two phases: 1) planning
for task generation and optimization; 2) scanning for parallel data
retrieval with MOR. During the planning phase, Magnus parses
metadata and determines the file lists required for each executable
task. For non-primary key tables, each data file is matched with
position updates having equal or higher sequence numbers in the
same partition to generate scan tasks. For the primary key tables,
all data files and update files within each bucket are combined into
a single bucket scan task to perform primary key-based merging.

The scanning phase subsequently executes these generated tasks
through parallel processing, physically reading all files in one task
and merging them. MOR of a scan task consists of two stages. The
first stage is file merging that merges all data files and update
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files. File merging is performed in two steps. First, each data file
is sort-merged with its corresponding position update files. Next,
the intermediate results are sort-merged based on the primary key
and sequence number. Equality update files are also merged in this
step, using different strategies depending on table characteristics:
sort merging for sorted equality update files in primary key tables,
or hash-join merging in other cases. Rows from all files are finally
collected and grouped by their row identifiers. The row identifier
is the primary key for primary key tables or (file_path, pos) for
non-primary key tables. Within each group, rows are sorted by
sequence number to prioritize earlier writes. The second stage is
row merging which merges the rows with the same identifier in
sequence number order, which produces the final output. When
merging rows, multiple conflict resolution rules are configurable to
accommodate diverse column-level update requirements, including
first-write-win, last-write-win, list-concat, and map-concat.

Magnus further optimizes data reading through its Arrow-based
native engine, with two key techniques including predicate push-
down and prebuffering. Predicate pushdown enhances performance
by eliminating unnecessary data processing. By pushing predicates
down to the native engine, irrelevant data segments can be skipped
to avoid unnecessary I/O and deserialization. For Parquet files, the
native engine identifies and skips row groups that do not contain
any rows satisfying the filtering conditions. Two approaches can
determine whether a row group should be skipped. The first is to
leverage statistical metadata (e.g., min/max values, bloom filters)
stored in the Parquet footer to quickly evaluate filters. The second
is to defer full data materialization by initially reading only the
columns involved in the predicate, enabling early filtering before
accessing the remaining data. Prebuffering complements predicate
filtering by asynchronously prefetching row groups from remote
storage into local memory. This IO-computation parallelism ef-
fectively overlaps data transfer with query processing, thereby
reducing the latency associated with data loading.

5.4 Data Reorganization Mechanisms
Poorly designed schemas and frequent write operations can lead to
fragmented and suboptimal data layouts, severely impacting both
read and write performance. To improve the physical organiza-
tion of data, Magnus introduces data reorganization mechanisms,
primarily including compaction and column reordering.

Frequent column-level updates and upsert operations gener-
ate a growing number of incremental data files and global index
files over time, increasing the burden on MOR. While traditional
compaction strategies—such as those used in Iceberg—attempt to
mitigate this bymerging all files periodically, they often incur signif-
icant resource overhead and operational latency. Magnus provides
two configurable compaction strategies to address the degrada-
tion of read performance and storage efficiency caused by these
fragmented files: major compaction and minor compaction. Major
compaction aggressively merges all incremental files into base data
files, maximizing read performance at the cost of higher resource
consumption. In contrast, minor compaction adopts a cost-efficient
approach that avoids rewriting large historical data files while de-
livering moderate read performance improvements. It is based on

the fact that files with smaller sequence numbers typically repre-
sent previously compacted large base files, while those with larger
sequence numbers correspond to newly generated small delta files.
Thus, this lightweight strategy selectively merges data files and
their associated update files within each bucket that possesses se-
quence numbers exceeding a dynamically determined threshold.
Collectively, by applying these two compaction methods, Magnus
meets the diverse requirements for resource consumption and read-
ing speed in scenarios with different incremental frequencies.

Wide-table workloads in Magnus often involve selecting hun-
dreds to thousands of columns from tens of thousands available.
In columnar formats like Parquet, different column data blocks are
stored at disparate file offsets within row groups. For queries that
randomly select some columns, this layout leads to frequent small-
range random I/O or excessive read amplification when small I/O
requests are coalesced, both of which can become performance bot-
tlenecks. To address this structural inefficiency, Magnus implements
a column affinity optimization mechanism. It continuously collects
column access patterns during query execution and dynamically
reorganizes the column layout based on access frequency. Columns
that are frequently accessed together are physically co-located in
storage to promote sequential I/O and reduce random reads. This
spatial optimization significantly alleviates read amplification and
improves the performance of frequent queries.

6 LARGE MODEL TRAINING SUPPORT
In this section, we elaborate on the application of Magnus in two dis-
tinct large-scale ML training scenarios within our company: LRMs
and LMMs. Specifically, for LRM training, we design a novel dual-
table structure comprising monthly Main tables and Extra tables,
which enables unified user-level feature organization throughout
the training process. Regarding LMM training, Magnus provides
comprehensive support for multimodal data management and en-
hanced data sharding and shuffling strategies.

6.1 LRM Training Support
In traditional deep learning recommendation models, data samples
are organized as time series and read sequentially by time partitions
during training. We observe that samples from the same user across
different timestamps often share substantial common prefixes in
their historical behavior sequences. To mitigate redundancy, we
reorganize the samples by user sequence, aggregating data from the
same user within a defined timeframe for user-level training. User
sequence samples are stored in Magnus primary key tables, with
a redefined primary key _fs_pk = uid:generate_time:uuid. We
consolidate several upstream data sources into a unified table, with
distinct data streams differentiated through the _gr_source fea-
ture column. By redefining the range parameters of partitions, we
enforce the storage volume of each bucket to less than 11 GB while
accommodating the 60 PB global dataset. It enables the computa-
tional reuse of shared behavioral prefixes across different samples,
improving training efficiency by over fivefold.

Furthermore, the user sequences in each event feature exhibit
infrequent updates and a high degree of repetition. To address stor-
age redundancy of user sequence data, we propose a dual-table
structure comprising Main and Extra tables. The Main table stores
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Figure 10: Design of Main-Extra Tables

numerical behavioral features (such as click, dislike, and convert)
through monthly partitioning, enabling efficient data retrieval for
training. The Extra Table maintains user sequence features sepa-
rately, preserving only one instance for each user. During model
training, sequence segments within specified (BeginTimeStamp,
EndTimeStamp) ranges are extracted from the Extra table and then
joined with corresponding Main table entries to construct compre-
hensive features, as illustrated in Fig. 10.

To ensure model freshness and data processing efficiency, the
Magnus table undergoes periodic updates and maintenance. User
action sequences are incrementally written into the Main table on
a daily basis, with multiple data files consolidated via MOR during
training. Periodic compaction further optimizes storage. In practice,
historical monthly buckets are typically well-compacted, retaining
only one to two data files per bucket. Actively updated monthly
buckets, which accumulate frequent incremental writes, maintain
15–30 data files depending on compaction frequency. It eliminates
redundant storage of identical user sequence features. Given an
average of 100 samples per user in our production Main tables, the
Main-Extra structure reduces storage needs by approximately 50×.

Based on these designs, we implement a unified framework for
organizing LRM training samples in both offline and online sce-
narios. For offline batch training, samples are organized by users
and trained by month. After model deployment, user historical
behavior sequences are incrementally updated daily to maintain
temporal relevance. In online training, the latest user interactions
are dynamically concatenated with historical sequences stored in
the system, thereby reconstructing complete time-series sample
sequences for real-time model optimization. Additionally, when
introducing new user sequence features or updating existing ones,
the isolated features stored in the Extra Table avoid large-scale
data migrations, minimizing read and write amplification while
improving feature backtracking efficiency.

6.2 LMM Training Support
The pretraining of LMMs requires vast datasets, but accessing them
directly via HDFS paths often leads to organizational difficulties due
to fragmented management. Magnus streamlines dataset manage-
ment by its unified catalog service, which abstracts complex HDFS
paths into a simpler catalog.database.tablename identifier for
easier access. Additionally, Magnus offers cost-saving capabilities
that allow data to migrate seamlessly between different storage
media such as SSDs, HDDs, and object storage, based on usage

and access patterns. It also supports cross-data-center synchro-
nization of table data and robust data access control mechanisms.
These features ensure efficient data management while maintaining
consistency across diverse operations and environments.

At ByteDance, we have developed BytedStreaming based on
Streaming framework[44] to support distributed large model train-
ing. The training data consists of multiple proportionally sampled
datasets, with each dataset containing several proportionally sam-
pled streams. During training, different datasets are processed in-
dependently. For each dataset, sharding is performed first to collect
shards from streams, followed by global shuffling to ensure data ran-
domness. Shards are then evenly partitioned based on the number of
samples and data-reading workers. Each worker applies additional
shuffling before reading the samples.

The sharding and shuffling operations used to be performed
on a combination of HDFS and Redis systems. Users are required
to maintain the metadata of all HDFS files manually, and Parquet
footers need to be cached in Redis for sharding. We replace the
legacy system with Magnus, which autonomously maintains es-
sential metadata for sharding and shuffling without awareness of
HDFS physical files. Specifically, enhanced Magnus metadata pro-
vides an abstraction of streams and shards for BytedStreaming. A
row_group_counts field is added to each data file to record the
number of rows in each row group. Consequently, a table is repre-
sented as a stream, with each row group mapped to a distinct shard.
All shards of the stream can be conveniently obtained through the
planner, and efficiently read by the Arrow-based native engine.

In LMM training, as the number of input datasets increases, the
number of shards processed by each node also increases. Due to the
considerable size of individual shards in multimodal datasets, fre-
quent out-of-memory errors occur during training, and some tasks
even fail to initialize. To mitigate this, we implement row-range
planning in Magnus. Each scan task is assigned to an arbitrary region
of a data file, enabling dynamic file splitting at a finer granularity
based on available node resources and dataset scale. Meanwhile, we
design a multi-tier plan cache to address the computational over-
head introduced by fine-grained planning. It maintains both remote
and local caches to reuse the planning results, achieving compara-
ble startup performance. Moreover, as BytedStreaming retains all
scan task objects (i.e., shards) in memory for global shuffling, finer
sharding granularity significantly increases the number of shards
and thus the memory footprint. We implement Magnus Lite Planner,
which compresses scan task objects while preserving essential con-
texts such as shard identifiers and sample counts for shuffling. The
original objects are reconstructed through the compressed context
later upon data loading, reducing memory footprint by an order of
magnitude without compromising shuffling efficiency.

7 EVALUATION
In this section, we evaluate the performance of Magnus in produc-
tion scenarios, including the efficiency of storage formats, metadata
planning, updates, upserts, and large model training workloads.

7.1 Columnar Format Performance
We evaluate the advantages of Krypton format over Parquet in
terms of storage size and memory usage in a wide-table production
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Figure 11: Comparison of Krypton and Parquet Columnar Formats in Magnus

environment at ByteDance. Five Parquet files of comparable sizes
are randomly selected from CTR table partitions, with each file
containing different numbers of columns ranging from 20,899 to
51,548.We convert these Parquet files into Krypton format, ensuring
consistency in row content and metadata through validation, and
then use these files as datasets. All files are tested under identical
hardware and software configurations.

As is shown in Fig. 11, our format exhibits a notably smaller
storage size (saving over 30%) and reduced memory footprint dur-
ing footer parsing and read/write tasks. These improvements stem
directly from the optimized handling of redundant metadata struc-
tures, which minimizes overhead while preserving data integrity.
Furthermore, this optimization contributes to enhanced read and
write throughput, underscoring the efficiency of Krypton format in
Magnus for large-scale columnar data processing.

7.2 Blob Format Performance
We evaluate Blob format performance for partial access tasks on
List<Binary> objects, such as video frame extraction. Using a 100
GB Magnus table with a List<Binary> column (1024×1 MB binary
elements per list), we measure read performance between Blob and
Parquet when accessing subsets of elements.
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Figure 12: Blob Format Read Performance

Fig. 12 shows that Blob significantly outperforms Parquet when
reading partial elements. This stems from Blob’s ability to precisely
locate target elements using reference information in data files,
eliminating read amplification. In contrast, Parquet must read entire
lists before filtering desired elements. These results highlight Blob’s
structural advantage for selective access in binary list structures.

7.3 Metadata Planning Performance
To validate the effectiveness of metadata optimization, we compare
the planning phase duration for single-partition queries before and
after optimization under identical hardware conditions. The experi-
ments are conducted on a standalone physical machine equipped
with one CPU core. Three feature tables with more than 40,000
columns in production are randomly selected, containing 48,666,
142,940,771, and 337,074,100 files, respectively, distributed in 1,024
partitions. As shown in Tab.2, results demonstrate significant im-
provements in parsing efficiency. The optimized metadata planning
Magnusmanifest parsing time is 5× to 26× faster than Iceberg, with
greater benefits as the number of files increases. This reduction
confirms the validity of our metadata in accelerating planning.

Table 2: Metadata Planning Performance

Number of Files Iceberg Magnus Improved

48,666 73s 13.9s 5.25×
142,940,771 2615s 137s 19.09×
337,074,100 6111s 234s 26.12×

7.4 Update Performance
We compare the read and write performance of Magnus’s position
and equality update strategies with Iceberg using two tables from
real-world feature engineering under distinct experimental settings:
• Case 1: A small table (1,800 rows, 200 columns, 116 MB) on a

local single-node Spark setup with 1 executor (2 CPU cores).
• Case 2: A large-scale production table (157,598,926 rows, 15,471

columns, 9.4TB) on a distributed Spark cluster with 128 execu-
tors (4 CPU cores each).

For both cases, we first perform a full table scan and then conduct
10 iterations of updates on a specified column. In each iteration, all
rows of the target column are updated with randomly generated
8KB data, and a full table scan is executed afterward. Due to the
severe read amplification of Iceberg MOR under this experimental
setup, we compare with Iceberg COW updates to validate the effec-
tiveness of our optimizations. Comparisons with Iceberg MOR are
conducted later in Sec. 7.5.
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(a) Case 1 (Small Table)

(b) Case 2 (Large Table)

Figure 13: Update Performance Comparison

As shown in Fig. 13, Magnus position updates and equality up-
dates demonstrate significantly superior write performance com-
pared to Iceberg COW updates, because Magnus effectively avoids
write amplification via MOR strategies. In terms of read perfor-
mance, both Magnus position and equality updates achieve optimal
efficiency through direct scans, although their read performance
gradually degrades with increasing update iterations due to the
accumulating overhead introduced by MOR. In contrast, Iceberg
maintains stable read performance across iterations by rewriting the
entire table during each update. In practical deployments, Magnus
limits the number of files within a bounded range through com-
pactions, thereby maintaining read performance that can match or
even exceed that of Iceberg’s COW strategy. Comparative analysis
reveals Magnus’s substantial advantage in writing while preserving
read performance comparable to Iceberg COW. The result proves
the effectiveness of Magnus in workloads with frequent updates.

7.5 Upsert Performance
Fig. 14 evaluates the performance of Magnus upsert strategies with
Iceberg upsert using a similar method in the same two cases. We
execute 10 iterations of upserts, each updating 5% of existing records
and inserting 5% of new data. A full table scan follows each upsert.

For the small case (Fig.14(a)), we compare Magnus MOR upserts
with Iceberg MOR upserts. MagnusMOR upserts demonstrate sig-
nificantly superior write performance over Iceberg, because Ice-
berg requires joins before upserts to distinguish inserts and updates,
whereas Magnus defers this differentiation to the read process. More-
over, Iceberg suffers from write amplification by rewriting entire
rows, while Magnus selectively writes only modified column data.
The scan time of both Magnus and Iceberg MOR upserts increases

(a) Case 1 (Small Table)

(b) Case 2 (Large Table)

Figure 14: Upsert Performance Comparison

with upsert iterations, due to the growth in data volume caused by
inserts and the MOR overhead caused by updates. However, the
read latency of Magnus increases at a slower rate, as it reads less
data and benefits from Magnus’s read-oriented optimizations. Col-
lectively, the results confirm the effectiveness of Magnus’s upsert
strategy, which achieves higher write throughput and lower read
latency than Iceberg across all iterations.

In the large case, Iceberg fails to complete MOR upserts within a
reasonable time due to severe performance bottlenecks. As shown
in Fig. 14(b), MagnusMOR upserts achieve significantly better write
performance while maintaining read performance comparable to
Iceberg COW upserts. These results further underscore the scala-
bility and efficiency of Magnus in large-scale upsert workloads.

7.6 LRM Training Performance
We evaluate the effects of Magnus in a production LRM training task
at ByteDance. We compare resource consumption and performance
between two dataset organization strategies: our proposed monthly
Main-Extra tables and the original yearly single-table storage.

Table 3: LRM Training Performance

Yearly Table Monthly Main-Extra Table

Total Storage 60PB 51.88PB
User Sequence 11PB 2.88PB
Replicas 3500 1400
CPU Cores 16 15
Memory Usage 160GB 70GB
Thoughput 180K instance/s 306K instances/s
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As summarized in Tab. 3, the Main-Extra tables demonstrate
significant storage efficiency, with the user sequence partition oc-
cupying only 2.88GB, compared to 11GB required by the redundant
user sequences in the yearly table. Furthermore, our monthly user-
level training optimization achieves enhanced read throughput and
reduced memory footprint, without requiring additional computa-
tional resources such as CPU allocation. These results validate that
the Main-Extra tables effectively eliminate data redundancy and
improve resource utilization in LRM training workloads.

7.7 LMM Training Performance
We validate the effectiveness of the proposed LLM optimizations
through a large vision-language model training job that consumes
300 datasets. Evaluations are deployed on two physical machines,
each configured with 118 CPU cores, 2800 GB memory, 8 NVIDIA
H800 GPUs, and 2 data-loading workers per GPU. The baseline
setup employs the Iceberg Planner with row-group-level sharding.
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Figure 15: LMM Training Performance

Fig. 15 compares the performance of Magnus and Iceberg in LMM
training workloads, focusing on three key metrics: job startup time
(from initialization to the first validation loss output), memory foot-
print, and total training duration. By refining planning granularity
to half-row-group level and compressing plan outputs with the
Magnus Lite Planner, our optimized Magnus reduces memory con-
sumption by 40%, cuts startup time from 30 minutes to 15 minutes,
and shortens training duration slightly by 20 minutes. These re-
sults demonstrate the efficiency of applying fine-grained metadata
planning for LMM training using Magnus.

8 RELATED WORK
Several studies [25, 28, 48] have extensively analyzed open-source
data lake table formats like Apache Hudi [5], Apache Iceberg [6],
and Delta Lake [10]. Okolnychyi et al. [36] enhance Apache Ice-
berg and Apache Spark [9] with efficient petabyte-scale row-level
operations. Other data lakes include Deep Lake [26] and StremLake
[43]. BigLake [31], an evolution of BigQuery [24, 34], introduces
BigLake tables to support fine-grained governance enforcement
and performance acceleration. Our work distinguishes itself by in-
troducing substantial enhancements for large-scale ML workloads,
including advanced metadata handling and improved scalability.

Columnar formats like Apache Parquet [8] and Apache ORC
[7] are widely used in data lakes but struggle with wide-table
projections and point queries. Similarly, Doris [19] format lacks
𝑂 (1) access to page-level data. While Meta’s Alpha [12, 51] and
ByteDance’s earlier Bullion [32] format mitigate wide-table issues,
they fall short in point query optimization. Our formats address
both wide-table projection and point query inefficiency, offering a
more effective solution for multimodal ML workloads. Compared

to new formats like Lance [30, 37], Vortex [41] and Nimble [38],
our design achieves better simplicity and performance.

Elasticsearch [35] and Milvus [21] provide search capabilities
but require external indexing and data duplication. Rottnest [45]
advances this by building lightweight indexes directly on data lakes,
but it focuses on general search rather than ML pipeline integration
or multimodal data. Magnus builds inverted and vector indexes in
the data lake, enabling efficient search without additional systems
and streamlining ML data retrieval. While Hudi lacks efficient pri-
mary key sorting for MOR and Iceberg omits native support for
primary key indexes, Magnus implements both HFile indexes and
hash primary key indexes, improving update and query efficiency.

Hudi’s MOR strategy lacks sorting, and Iceberg does not support
column-level updates, limiting write efficiency. For reads, native en-
gines such as Velox [39] and Photon [11] provide high-throughput
data queries, but cannot support custom merging strategies and
lack corresponding optimizations. Magnus enhances both write and
read performance by introducing column-level updates, sort-based
merging, efficient indexing, and Arrow-based native engine with
techniques including predicate pushdown and prebuffering.

Feature stores such as Hopsworks [16] and Databricks feature
store [15] serve ML pipelines by providing a centralized repository
for ML features, but they often lack tight integration with data
lakes and are limited by scalability issues. Magnus unifies data man-
agement and feature storage, supporting LRM and LMM training
with optimized table designs and pipeline integration.

9 CONCLUSION
We present Magnus, a holistic data management system designed
for large-scale ML workloads. It provides a unified framework to
handle massive and multimodal datasets and introduces a series
of optimizations on its table format, including resource-friendly
storage formats, primary key and search indexes, and metadata
enhancement. By enabling lightweight MOR updates and upserts,
along with enhanced native engine support, Magnus significantly
improves read and write performance, especially in ML feature
engineering and model training scenarios. Furthermore, we apply
Magnus to LRM and LMM training through training framework
integration and unique designs, including Main-Extra tables and
fine-grained sharding. In ByteDance’s production environment,
Magnus has been successfully developed and deployed for more
than five years, meeting the challenges of EB-level data scale and
providing solid data management capabilities.
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