
LEADRE: Multi-Faceted Knowledge Enhanced LLM Empowered
Display Advertisement Recommender System

Fengxin Li∗
Renmin University of China

lifengxin@ruc.edu.cn

Yi Li
Yue Liu

Chao Zhou
Yuan Wang

sincereli@tencent.com
herculesliu@tencent.com
derekczhou@tencent.com
leoyuanwang@tencent.com

Tencent Inc.

Xiaoxiang Deng
Wei Xue

Dapeng Liu
reesedeng@tencent.com
weixue@tencent.com
rocliu@tencent.com

Tencent Inc.

Lei Xiao
Haijie Gu
Jie Jiang

shawnxiao@tencent.com
jerrickgu@tencent.com
zeus@tencent.com

Tencent Inc.

Hongyan Liu†
hyliu@tsinghua.edu.cn
Tsinghua University

Biao Qin†
Jun He†

qinbiao@ruc.edu.cn
hejun@ruc.edu.cn

Renmin University of China

ABSTRACT
Display advertising plays a crucial role in benefiting advertisers,
publishers, and users. Traditional display advertising systems em-
ploy a multi-stage architecture comprising retrieval, coarse ranking,
ranking, and re-ranking. However, conventional retrieval methods
primarily rely on ID-based learning-to-rank mechanisms, often
underutilizing the content information of ads, like ads’ title, and
description. This limitation reduces the ability to generate diverse
and relevant recommendation lists.

To address this challenge, we propose leveraging the extensive
world knowledge of large language models (LLMs). However, effec-
tively integrating LLMs into advertising systems presents three key
challenges: (i) How to accurately capture user interests, (ii) How to
bridge the knowledge gap between LLMs and advertising systems, and
(iii) How to efficiently deploy LLMs at scale. To overcome these
challenges, we introduce LEADRE—the LLM Empowered Dis-
play ADvertisement REcommender system. LEADRE consists of
three core components. The Intent-Aware Prompt Engineering
module introduces multi-faceted knowledge and constructs intent-
aware <Prompt, Response> pairs, fine-tuning LLMs to generate ads
tailored to users’ personal interests. The Advertising-Specific
Knowledge Alignmentmodule incorporates auxiliary fine-tuning
tasks and Direct Preference Optimization (DPO) to align LLMs with
advertising semantics and business objectives. The Latency-Aware
Model Deploymentmodule integrates a hybrid service framework
that balances latency-tolerant and latency-sensitive service, ensur-
ing seamless online deployment.

Extensive offline experiments validate the effectiveness of LEADRE,
demonstrating significant improvements across multiple evaluation
metrics. Furthermore, online A/B tests reveal a 1.57% and 1.17%
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increase in Gross Merchandise Value (GMV) for serviced users on
WeChat Channels and Moments, respectively. LEADRE has been
successfully deployed on both platforms, handling tens of billions
of requests daily.
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1 INTRODUCTION
Online display advertising plays a crucial role in facilitating tar-
geted content delivery and meeting users’ personal interest, bene-
fiting advertisers, publishers, and users [40, 41]. Traditional display
advertising systems employ a multi-stage architecture, including
retrieval, coarse ranking, ranking, and re-ranking. The retrieval
stage, which initiates the process, is critical for identifying user in-
terests and mitigating the "information cocoon" effect by providing
a diverse set of ad options [5, 25].

Conventional retrievalmethods primarily rely on ID-based learning-
to-rank mechanisms to learn collaborative semantics for efficient ad
filtering. However, these methods often underutilize ad content in-
formation, such as the title and description of the ads, which limits
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in generating diverse recommendations, particularly in scenarios
with sparse user behaviors and long-tail ads [10, 48].

Recently, large language models (LLMs) have demonstrated re-
markable capabilities in understanding, generalization, and reason-
ing by leveraging vast amounts of general knowledge [27, 31, 62].
Researchers have explored incorporating LLMs into recommender
systems [37, 47] to enhance retrieval performance. However, apply-
ing LLMs in industrial-scale display advertising presents several
critical challenges:

(1) Capturing user interests in scenarios with implicit in-
tents and sparse behaviors: While LLMs exhibit strong capabili-
ties in understanding user intent, display advertising often lacks
explicit queries, making it difficult to infer user intent. Additionally,
user interactions in the ad domain are typically sparse, necessitating
effective utilization of limited data and supplementary behaviors to
enhance commercial intentmodeling. (2) Bridging the knowledge
gap between LLMs and advertising systems: Although LLMs
excel in generating natural language responses based on general
knowledge, display advertising requires the generation of relevant
ads from a predefined inventory. It is essential to bridge the gap
between the general knowledge of LLMs and the specific require-
ments of advertising systems. Furthermore, the generated ads must
align with business objectives, requiring tailored fine-tuning strate-
gies to optimize LLMs for advertising-specific goals. (3) Efficiently
deploying LLMs in large-scale advertising systems serving
billions of requests per day: Integrating LLMs into an online
advertising system imposes substantial computational demands,
potentially conflicting with cost efficiency requirements. Thus, op-
timizing LLM deployment is essential to balance computational
costs while maintaining scalability and real-time responsiveness.

To address these challenges, we propose LEADRE—a multi-
faceted knowledge enhancedLLMEmpowered displayADvertisement
REcommender system. LEADRE consists of three core components:

(1) Intent-Aware Prompt Engineering: This module designs
intent-aware <Prompt, Response> pairs that fine-tune LLMs to gen-
erate ads tailored to users’ interests. To mitigate data sparsity, user
behaviors from related content domains, such as micro-videos and
news, are integrated. Furthermore, commercial intent is modeled
by incorporating both long-term interests (from user profiles and
historical behaviors) and short-term interests (from recent inter-
actions) into the prompt. (2) Advertising-Specific Knowledge
Alignment: To bridge the semantic gap between natural language
and advertising data, this module introduces auxiliary fine-tuning
tasks. Additionally, Direct Preference Optimization (DPO) is applied
to balance user intent with business objectives, ensuring that the
generated ads have high commercial value. (3) Latency-Aware
Model Deployment: LEADRE is deployed using a hybrid archi-
tecture that integrates both latency-tolerant and latency-sensitive
services. To further enhance computational efficiency, we optimize
deployment using TensorRT LLM Acceleration.

We implement LEADRE using Hunyuan with 1B parameters
and evaluate its performance through extensive offline and online
experiments in Tencent’s display advertising system. The offline
results validate the contributions of the individual modules, demon-
strating their effectiveness. In online A/B tests, LEADRE achieved
a 1.57% increase in Gross Merchandise Value (GMV) on Tencent

WeChat Channels and a 1.17% increase on Tencent WeChat Mo-
ments. Currently, LEADRE is deployed on both platforms, serving
billions of users and processing tens of billions of requests per day.

The retrieved ads are further incorporated into the ranking phase
as additional features. Specifically, on the user side, retrieved ads
extend user interest representations, while on the item side, match
scores between retrieved ads and target ads serve as new item-level
features. These enhancements contribute to an additional 1.43%
improvement in GMV on Tencent WeChat Channels.

The contributions of this work can be summarized as follows:

• To the best of our knowledge, this is the first study to de-
ploy LLMs in an online display advertising system. We
introduce LEADRE, a novel LLM-based generative retrieval
framework, and deploy it through a hybrid architecture
that integrates both latency-tolerant and latency-sensitive
service.

• LEADRE integrates Intent-Aware Prompt Engineering and
Advertising-Specific Knowledge Alignment to ensure the
generated ads are accurate, diverse, commercially valuable,
and aligned with user interests.

• Extensive offline and online experiments demonstrate the
effectiveness of our approach. We observe substantial im-
provements in offline metrics such as HitRatio, as well as
in online metrics like GMV.

2 RELATEDWORK
2.1 Sequential Recommendation
Sequential recommendation leverages the user behavior sequence
on items (ads) to predict the next item that user is likely to click or
convert on [54, 66]. Early approaches in sequential recommendation
primarily focused on ID-based methods. These methods typically
assign a unique ID to each item and employ sequential deep learning
models, such as RNNs [53], CNNs [55], and Transformers [21, 42], to
learn sequence representations for next-item prediction. However,
these approaches often struggle with issues related to cold start and
data sparsity. To address these challenges, subsequent research has
incorporated additional feature information, including categorical
features, numerical features, and graph structure features [4, 23,
30, 59]. Some studies have also explored the integration of multi-
modal information, such as item text descriptions and images [26,
29, 52]. By leveraging this supplementary information, sequential
recommendation methods can effectively mitigate cold start and
data sparsity problems.

Moreover, some researchers have begun to adopt large language
models (LLMs) to comprehend item features and infer user pref-
erences, enabling direct recommendations without relying on tra-
ditional sequential recommendation methods [1, 2, 14, 47]. In this
paper, we introduce LLMs into a large-scale display advertising
system to tackle challenges encountered in industrial scenarios,
such as implicit user intent and high computational costs.

2.2 Large Language Models-based
Recommender

Large Language Models (LLMs) have demonstrated remarkable
capabilities in both understanding and generation tasks [18, 57],
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making them widely applicable across various domains, including
document summarization [22, 64], conversational agents [15, 45],
code completion [13, 63], and others [60, 67]. Recently, researchers
have begun exploring the application of LLMs in recommender
systems [50]. These efforts can be broadly categorized into two
roles for LLMs: feature encoder and ranker.

As feature encoders, LLMs leverage their deep understanding of
textual content to generate rich representations of users and items.
Typically, user or item features are transformed into structured
textual descriptions using pre-designed templates, which are then
processed by LLMs to obtain feature embeddings [1, 39, 47]. These
embeddings can subsequently be utilized for downstream tasks
such as candidate retrieval or ranking, improving personalization
and recommendation quality.

As rankers, LLMs leverage their generative capabilities to pre-
dict user preferences based on historical behavior sequences. In
this paradigm, user behavior sequences are represented as textual
sequences, and LLMs are trained to predict the next likely item (or
user action) based on context [14, 61]. To adapt LLMs effectively
for ranking tasks, fine-tuning on domain-specific recommendation
datasets is typically required, ensuring the models acquire rele-
vant domain knowledge and effectively capture user preferences
[2, 14, 28].

Despite these advancements, the direct application of LLMs in
industrial display advertising remains challenging due to several
factors, including implicit user intent, high computational costs,
and the need for real-time inference. In this work, we present the
first application of LLM-based generative retrieval in an industrial
display advertising system. To address these challenges, we intro-
duce intent-aware prompt engineering and ad-specific knowledge
alignment, enabling LLMs to generate diverse, business-aligned,
and user-tailored ad recommendations. Furthermore, we mitigate
computational overhead by deploying LLMs in a hybrid architec-
ture that integrates latency-tolerant and latency-sensitive services.
This approach ensures that the benefits of LLM-based retrieval can
be realized in a scalable and cost-efficient manner.

2.3 Retrieval in Advertising Systems
Display advertising systems typically follow a multi-stage architec-
ture composed of multiple stages, including retrieval, corse-ranking,
ranking, re-ranking, and others[8, 12]. The retrieval stage, posi-
tioned at the top of the funnel, plays a critical role in identifying
user interests and generating a pool of candidate ads for further
processing [20, 51]. Most advertising systems adopt ID-based learn-
ing to ranking mechanisms to recall all ads that users may find
appealing. These methods often rely on a two-tower model, where
one tower encodes user features and the other encodes item (ad)
features [3, 19].

Display advertising systems typically follow a multi-stage archi-
tecture consisting of retrieval, coarse ranking, ranking, re-ranking,
and others [8, 12]. The retrieval stage, positioned at the entry of the
process, is crucial for identifying user interests and generating an
initial pool of candidate ads for subsequent ranking stages [20, 51].
Most advertising systems employ ID-based learning-to-rank mecha-
nisms to retrieve relevant ads for users. These methods often utilize
a two-tower model, where one tower encodes user features and the

other encodes item (ad) features [3, 19]. While efficient, ID-based
retrieval approaches exhibit several limitations: (1) Information
Cocoon Effect: The reliance on past interactions can reinforce ex-
isting preferences, leading to a lack of novelty in recommendations.
(2) Limited Content Awareness: ID-based approaches often fail to
leverage rich ad content, missing potential signals for better person-
alization. (3) Reduced Diversity: The retrieved candidate set may
be dominated by frequently interacted items, limiting exposure to
new and diverse ads.

To address these challenges, we propose incorporating LLMs into
the retrieval process. Unlike traditional ID-based methods, LLMs
can analyze contextual information and generate a more diverse set
of candidate ads by expanding retrieval beyond strict collaborative
filtering signals. By leveraging their generative capabilities and
semantic understanding, LLMs enhance retrieval diversity, improve
content-awareness, and ultimately increase user engagement and
advertising effectiveness.

3 PRELIMINARY
3.1 Problem Definition
Let U and A denote the sets of users and advertisements (ads),
respectively, within the target advertising system. Given the limited
user interactions with ads, we introduce a content domain to enrich
user behavior data. Let C denote the set of content items in the
system. The sequence of user behaviors is represented as S𝑢 =

[𝑖1𝑢 , 𝑖2𝑢 , . . . , 𝑖𝐿𝑢 ] in chronological order, where 𝑢 ∈ U, 𝑖𝑢 ∈ A ∪ C,
and 𝐿 = |S𝑢 | is the length of the user’s behavior sequence. Given
this user behavior sequence, the goal of generative retrieval is to
generate the next relevant ad, 𝑎𝐿+1𝑢 ∈ A, optimizing both user
engagement and business objectives.

3.2 Ads Indexing
Traditional advertising systems typically index ads incrementally
and learn dense embeddings for each ad [4, 49]. However, this
indexing lacks semantic information, creating a gap between the
advertising system and human understanding. To bridge this gap,
we introduce Semantic IDs (S-IDs) based on ad features, inspired
by previous works on item indexing [11, 37, 65].

To learn S-IDs, we first define a feature mapping rule in the
form of a template string to generate text description of each ad, as
follows:

The name of the ad is <ads_name>; The product type is
<ads_type>; The first-level category is <first_cat>; The second-
level category is <second_cate>; The attributes include: <ba-
sic_att>.

For each ad 𝑎 ∈ A, all its features are filled in above template
string to generate a textual description 𝑡𝑎 . For example:

The name of the ad is SAIC Volkswagen-New Energy-ID.3;
The product type is Automobile Products; The first-level
category is Automobile; The second-level category is SAIC
Volkswagen·New Energy; The attributes include: automobile
brand_Volkswagen, automobile series_Volkswagen ID.3.
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Figure 1: Overall Framework of Ads indexing in LEADRE.

After obtaining the textual description 𝑡𝑎 , we employ a pre-
trained language model (e.g. Hunyuan [43], E5 [46]) to encode
𝑡𝑎 , bridging the gap between the advertising system and human
understandable text. This step can be formulated as

x𝑎 = 𝑓𝑃𝐿𝑀 (𝑡𝑎 ;𝜃𝑃𝐿𝑀 ) (1)

where 𝑓𝑃𝐿𝑀 represents the pre-trained language model parameter-
ized by 𝜃𝑃𝐿𝑀 , and x𝑎 ∈ R𝑑𝑃𝐿𝑀 is the textual embedding of ad 𝑎, and
𝑑𝑃𝐿𝑀 denotes the output dimension of the pre-trained language
model.

After that, we employ a Residual-Quantized Variational AutoEn-
coder (RQ-VAE) [24] to generate concise semantic IDs for the ads.
The RQ-VAE takes the ad’s embedding x𝑎 as input and uses an
encoder-quantization-decoder mechanism to generate a list of
discrete semantic tokens. In the encoding phase, the textual embed-
ding x𝑎 is encoded by an encoder, 𝑓𝐸𝑛 (·;𝜃𝐸𝑛), to obtain a hidden
embedding, formulated as ẑ𝑎 = 𝑓𝐸𝑛 (x𝑎 ;𝜃𝐸𝑛), where ẑ𝑎 ∈ R𝑑𝑅𝑄

denotes the hidden embedding, and 𝑑𝑅𝑄 is the hidden embedding’s
dimension. During the quantization phase, we apply 𝑀 layers of
residual vector quantization. For each layer 𝑙 , we maintain a code-
book C𝑙 = {e𝑙

𝑘
}𝐾
𝑘=1, where e

𝑙
𝑘
∈ R𝑑𝑅𝑄 and 𝐾 denotes the number

of codes in the codebook. The quantization process is defined as
follows:

𝑐𝑙𝑎 =argmin𝑘 | |r𝑙𝑎 − e𝑙𝑘 | |
2
2 (2)

r𝑙+1𝑎 = r𝑙𝑎 − e𝑙𝑐𝑙𝑎 (3)

z𝑎 =

𝑀∑︂
𝑙=1

e𝑙
𝑐𝑙𝑎

(4)

where r𝑙𝑎 ∈ R𝑑𝑅𝑄 is the 𝑙-th layer residual embedding of ad 𝑎, r1𝑎 =

ẑ𝑎 , 𝑐𝑙𝑎 is the index from the 𝑙-th codebook for ad 𝑎, and z𝑎 ∈ R𝑑𝑅𝑄
is the final quantized embedding of ad 𝑎. In the decoding phase,
the quantized embedding z𝑎 is used to reconstruct the original
textual embedding x𝑎 through a decoder 𝑓𝐷𝑒 (·;𝜃𝐷𝑒 ),formulated as
x̂𝑎 = 𝑓𝐷𝑒 (z𝑎 ;𝜃𝐷𝑒 )

To train the encoder 𝜃𝐸𝑛 , decoder 𝜃𝐷𝑒 , and codebooks {C𝑙 }𝑀
𝑙=1,

we introduce two loss components: the reconstruction loss and the

Algorithm 1 Trie-Tree Construction
Require: Set of all ads’ S-IDs C𝐴 = {c1, c2, . . . , c𝑎, . . . , c|A| }, where each

S-IDs sequence c𝑎 = [𝑐1𝑎, 𝑐2𝑎, . . . , 𝑐𝑙𝑎, . . . , 𝑐
(𝑀+1)
𝑎 ].

Ensure: Trie-Tree𝑇 representing all ads in A.
1: Initialize: Create a head node ℎ for the trie-tree.
2: for each S-IDs sequence c𝑎 ∈ C𝐴 do
3: Set current node 𝑐𝑢𝑟 ← ℎ

4: for each S-ID 𝑐𝑙𝑎 in c𝑎 do
5: if 𝑐𝑙𝑎 is not a child of 𝑐 then
6: Create a new node 𝑛
7: Add 𝑛 as a child of 𝑐𝑢𝑟 with label 𝑐𝑙𝑎
8: end if
9: Set 𝑐 ← child of 𝑐𝑢𝑟 labeled by 𝑐𝑙𝑎
10: end for
11: Mark node 𝑐𝑢𝑟 as the end of ad 𝑎
12: end for
13: return Trie𝑇

quantization loss. The overall loss function for RQ-VAE is given by:

L𝑟𝑒𝑐𝑜𝑛𝑠 =
∑︂
𝑎

| |x𝑎 − x̂𝑎 | |22 (5)

L𝑞𝑢𝑎𝑛𝑡 =
∑︂
𝑎

𝑀∑︂
𝑙=1

(︂
| |sg[r𝑙𝑎] − e𝑙𝑐𝑙𝑎 | |

2
2 + 𝛽𝑞𝑢𝑎𝑛𝑡 | |r

𝑙
𝑎 − sg[e𝑙𝑐𝑙𝑎 ] | |

2
2

)︂
(6)

where sg[·] is the stop-gradient operator, and 𝛽𝑞𝑢𝑎𝑛𝑡 is a weight
factor for the loss term.

This process ensures that ads are represented by discrete S-IDs,
which allows the LLMs to generate valid ads from the predefined
ads set during constrained decoding. In the ad indexing process,
each ad 𝑎 is represented by a list of semantic tokens, denoted as
ĉ𝑎 = [𝑐1𝑎, 𝑐2𝑎, . . . , 𝑐𝑀𝑎 ]. To address potential collisions where different
ads map to the same S-IDs, we introduce an additional code to
distinguish them [37]. Consequently, the S-IDs for each ad are
updated to c𝑎 = [𝑐1𝑎, 𝑐2𝑎, . . . , 𝑐𝐿𝑎 , 𝑐

(𝑀+1)
𝑎 ], where 𝑐 (𝑀+1)𝑎 serves as the

disambiguation code for ads with identical S-ID lists. To distinguish
between different levels of semantic tokens, we use prefixes such
as < 𝑎_, 𝑏_, 𝑐_, · · · > for various S-ID levels.
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Algorithm 2 Constrained Decoding Using Trie-Tree
Require: Trie-tree 𝑇 representing all ads, Beam search size 𝐵, S-

IDs list length (𝑀 + 1) , Current token probability distribution
𝑃𝐿𝐿𝑀 (𝑐𝑙 |c1:𝑙−1;𝜃𝐿𝐿𝑀 ) from the LLM.

Ensure: Generated ad set of ads B.
1: Initialize generated ad set B ← {[ℎ] × 𝐵}, where ℎ is the head node

of the trie-tree.
2: for 𝑙 = 1 to𝑀 + 1 do
3: Set current layer 𝑐𝑢𝑟_𝑙𝑎𝑦𝑒𝑟 as the 𝑙-th layer of trie-tree𝑇 .
4: Initialize new generated set B′ ← ∅.
5: for each candidate list c ∈ B do
6: Retrieve valid next S-IDs from the children of node 𝑐𝑙−1 in
𝑐𝑢𝑟_𝑙𝑎𝑦𝑒𝑟 : C𝑣𝑎𝑙𝑖𝑑 ← children of(𝑐𝑙−1 ) .

7: for each S-ID 𝑐𝑙 ∈ C𝑣𝑎𝑙𝑖𝑑 do
8: Obtain the score for S-ID 𝑐𝑖 from the LLM:

𝑃𝑣𝑎𝑙𝑖𝑑 (𝑐𝑙 ) ← 𝑃𝐿𝐿𝑀 (𝑐𝑙 |c1:𝑙−1;𝜃𝐿𝐿𝑀 ) .
9: Append 𝑐𝑙 to the candidate list: c← c ∪ 𝑐𝑙 .
10: Add the updated list (c, 𝑃𝑣𝑎𝑙𝑖𝑑 (𝑐𝑙 ) ) to new set B′ .
11: end for
12: end for
13: Update the generated ad set: B ← select_top_B(B′, 𝐵) .
14: end for
15: return Generated ad set of ads B.

3.3 Trie-Tree Construction
We organize all ads using a trie-tree, where each path from the
root to a leaf represents the S-IDs of an ad. This structure enables
efficient ad organization and supports fast retrieval and prefix-based
searches. The Trie-Tree Construction Algorithm (Algorithm 1)
builds the trie by sequentially adding each S-ID from an ad as a
child node, creating new nodes as needed, and marking the end of
each ad’s S-ID sequence.

Example: Suppose we have the following ads, each represented
by a sequence of S-IDs: Ad_66: [𝑎_12, 𝑏_7, 𝑐_4]; Ad_245: [𝑎_12, 𝑏_7, 𝑐_14];
Ad_112: [𝑎_12, 𝑏_6, 𝑐_22]. We construct the trie-tree as follows:

(1) Initialize the trie with an empty root node.
(2) Insert Ad_66: Add 𝑎_12 as a child of root, then 𝑏_7 under

𝑎_12, and 𝑐_4 under 𝑏_7 (mark as ad end).
(3) Insert Ad_245: 𝑎_12 and 𝑏_7 already exist; add 𝑐_14 under

𝑏_7 (mark as ad end).
(4) Insert Ad_112: 𝑎_12 exists; add 𝑏_6 under 𝑎_12, then 𝑐_22

under 𝑏_6 (mark as ad end).
The resulting trie-tree (Figure 1) allows for efficient ad retrieval
and prefix-based searches, since ads sharing S-ID prefixes follow
the same path from the root.

3.4 Constrained Decoding
Unlike conventional LLM-based chatbots, generative retrieval in
advertising requires generating a list of valid ads from a predefined
set, ensuring both diversity and validity. To achieve this, we use
constrained decoding with a trie-tree [16, 17, 32]. This method
ensures that generated ads are both likely according to the LLM and
valid within the ad set. The Constrained Decoding Algorithm
(Algorithm 2) expands candidate S-ID lists layer by layer through
the trie-tree, selecting the top 𝐵 candidates at each step based on
their scores, until all layers or the maximum length is reached.

Example: Suppose trie-tree is built from the following S-ID se-
quences: Ad_66: [𝑎_12, 𝑏_7, 𝑐_4]; Ad_245: [𝑎_12, 𝑏_7, 𝑐_14]; Ad_112:
[𝑎_12, 𝑏_6, 𝑐_22]. Using constrained decoding with a beam size
𝐵 = 2:

(1) Initialization: Start with an empty beam set at the root.
(2) First Layer: Valid first S-ID from the trie-tree is 𝑎_12 with

𝑃 (𝑎_12) = 0.6. Beam: [𝑎_12] (score 0.6).
(3) Second Layer: For [𝑎_12], valid next S-IDs are 𝑏_7 and

𝑏_6 with 𝑃 (𝑏_7) = 0.5, 𝑃 (𝑏_6) = 0.4:
• [𝑎_12, 𝑏_7] (score 0.6 × 0.5 = 0.3)
• [𝑎_12, 𝑏_6] (score 0.6 × 0.4 = 0.24)

Keep both as 𝐵 = 2.
(4) Third Layer:

• For [𝑎_12, 𝑏_6]: valid next S-ID is 𝑐_22with 𝑃 (𝑐_22) =
0.8, yielding [𝑎_12, 𝑏_6, 𝑐_22] (score 0.24×0.8 = 0.192).

• For [𝑎_12, 𝑏_7]: valid next S-IDs are 𝑐_4 and 𝑐_14 with
𝑃 (𝑐_4) = 0.8, 𝑃 (𝑐_14) = 0.4:

– [𝑎_12, 𝑏_7, 𝑐_4] (score 0.3 × 0.8 = 0.24)
– [𝑎_12, 𝑏_7, 𝑐_14] (score 0.3 × 0.4 = 0.12)

After scoring, keep the top 𝐵 = 2: [𝑎_12, 𝑏_7, 𝑐_4] and
[𝑎_12, 𝑏_6, 𝑐_22].

The algorithm returns the final beam set of S-ID sequences, ensuring
that the generated ads are valid according to the trie-tree and have
the highest predicted probabilities.

4 METHOD
In this section, we present a detailed explanation of multi-faceted
knowledge enhanced LLM Empowered display ADvertisement
REcommender system (LEADRE), which integrates large language
models (LLMs) into our display advertising system.

4.1 Overview
LEADRE effectively aligns user intent with business objectives, im-
proving the generation of relevant and high-value ads in advertising
environments. It’s framework consists of three novel modules:

(1) Intent-Aware Prompt Engineering: This module designs
intent-aware <Prompt, Response> pairs that incorporate user profiles
and behavior sequences, serving as a fine-tuning corpus for LLMs
to learn user interests effectively.

(2) Advertising-Specific Knowledge Alignment: This mod-
ule integrates auxiliary fine-tuning tasks and Direct Preference
Optimization (DPO) to bridge the knowledge gap between LLMs
and the advertising system, enhancing ad generation quality.

(3) Latency-Aware Model Deployment: This module com-
bines both latency-tolerant and latency-sensitive service systems to
ensure scalable and real-time performance during LLM deployment.

4.2 Intent-Aware Prompt Engineering
To accurately capture user intent and predict the next relevant ad,
the LLM should be fine-tuned with proper corpus first. We build
textual <Prompt, Response> pairs with user behavior sequences
and ad descriptions as the corpus. Unlike search advertising [37],
where user queries explicitly express intent and could be used as
the prompt, display advertising operates in a low-intent environ-
ment where explicit queries are absent and user behavior is often
sparse. As a result, the prompt must effectively leverage available
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[Instruction]: …The recent interaction behavior sequence details are 32 days 
agoˆplay short videoˆreality; 31 days agoˆclick on adˆtable tennis; 27 days 
agoˆplay short videoˆ shuttlecock;22 days agoˆ Conversion adˆhair dryer; …

Long Interest / Short Interest

Figure 2: Overall Framework of Ads Constrained Generation Module and LLM Fine-tuning Module.

user data within the advertising system and supplement it with
user data outside of the advertising system, such as user behaviors
in the content domain, to adequately capture commercial intent.
Considering the affordable prompt length is quite limited, user data
should be encoded concisely enough. Below, we detail the prompt
engineering process.

4.2.1 Prompt Components. To enable LLMs to capture user com-
mercial intent effectively, we incorporate both long-term interests
(derived from user profiles and historical behaviors) and short-
term interests (based on recent behaviors) into prompt design.
Short-term interests model dynamic, immediate preferences. For
example, a user planning to purchase a phone would likely click
phone or phone accessory ads within a brief period. However, such
interests are inherently noisy and transient (e.g., after purchasing
the phone, the user would cease clicking similar ads). Conversely,
long-term interests capture stable, enduring preferences. For ex-
ample, a student user would consistently engage with educational
coaching ads over extended periods. Specifically, The prompt is
assembled with the following key components:

(1) Task Instruction: This part describes the task for the LLM
to perform. Furthermore, it provides a learnable token for all fine-
tuning tasks, similar to Soft Prompt formats [33, 44], helping the
LLM recognize instructions related to ad generation and retrieval.
The template of the task description is shown below:

The following is an instruction describing a task. Please give a
response to complete this request appropriately.
[Instruction]:<Learnable Token>Assuming you are an ad rec-
ommender system, <Prompt>, what ad will the user be inter-
ested in next time?

(2) User Profiles: This part provides demographical information
about the user, such as age, gender, and region. The template is
shown below:

<age><sex>, resident in <residence>, with a <educa-
tion_level> degree, working in <occupation>, with a <con-
sumption_level>

(3) User Interest Summary: This part summarizes the user’s
long-term positive and negative feedbacks on commercial interest
categories and standard product units (SPUs) across the ad and
content domains. The template is shown below:

The categories that have been frequently interacted re-
cently are (format: categoryˆinteraction times): <cate-
gory_1>ˆ<count_1> times; <category_2>ˆ<count_2> times;
<category_3>ˆ<count_3> times;

(4)User Ad Domain Behavior Sequence: This part expresses
the user’s short-term behaviors in the ad domain. To filter the noise
signals in the sequence, only positive user actions like clicks and
conversions are considered. As discussed in Section 3.1, each ad is
represented by a list of semantic tokens denoted as Semantic-IDs
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(S-IDs). To distinguish different level semantic tokens, we use <a_ ,
b_, c_, · · · > as prefix of different S-IDs level.

(5) User Content Domain Behavior Sequence: This part cap-
tures the user’s short-term behaviors in the content domain. Each
interaction is described in terms of the commercial category and
SPU. Similarly, only positive actions like watching full videos and
searching are considered. The ad and content domain behaviors
are merged and presented in chronological order. The template is
shown below:

The most recent interaction behavior sequence details
(format: timeˆbehavior typeˆtitle) are <time_1> days
agoˆ<type_1>ˆ <title_1>/<SIDs_1>; <time_2> days
agoˆ<type_2>ˆ<title_2>/<SIDs_2>; <time_3> days ago ˆ
<type_3> ˆ <title_3>/<SIDs_3>

By concatenating the previous components, we obtain a complete
prompt. An example prompt is shown below:

The following is an instruction describing a task. Please give
a response to complete this request appropriately. 22-year-
old male, resident in Haidian, Beijing, with a bachelor’s
degree, working in Internet industry, with a medium con-
sumption level. The categories that have been frequently inter-
acted recently are (format: categoryˆinteraction times): emo-
tionˆ115 times; entertainmentˆ28 times; mental healthˆ8
times; educationˆ6 times; financeˆ6 times; The most recent
interaction behavior sequence details (format: timeˆbehavior
typeˆtitle) are 32 days agoˆplay short videoˆreality; 31
days agoˆclick on adˆ<a_51, b_10, c_67, d_93, e_0>; 27
days agoˆplay short videoˆshuttlecock; 25 days agoˆPlay
short videoˆEmotional/psychological age test;22 days
agoˆConversion adˆ<a_243, b_136, c_23, d_245, e_0>;19
days agoˆClick adˆ<a_164, b_243, c_38, d_88, e_0>;16 days
agoˆConversion adˆ<a_51, b_10, c_67, d_93, e_0>. what ad
will the user be interested in next time?

For the 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 , the last click or conversion ad in the user
behavior sequence is used as a supervisory signal for fine-tuning
the LLM. A sample response is shown below:

[Response]: <a_122, b_28, c_35, d_15, e_0>

4.2.2 Prompt Augmentation. We develop a series of prompt aug-
mentation strategies to enhance the fine-tuning process. These
strategies are outlined below:

Multiple Prompt Templates:We introduce a variety of prompt
templates to map a single user behavior sequence into multiple
prompts. By altering the arrangement of sequence components and
varying the instruction descriptions, these templates facilitate a
broader understanding of user intentions. This diversification al-
lows the model to capture different aspects of user intent, enriching
the generation process.

User Profile Reordering: To prevent LLMs from simply memo-
rizing specific token sequences or orders, we propose a user profile
reordering method. It reshuffles user profile descriptions, encour-
aging the model to focus on the semantic meaning rather than the
fixed order of inputs.

Ad Positive Interaction Reuse: Inspired by auto-regressive
mechanisms, We augment the original user behavior sequence into
multiple prompt samples by reusing positive interaction, enhancing
the model’s ability to generalize from limited interaction data. For
example, Assuming that user behavior sequence is denoted by
S𝑢 = [𝑐1𝑢 , 𝑎2𝑢 , 𝑎3𝑢 , 𝑐4𝑢 , 𝑎5𝑢 ], where 𝑐1𝑢 , 𝑐4𝑢 ∈ C denote content domain
items and 𝑎2𝑢 , 𝑎3𝑢 , 𝑎5𝑢 ∈ A denote ads. We augment the original
sequence into prompt samples: <[𝑐1𝑢 , 𝑎2𝑢 , 𝑎3𝑢 , 𝑐4𝑢 ], 𝑎5𝑢>, <[𝑐1𝑢 , 𝑎2𝑢 ], 𝑎3𝑢>,
<[𝑐1𝑢 ], 𝑎2𝑢>.

4.3 Advertising-Specific Knowledge Alignment
The advertising system poses a great gap with LLMs, which hurts
the ad generation ability of LLMs. To bridge this gap, we conduct
semantic alignment by auxiliary tuning tasks to align the ad’s
Semantic-IDs (S-IDs) with the LLM, and business objectiveness
alignment by Direct Preference Optimization (DPO) [35, 58] to
encourage the generation of ads with higher Effective Cost Per
Mille (ECPM).

4.3.1 Semantic Alignment. Since LLM lacks prior knowledge of
ads and their S-IDs, direct training on the main task encourages
rote memorization rather than genuine understanding. This likes
teaching calculus to students without foundational mathematics,
which often results in solution memorization instead of conceptual
comprehension. To address this, we introduce auxiliary tasks to
guide LLMs learn the basic understand of advertising system and
S-IDs of ads[65]. The auxiliary tasks consist of two components: an
explicit alignment task and an implicit alignment task.

The explicit alignment task enables LLM to acquire S-ID
knowledge by predicting S-IDs from detailed ad descriptions. This
task directly aligns the language model with the ad system by
making the LLMs understand how textual descriptions map to the
corresponding ad S-IDs. A sample prompt-response pair for this task
is shown below:

[Prompt]: Given the ad’s detailed description "The name of
the ad is SAIC Volkswagen-New Energy-ID.3; The prod-
uct type is Automobile Products; The first-level category
is Automobile; The second-level category is SAIC Volk-
swagen·New Energy; The attributes include: automobile
brand_Volkswagen, automobile series_Volkswagen ID.3.",
what is the corresponding ad?
[Response]: <a_12, b_22, c_50, d_25, e_0>

In this example, LLM is provided with a detailed textual de-
scription of an ad, including the product’s name, type, brand, and
category. The model’s task is to map this description to the corre-
sponding S-IDs, which are internal identifiers used by the ad system.
By adopting this task, LLM will have a better understanding about
the S-IDs and ads’ feature, which plays a basic ability of generating
ads.

The implicit alignment task develops advertising knowledge
within user interaction contexts. This task builds on the Next Ad
Generation mechanism described in the main task but replaces the
S-IDs in the user’s ad interaction history with the ad descriptions.
Instead of predicting the next ad based on a sequence of S-IDs (as
in the main task), the model now predicts the next ad using textual
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descriptions of the ads. A sample <Prompt, Response> pair for this
task is shown below:

[Prompt]: The following is an instruction describing a task.
Please give a response to complete this request appropri-
ately. · · · The most recent interaction behavior sequence de-
tails (format: timeˆbehavior typeˆtitle) are 32 days agoˆplay
short videoˆreality; 31 days agoˆclick on adˆBali 7-
Day Tour; 27 days agoˆplay short videoˆshuttlecock;
25 days agoˆPlay short videoˆEmotional/psychological
age test;22 days agoˆConversion adˆpsychological test;19
days agoˆClick adˆEducational Counseling;16 days
agoˆConversion adˆTarot reading. What ad will the user
be interested in next time?
[Response]: <a_122, b_28, c_35, d_15, e_0>

This subtle modification enhances the LLMs’ ability to associate
ad descriptions with user behaviors, further aligning the model
with the advertising system in a more implicit manner.

Task Order: The tasks are conducted in the following order:
explicit alignment task→ implicit alignment task→ main task. It
is essential to prioritize alignment tasks, both explicit and implicit,
before addressing the main task. These alignment tasks, particularly
the explicit alignment task, serve as crucial preparatory steps that
equip the LLMs to understand the mapping between textual ad
descriptions and the S-IDs used by the ad system. By completing
these tasks first, the model gains a deeper comprehension of the
structural and semantic aspects of the ad domain, ensuring that
it is properly aligned with the system’s internal representations.
This alignment process is not merely a supplementary step but a
foundational one, directly influencing the model’s effectiveness in
the primary task. In essence, the explicit and implicit alignment
tasks establish the groundwork necessary for the model’s success
in predicting the next ad, making them indispensable for optimal
performance in the main task.

4.3.2 Business Objectiveness Alignment. Since LLMs inherently
lack business context, they may treat all advertisements as having
equivalent value. However, in advertising systems, each ad pos-
sesses distinct business value that directly impacts system revenue.
When tuned exclusively using prior tasks, the generated ads often
demonstrate limited commercial value, contributing minimally to
both cost and Gross Merchandise Volume (GMV). To address this
limitation, we employ Direct Preference Optimization (DPO) to
encourage generating ads with higher business value.

Since LLMs inherently lack business context, they may treat all
advertisements as having equivalent value. However, in advertising
systems, each ad possesses distinct business value that directly
impacts system revenue. When tuned exclusively using prior tasks,
the generated ads often demonstrate limited commercial value,
contributing minimally to both cost and Gross Merchandise Volume
(GMV). To address this limitation, we employ Direct Preference
Optimization (DPO) to encourage generating ads with higher
business value.

As defined in Section 3.1, for a specific user 𝑢, we aim to predict
the next interacted ad 𝑎𝐿+1𝑢 based on user behavior sequence S𝑢 .
When considering two equally appealing ads 𝑎1 and 𝑎2 where 𝑎1

holds greater business value, recommending 𝑎1 is preferable due
to its higher revenue potential. We therefore implement DPO to
increase the probability of generating high-value ads (𝑎ℎ) while
reducing probability for lower-value ads (𝑎𝑙 ). DPO preference pairs
⟨𝑢, 𝑎ℎ, 𝑎𝑙 ⟩ are constructed using the Expected Cost PerMille (ECPM)
metric from the ranking phase.

Specifically, for a given user 𝑢, we select two potential ads, 𝑎1
and 𝑎2, that are likely to result in a click or conversion. We then
calculate the ECPM for each ad. The ad with the higher ECPM is
considered the high-value ad 𝑎ℎ , while the ad with the lower ECPM
is considered the low-value ad 𝑎𝑙 . The training loss associated with
DPO can be defined as:

L𝐷𝑃𝑂 = −E(𝑢,𝑎ℎ,𝑎𝑙 )∼D

[︄
log𝜎

(︄
𝛽
𝜋𝜃 (𝑎ℎ |𝑢)
𝜋𝑟𝑒 𝑓 (𝑎ℎ |𝑢)

− 𝛽 𝜋𝜃 (𝑎𝑙 |𝑢)
𝜋𝑟𝑒 𝑓 (𝑎𝑙 |𝑢)

)︄]︄
whereD is the set of collected DPO training triplets, 𝜋𝜃 is the LLM
tuned by DPO loss, 𝜋𝑟𝑒 𝑓 is the LLM tuned by primary and auxiliary
tasks, 𝜎 (·) is the sigmoid function, and 𝛽 is a hyper-parameter. This
loss function aims to maximize the likelihood of generating high-
value ads while minimizing the likelihood of low-value ads, thereby
aligning the LLM’s output more closely with business objectives.

4.4 Latency-Aware Model Deployment
In this section, we detail the deployment framework and engi-
neering techniques for LLM inference used to ensure efficient and
responsive ad generation.

4.4.1 Deployment Framework. Typical LLMs exhibit high latency,
which is inadequate for real-time display advertising services. To
address this, we implement a hybrid system by integrating latency
tolerant service module and latency sensitive service module [5, 25].
The deployment consists of the following components:

(1) Inference:
Latency Sensitive Service Module : This component is activated

when a user makes a request. A Mixer receives the user request and
queries the User Server for the ad retrieval list. The User Server
retrieves the pre-computed retrieval list from the user feature data-
base and sends it to the Mixer and further responds to the user.
After that, the user behaviors update and ad feature update will be
stored in the user feature database and ad feature database.

Latency Tolerant Service Module: This module adopts nearline
computing for LLM inference and is triggered after a user request.
This component receives the fine-tuned LLM and the Trie-Tree from
the offline stage for inference. It inquiries users’ recent behavior to
construct prompt samples and generates a list of ads for the users.
The generated ad list is stored in the user feature database and
made available for online service.

Even for nearline inference, GPU resources are relatively scarce
and cannot be allocated to every request. To address this, we intro-
duce theAdaptive Resource Distribution Strategy. This strategy
categorizes users into 25 user groups according to Average Revenue
Per User (ARPU) value, prioritizing GPU inference for high-value
users.

(2) Training: The training stage is responsible for LLM fine-
tuning, and it is updated daily. The process begins with engineering
samples from the user feature database to extract ad features to con-
struct <Prompt, Response> pairs for LLM fine-tuning. The <Prompt,
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Figure 3: Framework of Latency-Aware Model Deployment.

Response> pairs are utilized to fine-tune the LLM, enabling it to gen-
erate ads effectively. Once the training is complete, the fine-tuned
LLM is deployed to the latency tolerant service module.

4.4.2 TensorRT LLM Acceleration. To further enhance the compu-
tational efficiency of nearline LLM inference, we employ TensorRT
1 for inference acceleration. This approach leverages several opti-
mization techniques to significantly reduce latency and improve
performance, particularly in advertising scenarios:
1) TensorRT-LLM Kernel Optimization

Softmax Kernel Optimization: The softmax kernel, which ac-
counts for over 80% of decoding time, is optimized by using ’float4’
for vectorized memory access, reducing bandwidth usage and dou-
bling kernel performance. This reduces end-to-end time by 5%.
Additionally, for the prefill step, we introduced a ‘ComputeMode‘
to calculate softmax only for beam 0, improving prefill performance
by 3-4 times.

Finalize Kernel Optimization: In beam search, the finalize kernel
recursively obtains token IDs. Initially, it used a single thread, un-
derutilizing GPU resources. By assigning a block per beam width,
performance improved by 50 times, reducing latency by 10%.
2) TensorRT-LLM Quantization: LLM inference generally in-
volves two stages: prefill and generate. Prefill is typically the com-
putational bottleneck, while the generate stage is more memory-
bound. However, in advertising scenarios with a large beam width
and batching functionality supported by the inference engine, the
generate stage also becomes a computational bottleneck. Therefore,
we adopt quantization schemes that focus on activation values, such
as smooth quantization (‘w8a8c8‘) and FP8 quantization (‘w8a8c8‘),
to mitigate these bottlenecks.

Smooth Quantization (‘w8a8c8‘): We apply smooth quantization
(int8 precision for weights and activations), doubling the computa-
tional power for operations like matrix multiplication. This results
in a 50% performance improvement in search advertising.

FP8 Quantization (‘w8a8c8‘): FP8 quantization offers a simpler al-
ternative to smooth quantization and achieves similar performance
on H20 GPUs without sacrificing precision.
3) Proxy Load Balancing for Multi-GPU Utilization: Previous
optimizations, such as proxy global load balancing, mainly focused
on improving the performance of individual GPUs. To enhance the

1https://github.com/NVIDIA/TensorRT-LLM/tree/release/0.5.0

Table 1: Comparison of performances under different compo-
nents of prompt. "w.o. content" variant removes the content
domain behaviors from the prompt, retaining only the ad
domain behaviors, and "w.o. summary" removes the user in-
terest summary from the prompt.

Variants HR@1 HR@4 HR@8 NDCG@4 NDCG@8
LEADRE 0.0764 0.1567 0.2021 0.1199 0.1360

w.o. content 0.0660 0.1343 0.1773 0.1029 0.1181
-13.60% -14.28% -12.26% -14.19% -13.15%

w.o. summary 0.0760 0.1543 0.2043 0.1181 0.1358
-0.62% -1.54% +1.08% -1.52% -0.18%

utilization of multiple GPUs, we optimized the scheduling strategy
to better distribute workloads across the GPU cluster. In our system,
multiple proxies interact with multiple TensorRT-LLM instances.
Without coordination, multiple proxies may send requests to the
same TensorRT-LLM instance, leading to uneven load distribution.

TensorRT-LLM is highly sensitive to queries per second (QPS).
If one instance processes even a couple more requests than others,
it can become the bottleneck for the entire cluster. To mitigate
this, we introduced Redis-based global counters to evenly distribute
requests across all TensorRT-LLM instances, ensuring balanced load
distribution. As a result, the TensorRT-LLM cluster now achieves
over 90% of its theoretical maximum load capacity.

5 EXPERIMENT
In this section, we verify the effectiveness of LEADRE by conducting
extensive offline and online experiments.

5.1 Experiment Setup
5.1.1 Dataset. We conducted all experiments using industrial-scale
datasets on display advertising of Tencent WeChat Channels, as
public datasets were deemed unsuitable due to gaps in applicability
to our serving system and significant discrepancies with our in-
ternal models. The experiment process is suitable for all industrial
display advertising systems.

We created user behavior sequences in chronological order and
applied the "leave-one-out" strategy for dataset splitting [4, 14, 49].
Specifically, the last ad interaction in each user’s sequence was
designated as the test set, while the remaining interactions were
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Table 2: Comparison of performances under different tun-
ing tasks and order. "Main" denotes the main task (Next Ad
Generation), "EX" denotes the explicit alignment task, "IM"
denotes the implicit alignment task, and "mix" denotes mix
the tuning < 𝑃𝑟𝑜𝑚𝑝𝑡, 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 > pairs and random sample
pairs to tune the LLM.

Tasks and Order HR@1 HR@4 HR@8 NDCG@4 NDCG@8
EX→ IM→Main 0.0780 0.1610 0.2062 0.1232 0.1391

EX→Main 0.0767 0.1566 0.1998 0.1201 0.1354
-1.71% -2.74% -3.09% -2.50% -2.67%

Main+IM+EX mix 0.0745 0.1523 0.2009 0.1165 0.1337
-4.60% -5.43% -2.55% -5.39% -3.90%

Main+EX mix 0.0766 0.1516 0.1948 0.1174 0.1327
-1.91% -5.84% -5.49% -4.64% -4.59%

Main only 0.0707 0.1444 0.1879 0.1107 0.1260
-9.42% -10.32% -8.87% -10.16% -9.42%

used for training. The maximum user behavior window was set to
90 days and the maximum prompt token length was set to 2096,
covering user behavior in both the ads and content domains.

5.1.2 Evaluation Metric. We used the Hit Ratio (HR@K) and Nor-
malized Discounted Cumulative Gain (NDCG@K) as the primary
metrics to evaluate the offline predictive performance of the models.
Hit Ratio measures whether the model successfully retrieves the
clicked or converted ads for users. NDCG accounts for both the
relevance of items and their positions in the ranked list.

5.1.3 Implementation Details. The LEADRE is implemented on
the Hunyuan with 1B parameters [43]. Training was conducted on
16 A100Pro GPUs, while inference was performed on hundreds of
L40S GPUs. For the Ads indexing, we employed the Hunyuan to
encode ad features. The number of residual quantization steps was
set to 4, with each layer containing 1024 code vectors, each having
a dimension of 8. The length of the S-ID sequence was set to 5.
For LLM fine-tuning, we employed the AdamW optimizer, setting
the learning rate to 6e-5, weight decay to 0.9, and a minimum
learning rate of 6e-6. By leveraging data parallelism and gradient
accumulation, the batch size was set to 64. To avoid overfitting,
training was performed for 3 epochs.

5.2 Offline Performance
5.2.1 Effectiveness of Prompt Components. We perform ablation
studies on the different components of the prompt in the main task
(Section 4.2) to assess their individual contributions.

Content Domain Behaviors and Interest Summary: To evaluate
the impact of content domain behaviors and user interest summary,
we design two variants: "w.o. content" and "w.o. summary". The
"w.o. content" variant removes the content domain behaviors from
the prompt, retaining only the ad domain behaviors, while "w.o.
summary" removes the user interest summary from the prompt.
As shown in Table 1, both variants lead to a performance drop
across all metrics. This demonstrates the effectiveness of including
both content domain behaviors and the user interest summary in
capturing user preferences and intent.

Soft Prompt: To investigate the effectiveness of adding an instruction-
based task description, we introduce a learnable token at the be-
ginning of the prompt, referred to as "w. SoftPrompt". The results,
depicted in Figure 4(a), show a performance improvement after
incorporating the learnable token, confirming the positive impact
of the SoftPrompt on the task.

5.2.2 Effectiveness of Tuning Tasks and Their Order. To study the
effect of various tuning tasks and their order, we design several
tuning strategies: "EX→ IM→Main", "EX→Main", "Main+IM+EX
mix", "Main+EX mix", and "Main only". The "EX→ IM→ Main"
strategy refers to tuning the LLM sequentially on the explicit align-
ment task, implicit alignment task, and then the main task. The "EX
→Main" strategy skips the implicit task and directly tunes on the
explicit task followed by the main task. "Main+IM+EX mix" and
"Main+EX mix" represent mixed-tuning strategies where pairs are
randomly sampled and tuned together. "Main only" refers to tuning
solely on the main task, without alignment tasks.

Table 2 presents the tuning results, leading to the following ob-
servations: (1) The explicit and implicit alignment tasks enhance
the performance of the main task by bridging the gap between the
language model and the ad system. (2) The order of tuning matters,
as the fixed-order strategies outperform the mixed strategies. This
suggests that the alignment tasks provide a foundational under-
standing of the ad system, which better prepares the LLM for the
main task.

5.2.3 Effectiveness of DPO. After tuning the LLM on the auxiliary
and main tasks, we apply Reinforcement Learning from Human
Feedback (RLHF) to align the language model with business objec-
tives, using both RRHF [58] and DPO [35] techniques. To evaluate
the alignment with business values, we use two metrics: Diversity
score and LTRR@K.

The Diversity score is calculated based on TopK List Concentra-
tion and TopK List Abundance. Concentration is the mean propor-
tion of themost frequent category across all users, while Abundance
refers to the mean number of categories present in the top-K list
for all users. The Diversity score combines both metrics, where a
higher score indicates a more diverse top-K list with lower Concen-
tration and higher Abundance. LTRR@K is computed by Recall@K
based on Learning-to-Rank (LTR) labels provided by other retrieval
strategies, with higher LTRR@K indicating better alignment with
business objectives.
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Table 3: Comparison of different emb models.

Emb model Accuracy
Top1 Top10 Top50 Top100

Hunyuan Embedding[43] 98.03% 96.46% 86.61% 65.67%
E5-large-instruct [46] 97.21% 96.48% 87.42% 66.38%

bge-m3[6] 95.00% 91.07% 78.76% 59.64%
Bert-Chinese[9] 97.24% 92.65% 74.12% 50.20%

Electra_Chinese[7] 94.60% 85.98% 63.09% 43.62%
Sentence-Bert/L12[38] 95.40% 90.11% 70.15% 48.44%
Sentence-Bert/L6[38] 81.97% 72.65% 53.61% 37.97%
XLNet Chinese[56] 80.31% 63.32% 38.27% 26.14%

CLIP-32[34] 80.32% 67.91% 45.90% 29.87%
CLIP-16[34] 81.57% 67.40% 45.20% 30.33%

T5[36] 67.10% 51.22% 33.90% 23.89%

Table 4: Performance comparison of different emb models.

S-IDs HR@4 HR@8 LTRR@4 LTRR@8
Hunyuan S-IDs 0.1070 0.2140 0.0294 0.0443

E5 S-IDs 0.1052 0.2140 0.0256 0.0407

The RLHF results, shown in Figure 4, lead to the following con-
clusions: (1) RLHF improves the alignment of the language model
with business values. (2) DPO outperforms RRHF, likely due to
the constraints imposed by the tuned model during the alignment
process.

5.2.4 Effectiveness of Feature Embedding. To assess the effective-
ness of the ads’ feature embedding used in ads indexing, we compare
the performance of different embedding models (emb. models). We
first sampled 100 ads from each of the 48 ad categories and retrieved
the Top-K nearest ads for each sampled ad based on embedding
similarity. The accuracy is defined as the proportion of Top-K re-
trieved ads that belong to the same category as the original ad.
The performance comparison is presented in Table 3. Our observa-
tions indicate that the E5 model demonstrates the best performance
on this task, while the Hunyuan embedding achieves competitive
results.

Subsequently, we trained the VQ-VAE using both the E5 and
Hunyuan embeddings to infer the ads’ S-IDs. We then constructed a
trie tree and fine-tuned the LLM using these S-IDs. The performance
of the tuned LLM is shown in Table 4. The results indicate that
Hunyuan S-IDs exhibit competitive performance in terms of HR@K
and outperform in LTRR@K, attributed to their enhanced capability
in understanding the ad system.

5.2.5 Sensitivity and Effectiveness of S-IDs. To evaluate the sensi-
tivity of the ads’ Semantic IDs (S-IDs), we varied the codebook size
and quantity, assessing the trained ads indexing using three metrics:
Collision Rate↓, Max Collision Number↓, and Average Codebook
Usage Rate↑. As shown in Table 5, increasing the codebook size
and quantity reduces ad collisions, indicating that different ads are
assigned distinct S-IDs. Notably, the codebook usage rate remains
at 100%, signifying no occurrence of "codebook collapse."

Table 5: Performance comparison of different codebook size
and quantity.

Quantity Size Collision Rate↓ Max collision
Number↓

Average
Usage Rate↑

3
1024 4.79% 44 1.0
512 7.95% 46 1.0
256 16.38% 67 1.0

4 1024 1.74% 25 1.0
256 3.34% 25 1.0

Table 6: Performance comparison of different S-Ids variants.

Variants HR@1 HR@4 HR@8 NDCG@4 NDCG@8
S-IDs 0.0800 0.1526 0.1975 0.1194 0.1353

Original Text 0.0306 0.0551 0.0679 0.0439 0.0487
-61.75% -63.89% -65.62% -63.23% -64.01%

Compressed Text 0.0572 0.1102 0.1317 0.0861 0.0967
-28.50% -27.79% -33.32% -27.89% -28.53%
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(c) LLM User Action Response w.r.t Sequence Length.

Figure 5: LLM User Action Response w.r.t Sequence Length.

Additionally, to assess the effectiveness of the S-IDs, we removed
them and generated both the original and compressed text of ads us-
ing the LLM. The performance results are presented in Table 6. The
findings indicate a significant performance drop when generating
either the original or compressed text, highlighting the importance
of S-IDs. Furthermore, the compressed text outperformed better
than the original, suggesting that the original text contains redun-
dancy and noise.

5.2.6 Effectiveness of User Behavior. To assess how user behavior
contributes to LEADRE’s ad generation process, we conducted
a user study to gain a deeper understanding of the generation
mechanism.

To investigate the impact of different positions within user behav-
ior sequences, we conducted the following experiment: For a user
𝑢 with a behavior sequence S𝑢,1 = [𝑖1𝑢 , 𝑖2𝑢 , . . . , 𝑖𝐿𝑢 ], we sequentially
truncated the sequence by removing earlier interactions, forming
sequences such as S𝑢,2 = [𝑖2𝑢 , 𝑖3𝑢 , . . . , 𝑖𝐿𝑢 ] and S𝑢,3 = [𝑖3𝑢 , 𝑖4𝑢 , . . . , 𝑖𝐿𝑢 ].
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LEADRE then made predictions using each truncated sequence,
generating top-K lists denoted by R𝑢,1, R𝑢,2, and so on. To quan-
tify the similarity between these lists, we used the Dice similarity
coefficient:

Dice(R𝑢,1,R𝑢,𝑙 ) =
2|R𝑢,1 ∩ R𝑢,𝑙 |
|R𝑢,1 | + |R𝑢,𝑙 |

(7)

A higher Dice similarity score indicates that the retrieved list gen-
erated from the truncated sequence is more similar to that of the
complete sequence. This, in turn, suggests that the removed inter-
action is of lesser importance in influencing the retrieval outcome.
We computed the Dice similarity for all users, grouped by the par-
titioning of their ad behaviors, and plotted the results as a function
of truncated sequence length (Figure 5). The following key observa-
tions were made: (1) Longer behavior sequences capture more user
preference information. (2) LEADRE places more emphasis on the
earlier parts of the sequence, particularly the first 20 behaviors, and
less emphasis on more recent behaviors. (3) Ad domain behaviors
have a stronger influence on the generated outcomes compared to
content domain behaviors, and they encourage LEADRE to focus
more on the beginning of the sequence.

5.2.7 Summary. In this section, we evaluated the impact of vari-
ous components, including prompt engineering, tuning tasks, and
S-IDs. Our findings are summarized as follows: (1) The S-IDs and
the main tuning task are fundamental for ad generation; removing
either results in the largest performance drops. (2) Auxiliary tasks,
such as explicit and implicit alignment tasks and Direct Preference
Optimization (DPO), contribute less than the S-IDs and main task,
but still provide a crucial 9% performance increase. (3) User be-
haviors from the content and advertising domains are the most
significant contributors to ad generation compared to other prompt
components.

5.3 Online Performance
We conducted a 20% traffic A/B test on both the Tencent WeChat
Channels and Tencent WeChat Moments display advertising sys-
tems to evaluate the effectiveness of LEADRE. LEADRE acts as
a complementary retrieval sub-brunch. Over several weeks’ A/B
test on WeChat Channels, LEADRE demonstrated a 1.57% increase
in Gross Merchandise Value (GMV) for serviced users. Similarly,
several weeks’ A/B test on WeChat Moments showed a 1.17% in-
crease in GMV for serviced users. These results highlight LEADRE’s
capability to generate accurate, diverse, and high-value ads that
contribute positively to business outcomes.

LEADRE operates as a retrieval sub-branch, collaborating with
other LTR branches to complete the retrieval process. To highlight
the competition between branches, we introduce the consumption.
Consumption is the proportion of exposed ads exclusively retrieved
by a specific branch relative to all exposed ads. Online A/B test
shows that LEADRE achieves a consumption ratio of 7.33% (Wechat
Channels). This demonstrates its ability to retrieve ads missed by
other branches, directly contributing to the increase in GMV.

To effectively leverage the capability of LLMs in breaking the
"information cocoon" effect, the retrieved ads are further incor-
porated into the ranking phase as new features. Specifically, on
the user side, the retrieved ads are used as additional features to
enhance user profiling, while on the item side, the match scores

between the retrieved ads and the target ad are introduced as new
item-level features. These new features contribute to an extra 1.43%
improvement in GMV on Tencent WeChat Channels.

Currently, LEADRE has been deployed as a complementary re-
trieval sub-brunch on both TencentWeChat Channels andMoments,
serving billions of users and processing tens of billions of requests
each day, highlighting its scalability and practical impact within a
large-scale advertising system.

6 CONCLUSION
In this work, we present the first industrial application of generative
retrieval in display advertising. To address the challenges of "How to
capture user commercial intent", "How to bridge the gap between LLMs
and ad-Specific knowledge", and "How to efficiently deploy LLMs",
we introduce a novel LLM-based framework called Multi-Faceted
Knowledge Enhanced LLM Empowered Display ADvertisement
REcommender system (LEADRE). LEADRE comprises three core
modules: the Intent-Aware Prompt Engineering, the Advertising-
Specific Knowledge Alignment, and the Latency-Aware Model De-
ployment. To evaluate the effectiveness of LEADRE, we conducted
extensive experiments, including both offline and online evalua-
tions. The results demonstrate its ability to generate more accurate
and diverse ads. Moreover, online A/B test revealed that LEADRE
resulted in a 1.57% increase on TencentWeChat Channels, as well as
a 1.17% increase on Tencent WeChat Moments in GMV for serviced
users.

Looking ahead, our future work will explore the following di-
rections: (1) Next-N Generation for LLMs: Next-N ad prediction
provides a deeper understanding of user intent and offers a more
accurate and diverse retrieval list. However, LEADRE currently
supports only the generation of a single ad due to its reliance on
a statistical trie-tree and fixed tuning tasks. Future efforts will fo-
cus on designing appropriate trie-tree structures and constructing
tuning tasks for the next-N generation. (2) Development of More
Reasonable S-IDs: Current results indicate that the RQ-VAE tends
to allocate most information to the first codebook, while the subse-
quent codebooks retain limited information. Future research will
aim to design an information-controllable quantization model to
construct more effective S-IDs.
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