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ABSTRACT

Decentralized Knowledge Graph (DKG) platforms allow the sharing
of knowledge with multiple owners. While data owners can share
their data with others by encrypting their data before sharing it,
this naïve approach prevents data encrypted by different owners
from being queried together, as it compromises query verifiability,
an essential DKG platform feature. We propose Pistis, the first
DKG platform capable of preserving ownership while also enabling
verifiable SPARQL queries. Two novel techniques facilitate this:
owner-managed end-to-end encryption and collaborative query veri-

fication. In Pistis, data owners thus encrypt their data individually
and collaborate to construct an authenticated data structure (ADS)
with a global key by means of secret sharing and secure multi-party
computation. Then, by indexing KG data as ciphertext over the
ADS, Pistis offers a cryptographic scheme called VO-SPARQL that
facilitates verifiable queries on encrypted KG data with multiple
owners. Pistis provides succinct proofs for two-stage SPARQL
queries, including subgraph queries based on the ADS and aggre-
gation on encrypted intermediate results based on a key-aggregate
cryptographic primitive. A theoretical analysis and an empirical
study provide detailed insight into the performance of Pistis while
offering provable security.
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1 INTRODUCTION

As one of the bold and innovative aspects of Web 3.0 [30, 46, 76, 87],
decentralized knowledge graph (DKG) platforms represent a new
knowledge management technology that offers global platforms
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where everyone can share, manage, and exploit knowledge from
diverse data sources on the Web [3–5, 52, 88]. Moreover, DKG
platforms promise high data availability and resilience, as their data
is distributed across multiple nodes rather than being centralized
in a single location [5, 21, 32]. However, the decentralized nature
of DKG platforms expose them to malicious threats, especially
Byzantine Attacks [12, 24, 74] and Loss of Ownership [27, 34, 65].
Such attacks can compromise the reliability of DKG platforms and
call for robust defense strategies.

A DKG platform must support three key functionalities, data
integrity, query verifiability, and data ownership, which are cru-
cial in outsourced database scenarios [35, 49, 71]. Specifically, data
integrity ensures that the data stored in a platform is not manipu-
lated or modified without authorization [13, 37]. Query verifiability
ensures that query results can be verified as correct, complete,
and fresh, preventing malicious query executions that could com-
promise the integrity of a platform [42, 44, 71, 72, 84–86]. Data
ownership affords data owners complete control over their KG data,
including the ability to decide with whom to share raw data (e.g.,
patients may share their data with pharmacists) [7, 35, 58, 64, 69].
Offering this functionality is essential to ensure DKG platforms’
operation and facilitate their wider adoption.

Motivation. Real-world applications increasingly require de-
centralized knowledge collaboration with both verifiable query
results and data ownership. In global supply chains, consider a
DKG shared by Unilever (manufacturer), Maersk (logistics), and
Walmart (retailer). Unilever shares RDF-encoded product batches
with supplier relationships, while Maersk provides shipping record
triples with environmental data. Walmart performs KG-backed au-
thenticity checks. Without data ownership, Maersk could exploit
property graph patterns to access Unilever’s manufacturing knowl-
edge to gain unfair advantages in pricing and negotiations. Without
query verifiability, Maersk could falsify edge attributes (e.g., tem-
perature data or routes), compromising Walmart’s quality checks
and potentially allowing unsafe products to reach consumers. Simi-
lar challenges emerge in Industry 4.0 where factories must share
machine data without revealing proprietary processes, and in de-

centralized science where researchers need to validate results
while protecting patient data.

Most existing DKG systems, such as RDFPeers [21] and PIC-
NIQ [4], primarily focus on improving query efficiency, while over-
looking the essential requirements of data integrity, query verifiabil-
ity, and data ownership protection. Some emerging DKG platforms
adopt blockchain technology to ensure data integrity and query
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verifiability [5, 52, 88]. For example, ColChain [5] adopts blockchain
to allow all nodes to collaborate on data updates and maintain a
trusted historical record of all DKG data, which ensures data in-
tegrity. VeriDKG [88] provides query verifiability of DKG through
blockchain consensus-building indexes and cryptographic hash-
ing. This allows participants to confirm that the query results they
receive are accurate and have not been tampered with. However,
enabling this functionality jeopardizes data ownership, as most
blockchain systems store data in plaintext. This gives every DKG
platform participant permanent access to the data, making it im-
possible for data owners to maintain control over their sensitive
information. Existing DKGs cannot guarantee query verifiability
and data ownership simultaneously due to the following dilemma.

The Query Verifiability versus Data Ownership dilemma.

A straightforward way to enable data ownership is for owners
to encrypt their data locally before sharing it on the blockchain.
This ensures only those with decryption keys can access the data,
preserving ownership. However, while effective for ownership, this
strategy introduces a challenge: it limits others’ ability to interact
with the data. In a DKG platform, where data is interconnected,
encryption by multiple owners prevents others from reading raw
data or executing queries across datasets. This poses a problem
for applications requiring verifiable queries over a multi-owner
encrypted KG, as encryption obstructs such verification.

Contributions.We propose Pistis, the first DKG platform en-
suring data integrity, ownership, and query verifiability via two
innovations: owner-managed end-to-end encryption and collabora-

tive query-verification, which we integrate into blockchain-based
DKG management. Specifically, data owners each encrypt their
data independently and then collaborate to build a blockchain-
maintained authenticated data structure (ADS) to share their ci-
phertext in the DKG. The ADS is a structured encrypted Merkle trie
managed by a global key via a new orchestration of secret sharing
and secure multi-party computation. Using this ADS as an index,
any participant can query KG data in ciphertext. Data owner can
determine to whom to disclose their raw data in query results by
managing a private key, thus ensuring data ownership. Next, to
perform SPARQL queries (i.e., standard KG queries) on the multi-
owner encrypted KG data while offering query verifiability, we
propose a new cryptographic scheme, VO-SPARQL (i.e., Verifiable
and Ownership-preserving SPARQL), that facilitates succinct veri-
fication proofs for two-stage SPARQL queries, including subgraph
queries based on the ADS and aggregation queries on encrypted
intermediate results based on a key-aggregate cryptographic primi-
tive. Our contributions are summarized as follows.

• We present Pistis, the first DKG platform to preserve data own-
ership and support verifiable SPARQL queries. Through its new
VO-SPARQL cryptographic scheme that encompasses two novel
techniques, Pistis supports SPARQL query results with succinct
verification proofs and offers data ownership guarantees.
• We present an owner-managed end-to-end encryption scheme
with a newADS called encryptedMerkle semantic trie (EMST). This
scheme allows data owners to encrypt data it enables to prevent loss
of control, and it enables subgraph querying for the data encrypted
by different owners, enabling data ownership.

• We present a collaborative query verification scheme called VO-
SPARQL that enables SPARQL query verifiability in DKG through
two steps while ensuring data ownership. VO-SPARQL includes
EMST’s workflow (i.e., initialization, update, and query) and a
key-aggregate cryptographic primitive allowing one party to per-
form verifiable data aggregation on encrypted intermediate results
queried from the EMST to obtain final results.
• Wepresent a comprehensive security analysis, andwe report on an
empirical performance study of a Pistis prototype implementation
on the widely-used benchmark largeRDFBench. The results show
that Pistis is successful at enabling the targeted functionalities
with practical performance compared to existing approaches.

2 RELATEDWORK

2.1 Decentralized Knowledge Graph

As web content grows, enabling users to effectively access and
navigate structured knowledge is increasingly important. KGs rep-
resent real-world facts as graphs, with nodes as entities and edges
as semantic relationships. Most KGs remain centralized, relying
on SPARQL endpoints [14, 39], limiting users to data consumption
and hindering broader knowledge sharing. Collaborative platforms
like Wikidata [67] support public editing but still store structured
data centrally, risking unavailability, tampering, and single points
of failure. To improve availability and query performance, prior
work [4, 6, 21, 56, 59, 75] explores distributed storage and index-
ing. RDFPeers [21] and PIQNIC [4] use distributed hash tables and
Bloom filter-based indexes for source selection. Other approaches
integrate blockchain to enhance trust and traceability: ColChain [5]
logs RDF updates in blockchain shards for tamper detection, while
VeriDKG [88] builds ADS on blockchain to support verifiable query-
ing. While VeriDKG enables query verifiability, it still leaves room
for attackers to compromise data ownership. Decentralized plat-
forms like Solid [63] and ActivityPub [2] promote user-centric data
ownership and interoperability but lack support for verifiable query-
ing. Our work addresses these gaps, resolving the core dilemma
between query verifiability and data ownership in DKGs.

2.2 Verifiable Query Processing

Numerous studies have explored verifiable query processing in out-
sourced databases [11, 77, 81, 85, 86, 89]. IntegriDB [86] uses ADS
to verify SQL query integrity, while vSQL [85] applies interactive
proof systems for dynamic query verification. However, these sys-
tems incur significant cryptographic overhead. VeriDB [89] relies on
trusted hardware (e.g., Intel SGX) for verification, which is impracti-
cal in a decentralized scenario. SQL Ledger [11], LedgerDB [77] and
GlassDB [81] achieve verifiable query processing by maintaining
tamper-evident logs to trace database updates. However, they target
specific data formats and do not support the rich semantics and
interlinked structures inherent to KGs. Blockchain and ADS-based
approaches like vChain [72] and vChain+ [68] support verifiable
keyword and SQL queries with integrity proofs. Li et al. [43, 44]
propose verifiable queries over graph structures via blockchain, but
do not address semantic richness or data ownership. In summary,
prior work lacks support for verifiable queries over semantically
rich, decentralized KGs with ownership control—challenges that
Pistis is designed to meet.
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3 PRELIMINARIES

3.1 Knowledge Graph

The Resource Description Framework (RDF) is the standard format
for KGs on the web. An RDF graph consists of a set of RDF triples [9,
55], and a KG G is often represented by an RDF graph, where nodes
are entities and directed edges are relations. Each RDF triple consists
of a subject, a predicate, and an object.

Definition 1 (RDF Triple). An RDF triple (𝑠, 𝑝, 𝑜) represents a
directed labelled edge 𝑠

𝑝
−→ 𝑜 , where 𝑠 , 𝑝 , and 𝑜 denote the subject,

predicate, and object, respectively. Given infinite and disjoint sets
U representing all URIs (Uniform Resource Identifiers) and IRIs
(Internationalized Resource Identifiers), L representing all literals
(text, string, etc.), and B representing all blank nodes, an RDF triple
(𝑠, 𝑝, 𝑜) ∈ (𝑈 ∪ 𝐵) ×𝑈 × (𝑈 ∪ 𝐵 ∪ 𝐿).

For example, (Alice, worksAt, Meta) and (Bob, knows, Alice) are
two RDF triples.

Definition 2 (Triple Fragment). A triple fragment 𝑓 ⊆ G is a finite
set of RDF triples in a KG G. In this paper, all subgraphs of a KG
are triple fragments.

The de facto query language for KGs is SPARQL [60], and each
such query comprises a set of triple patterns, as defined below.

Definition 3 (Triple Pattern). Given the sets U, L, and B in Defi-

nition 1 and a set of all variables V, a triple pattern is a triple of
the form (𝑠, 𝑝, 𝑜) ∈ (𝑈 ∪ 𝐵 ∪𝑉 ) × (𝑈 ∪𝑉 ) × (𝑈 ∪ 𝐵 ∪ 𝐿 ∪𝑉 ).

A SPARQL query contains basic graph patterns (BGP) [75, 83],
each of which consists of a set of (conjunctive) triple patterns com-
bined with operators such as UNION or JOIN. For example, given two
triple patterns (?who, knows, Alice) and (?who, works at, ?address),
a SPARQL query that searches for the workplace of someone who
knows Alice (i.e., inner join the two triple patterns on their subjects
and select the results on the second triple pattern’s object) can be
formulated as follows.

SELECT ?address WHERE {
(?who, knows, Alice), (?who, worksAt, ?address) . }

Definition 4 (Triple Pattern Fragment). Let 𝑓 be a triple fragment
and tp be a triple pattern. Then 𝑓 is the triple pattern fragment of
tp iff for every RDF triple 𝑡 ∈ 𝑓 , 𝑡 matches tp.

Decentralized knowledge graph. In a traditional KG, the com-
plete graph resides on a centralized and trusted server capable of
executing SPARQL queries using its local storage. In contrast, in a
DKG, the graph is partitioned into subgraphs that are distributed
among DKG communities [1, 5, 57]. Each community comprises
participants responsible for storing identical subgraphs. It is impor-
tant to note that a participant can be part of multiple communities,
while a community exclusively retains a specific subgraph.

3.2 Cryptographic Building Blocks

Our system leverages basic cryptographic primitives to encrypt
data and ensure tamper-proof digests. To support secure SPARQL
query execution, we combine secret sharing, secure multi-party
computation, and structured encryption to construct a verifiable
global index. We further implement verifiable set operations to

prove the correctness of encrypted data aggregation. Blockchain
acts as a decentralized ledger to record index updates and prevent
data manipulation.

Basic cryptographic primitives. An asymmetric encryption
scheme PKE = (Gen, Enc, Dec) consists of three algorithms: 1)
Gen is a probabilistic algorithm whose input is a security parameter
𝜅, and its output is a a key-pair (Pk, Sk), where Pk is a public key
and Sk is a secret key; 2) Enc is a probabilistic algorithm that gen-
erates a ciphertext ct given a key Pk and a message𝑚; 3) Dec is a
deterministic algorithm that takes a key Sk and a ciphertext ct and
returns𝑚. We employ the widely used RSA algorithm as the asym-
metric encryption building block. A pseudo-random function (PRF)
𝐹𝐾 and a pseudo-random permutation (PRP) 𝑃𝐾 are computable
functions that cannot be distinguished from random functions by
any probabilistic polynomial-time adversary. A cryptographic hash
function, hash(·), takes an arbitrary-length message𝑚 as input and
outputs a fixed-length hash digest hash(𝑚), ensuring that hash(𝑚)
is computationally indistinguishable from random data. A Merkle
tree [47] uses cryptographic hashes to efficiently verify data in-
tegrity. Its extension, the Merkle trie, structures data by prefixes,
enabling scalable verification in dynamic key-value stores [31, 82].

Structured encryption. Structured encryption [25, 36] is a gen-
eralization of index-based symmetric searchable encryption, which
gives an idea of generalizing searchable encryption to arbitrarily-
structured data. A semi-dynamic structured encryption scheme
for a data structure DS is Σ𝐷𝑆 = (Init, QueryToken, Query,
AddToken, Add) that contains five algorithms as follows.

• Init(1𝑘)→ (EDS, 𝐾 ): The input is a security parameter 1𝑘 . The
output is an encrypted data structure EDS and a secret key 𝐾 .
• QueryToken(𝐾,𝑄)→ QTK: The input is a secret key𝐾 and a query
𝑄 . The output is a query token.
• Query(EDS, QTK)→ ct: The input is an encrypted data structure
EDS and a query token QTK. The output is a ciphertext ct.
• AddToken(𝐾, 𝑖𝑡)→ ATK: The input is a secret key 𝐾 and a new
item it. The output is an add token.
• Add(EDS, ATK): The input is an encrypted data structure EDS and
an add token ATK. The output is an updated EDS.

Secret sharing. Secret sharing is an ideal scheme to outsource
a secret by distributing it among a group. Each participant can
only hold a part of the secret and all participants need to combine
their respective sub-secrets to recover the original secret. In par-
ticular, a (𝑡, 𝑛)-threshold secret sharing scheme [66] SS = (Share,
Recover) contains two functions: 1) SS.Share shares the secret
with 𝑛 participants and sets a threshold 𝑡 for secret recovery. 2)
SS.Recover takes as input 𝑡 out of 𝑛 shares and outputs the se-
cret. For example, (𝐾1, 𝐾2) ← SS.Share(𝐾, 2, 2) means the secret
𝐾 is split into two shares 𝐾1 and 𝐾2, which must be combined as
𝐾 ← SS.Recover(𝐾1, 𝐾2) to recover 𝐾 .

Secure multi-party computation. Secure multi-party compu-
tation (MPC) [79] is a cryptographic framework that allows un-
trusted parties to perform computations jointly without revealing
any input data. Two-party secure computation (2PC) is special case
of MPC that allows two parties to jointly compute an arbitrary func-
tion on their input without sharing their input with the opposing
party. We use F 𝑓2𝑃𝐶 to represent 2PC, where 𝑓 is a function that
takes multiple inputs. We only consider the semi-honest attacks in
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Figure 1: Architecture overview of Pistis.

2PC. Thus, ideal functionalities can be instantiated with standard
semi-honest protocols, such as ABY [26] and MP-SPDZ [38]. For
example, the process of using 2PC to generate and then split a
key 𝐾 between two participants can be represented as (𝐾1, 𝐾2) ←
F 𝑓2𝑃𝐶 (𝑟1, 𝑟2), where 𝑟1 and 𝑟2 are secrets held separately by the
participants, 𝐾 = (𝑟1 ⊕ 𝑟2), and 𝑓 (𝑟1, 𝑟2) = SS.Share((𝑟1 ⊕ 𝑟2), 2, 2).

Verifiable set operation. A verifiable set operation (VSO) [23,
53] transforms a set 𝑋 into a fixed-size digest 𝑎𝑐𝑐 (𝑋 ), allowing
users to delegate set computation tasks to an untrusted third party.
This includes operations such as intersection (∩), union (∪), and
difference (\). These set operations can be executed in a nested
manner and can be validated using the accumulated values of the
input sets. A VSO includes four steps:
• KeyGen(𝑠)→ (𝑆𝑘, 𝑃𝑘): The input is a random value 𝑠 ∈ Z𝑝 . The
output is a secret key 𝑆𝑘 = 𝑠 and a public key 𝑃𝑘 = (𝑔𝑠 , · · · , 𝑔𝑠𝑞 ),
where 𝑔 is the generator of a cyclic multiplicative group G and 𝑞 is
an upper-bound on the cardinality of sets in the algorithm.
• Setup(𝑋, 𝑃𝑘)→ 𝑎𝑐𝑐 (𝑋 ): The input is a set 𝑋 ⊂ Z𝑝 and 𝑃𝑘 . The
output is an accumulated value 𝑎𝑐𝑐 (𝑋 ).
• Getproof(𝑋𝑖 , 𝑋 𝑗 ,𝑂𝑃, 𝑃𝑘)→ (𝑋 ∗, 𝜋 ): The input is two sets𝑋𝑖 and
𝑋 𝑗 , a set operation 𝑂𝑃 ∈ {∩,∪, \}, and 𝑃𝑘 . The function returns
the set operation result of these two sets 𝑋 ∗ with a proof 𝜋 .
• Verify (𝑎𝑐𝑐 (𝑋 𝑖 ), 𝑎𝑐𝑐 (𝑋 𝑗 ), 𝜋 )→ {accept, reject}: The input is two
accumulated values acc(𝑋 𝑖 ) and acc(𝑋 𝑗 ) and a proof 𝜋 . The func-
tion returns the validation result.

The unforgeability of VSO has been proved under the q-Strong
Bilinear Diffie-Hellman (q-SBDH) assumption [18].

Blockchain. A blockchain is a public and tamper-proof ledger
composed of a sequence of blocks, each storing transactions, and is
maintained by multiple mutually untrusted nodes [45, 61]. To agree
on the order of valid transactions among nodes, the nodes employ a
consensus mechanism (e.g., Proof of Work [50], Proof of Stake [70],
and Practical Byzantine Fault Tolerance [10]) in the blockchain. In
each block, the transactions are organized as a Merkle tree, and the
Merkle tree root is stored in the block header.

4 PISTIS: OVERVIEW

4.1 System Model

As shown in Figure 1, Pistis provides KG data management services
to two types of participants as follows.

Data owners generate and share their RDF data as triple frag-
ments, collectively forming a KG. They outsource data to Pistis due
to resource limitations, but they still need to control their raw data
and decide what to disclose. Users access the KG by submitting
SPARQL queries to Pistis, which involve triple fragments from one
or more data owners.

To meet the demand of data owners and users, Pistis is a DKG
comprised of the following three roles of nodes.

Blockchain plays the role of a trust anchor in Pistis by building
a public and immutable ledger via consensus. The ledger records
data owners’ RDF data metadata for a global index used to query
and authenticate. Storage providers involve a distributed data
storage protocol similar to IPFS [16]. They can provide efficient,
usable, and cheap off-chain storage. Each storage provider stores a
subgraph of the KG, and an RDF triple of a subgraph can be backed
up to multiple storage providers with an address that can locate
it. Storage providers can collaboratively execute a SPARQL query
on multiple subgraphs. Custodians are responsible for managing
secret keys and generating query-relevant tokens in Pistis. The
number of custodians depends on the choice of MPC adopted in
Pistis. In the following, we consider the case of 2PC, thus the
system will set up two custodians. The custodian selection policy
will be discussed in Section § 7.

4.2 Threat Model

In Pistis, the data owners and users are honest. The custodians are
semi-honest, do not collude with each other and strictly follow the
protocol’s instructions (two non-colluding and semi-honest servers
is a common principle in cryptographic protocols and security sys-
tems, particularly in the decentralized scenario [19, 36]). Blockchain
nodes and storage providers can be malicious for various reasons,
such as program glitches, security vulnerabilities, and commercial
interests. The proportion of malicious blockchain nodes will not
exceed the fault threshold of the blockchain (e.g., 1/2 in Proof of
Work or 1/3 in Practical Byzantine Fault Tolerance). Moreover, to
ensure data availability, for each RDF triple, at least one storage
node storing it is honest [5, 41, 54, 88]. Each participant does not
maliciously communicate with the others in violation of the peer-
to-peer network. Each adversary is computationally bounded and
cannot break standard cryptographic primitives, e.g., finding hash
collisions or forging digital signatures.

There are two types of adversarial attacks in Pistis: (i) Data
breaches [65, 69]: the semi-honest custodians, malicious blockchain
nodes, or malicious storage providers may try to independently
infer or learn sensitive information about data owners’ data without
authorization due to various interests. (ii)Data tampering [33, 82]:
the malicious blockchain nodes or storage providers can launch
data tampering attacks. They can behave arbitrarily, e.g., forge or
tamper with their local data and query results, or provide outdated
information. It is a stronger adversarial attack than data breaches.

4.3 Workflow

The workflow of Pistis relies on two key designs, including an
encrypted Merkle semantic trie (EMST, refer to Section § 5.1), and
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a verifiable and ownership-preserving SPARQL query scheme (re-
fer to Section § 5.2). As shown in Figure 1, Pistis consists of the
following five phases.

Phase 1: Initialization. Each data owner generates a pair of
public and private keys to encrypt and decrypt its own RDF data,
respectively. After that, it uses secret sharing to share its private
key with the two custodians through the keys interface, and the
custodians collaboratively generate a global key used to build the
EMST later (Figure 1-❶).

Phase 2: Data outsourcing. A data owner uses its private
key to encrypt its data and then outsources the encrypted data to
storage providers through the upload interface (Figure 1-❷).

Phase 3: Index updating.When a data owner outsources its en-
crypted data to the storage providers, it packs some metadata (e.g.,
the hash and the address) of the encrypted data into a blockchain
transaction. The transaction will be submitted through the transac-
tion (Txn) interface and will be committed to the blockchain (Fig-
ure 1-❸). The blockchain nodes then update the on-chain global
index maintained according to the transaction via a consensus.

Phase 4: Query processing. To query the DKG, a user can send
a SPARQL query request to any storage provider through the query
interface (Figure 1-❹). Next, the storage provider asks blockchain
nodes to search for the addresses of the relevant data by the on-
chain global index, and aggregate the relevant data (Figure 1-❺).
Finally, the storage provider sends the combination of the final
query results and their verification proofs to the user (Figure 1-❻).

Phase 5: Verification. After receiving the encrypted query
results and the corresponding proofs, the user decrypts the results
(Figure 1-❼) with the aid of the two custodians and verifies the
results based on the proof provided by the blockchain nodes and
storage providers.

4.4 Design Goals

Pistis should meet all of the following requirements.
Data integrity. Pistis should ensure that the data outsourced

to storage providers has not been tampered with, i.e., the system
should provide a proof that ℎ′ = ℎ, where ℎ′ is the data received
by users, and ℎ is the data provided by the data owner. Data own-

ership. Pistis should prevent data breaches attacks without the
data owner’s authorization, i.e., the user knows nothing about the
raw data except the query result decrypted by the owner. Like-
wise, blockchain and storage nodes can only conduct authorized
operations on sensitive data without knowing its content. Query
verifiability. Pistis should prevent data tampering attacks, i.e.,
ensure the query results’ correctness (i.e., none of the RDF triples
returned as results have been tampered with), completeness (i.e., no
valid result is missing from the query results), and freshness (i.e.,
the query results are based on the latest version of the DKG).

4.5 Usability

To support usability in a decentralized setting, Pistis provides a
client-assisted key management process. Specifically, data owners
generate a public/private key pair through a user-friendly local
client (e.g., web-based application) that offers an intuitive interface
similar to decentralized tools like MetaMask [48]. The client auto-
matically handles key generation and offers simple backup options

SPARQL in DKG VO-SPARQL in PISTIS

❶ Divide
❷ Locate
❸ Aggregate
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Figure 2: Comparison of SPARQL query in DKG and the veri-

fiable and ownership-preserving SPARQL query in Pistis.

(e.g., mnemonic phrases), eliminating the need for cryptographic
expertise. Authentication for subsequent interactions is performed
through digital signatures using the owner’s private key, enabling
secure, decentralized identity verification. In addition, Pistis is com-
patible with existing KG platforms such as Apache Jena [29] and
GraphDB [51], reusing their storage and query interfaces without
modifying underlying data management or execution logic.

5 PISTIS: DETAILED DESCRIPTION

Roadmap. As shown in Figure 2, to process a SPARQL query in a
DKG, a common workflow [3–5] consists of three steps: 1) dividing
the SPARQL query into multiple BGPs, 2) locating the relevant
triple pattern fragments matching each BGP, and 3) aggregating
all triple pattern fragments with set operators (OPs) to get the fi-
nal results. Following this workflow, to implement a verifiable and
ownership-preserving SPARQL query in DKG, we propose a crypto-
graphic scheme called VO-SPARQL (i.e., verifiable and ownership-
preserving SPARQL) in Pistis. In particular, in the locating process,
Pistis adopts a structured encryption-based new Merkle tree vari-
ant, EMST, and constructs it by blockchain consensus for verifiable
and ownership-preserving triple pattern queries. In the aggregating
process, Pistis uses an key-aggregate-based new VSO algorithm,
eVSO (i.e., verifiable set operation for encrypted triples), for veri-
fiable and ownership-preserving set operations between multiple
triple pattern fragments encrypted by different data owners.

5.1 Encrypted Merkle Semantic Trie

Strawman. We first design a strawman ADS (i.e., a basic solution)
with the ability of verifiable triple pattern queries. This structure
extends a Merkle prefix tree (aka trie) by incorporating hashes of
the last prefix bit and values in leaves, as well as hashes in internal
nodes, enabling verifiable prefix matching. We call this structure
the Merkle Semantic Trie (MST). An MST of depth 𝑑 consists of
three node types: 1) a root node containing the Merkle root hash,
2) 𝑑 − 2 layers of branch nodes storing individual characters and
child hashes, and 3) a layer of leaf nodes that store characters, their
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hashes, and pointers to RDF triple addresses that match the prefix
from the root to the leaf.

Example. Figure 3 (a) illustrates an example of anMST. Specifi-
cally, 𝑓1, 𝑓2, and 𝑓3 are triple fragments, each containing RDF triples

involving items aa, ab, and ba, respectively. For simplicity, each

triple uses the same term for subject, predicate, and object: 𝑓1 =

{(aa, aa, aa)}, 𝑓2 = {(ab, ab, ab)}, and 𝑓3 = {(ba, ba, ba)}. Suppose
a user issues a triple pattern query like (?who, knows, aa), aiming

to match any subject who knows aa. To verify whether a fragment 𝑓 ′1
returned by a storage provider corresponds to the correct triple pattern

fragment (i.e., equals 𝑓1), a user holding only the Merkle root h6 can

recompute a candidate root h6
′
using the hash of 𝑓 ′1 (denoted h1

′
)

and the Merkle proof {h2, h5}. If h6 = h6
′
, the verification passes,

confirming that the retrieved fragment matches the triple pattern.

However, the strawman ADS only supports verifiable triple pat-
tern queries over plaintext KG data—even if the index stores only
result addresses, plaintext indexing and user queries can still com-
promise data ownership. A naive solution encrypts each node’s
content independently while keeping theMST structure unchanged;
users then encrypt their query triple patterns with the same key
and execute them over ciphertext. While this offers partial privacy,
it still leaks access and search patterns (see § 6.1), including the
number of children per node, identical ciphertexts for the same
characters across layers, and consistent character ordering. For
formal definitions of these leaks, see [25]. A fundamental idea is
to design a new structured encryption scheme that transforms the
MST into an EMST, protecting the above information while keeping
the overall structure unchanged.

Challenge. Most of the structured encryption schemes [25, 36]
break the correlation of messages and their ciphertext by inducing
a random permutation between them to hide the part of access
patterns. However, it is challenging to convert an MST to an EMST
by this idea since inducing a random permutation for all the nodes
in the wholeMST will disrupt the tree structure and let it lose the
prefix-matching functionality.

Design. Therefore, to convert an MST to an EMST, we need
a new random permutation for theMST with its prefix-matching
functionality guarantee. The key of the challenge to achieve it is to
keep the connection relationship between different layers in case
the node position of MST is disturbed. To overcome this challenge,
we design a subtree-based random permutation (STRP) algorithm
to convert MST to EMST.

a) STRP algorithm.The encryption is done by (1) padding the child
nodes of each non-leaf node in an MST to be of the same length;
(2) For each non-leaf node in the MST, encrypting the character
of it using the output of a PRF; (3) For each non-leaf node in the
MST, randomly permuting the location of its child nodes using a
PRP. The purpose of step (1) is to help us hide the number of data
items of non-leaf nodes’ child nodes, and the purpose of steps (2)
and (3) is to prevent index information leakage and hide the part of
access patterns. The formal description of STRP is shown in two
protocols AddToken and Add of the pseudo-code of Figure 4.

Example. An example of the conversion process of EMST is shown

in Figure 3. In Figure 3 (b), the dashed box represents the padding

part of the unbalanced MST shown in Figure 3 (a). After the padding

process, each non-leaf node of the MST has the same number of child
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Figure 3: The process to convert an MST to an EMST (𝜙 is an

empty triple fragment, 𝐹𝐾 () is a pseudo-random functions

with a private key 𝐾 , and ∥ is a cascading symbol).

nodes. Figure 3 (c) shows the encryption process ofMST. In this process,
the character with its level cascaded of each non-root node of theMST
is encrypted by a PRF. The final EMST with the permutation operation

completed is shown in Figure 3 (d).

b) Operations for EMST. As mentioned in Section § 4.3, the EMST
will be updated after a series of transactions submitted by data
owners when the metadata of their RDF data are committed to the
blockchain. The update process involves four different operations
on the EMST, including Insert, Change, Delete, and Query. In
structured encryption, the user needs to use a token (add token or
query token, refer to Section § 3.2) to manipulate a structure.

To simplify the presentation, we omit token generation when
describing the following operations. Algorithm 1 details the Insert
operation, where each component of an RDF triple 𝐼 (subject, pred-
icate, object) is individually encrypted with private key 𝐾 , and
each encrypted character is recursively inserted into the EMST.
The triple’s address 𝐶𝑖𝑑 is then added to the leaf node’s 𝐶𝐼𝐷 set.
Operations Change and Delete follow a similar process. The main
difference is that Insert may create a new path in EMST if the
corresponding keyword is new, while Change and Delete operate
on existing paths, updating or removing 𝐶𝑖𝑑 from the leaf node.

Recall in Section § 4.3 the EMST can be used to find the relevant
data (i.e., the intermediate results of a SPARQL query, which are
some triple pattern fragments). Note that in Section § 5.2, the EMST
can execute a set of triple patterns (i.e, a BGP) in batches. The pseudo-
code of Algorithm 2 shows the detailed processing of the Query
operation. In the Query operation, each prefix in the triple pattern
is encrypted by the private key 𝐾 first, and then is used to match a
path in the EMST. If a triple pattern has more than one variable, the
results R will contain multiple triple pattern fragments. Regardless
of whether the match is successful or not (i.e., null result), the
proof corresponding to the result will be returned. In addition, the
freshness of Pistis is reflected in the fact that queries are always
based on the latest EMST.

Example. Figure 3 (d) shows the EMST before inserting the triple

(?who, worksWith, aa). To determine where to insert the triple, the

data owner first encrypts each character of the object aa using a PRF:
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Algorithm 1: Insert operation of EMST

1 Function Insert (EMST, 𝐼 , 𝐾 , 𝐶𝑖𝑑):
Input :EMST root node 𝑟𝑜𝑜𝑡 , the content of an RDF

triple 𝐼 , and a private key 𝐾
Output : the root node 𝑟𝑜𝑜𝑡 ′ of a new state of EMST

2 𝑛𝑜𝑑𝑒 ← 𝑟𝑜𝑜𝑡 ;
3 foreach 𝑖𝑡𝑒𝑚𝑖 ∈ 𝐼 do
4 foreach 𝑐 𝑗 𝑖𝑛 𝑖𝑡𝑒𝑚𝑖 do
5 𝑐′

𝑗
← 𝐹𝐾 (𝑐 𝑗 ∥ 𝑗);

6 if 𝑛𝑜𝑑𝑒.𝑐ℎ𝑖𝑙𝑑 [𝑃𝐾 (𝑐′𝑗 )] = 𝑛𝑢𝑙𝑙 then
7 𝑛𝑜𝑑𝑒.𝑐ℎ𝑖𝑙𝑑 [𝑃𝐾 (𝑐′𝑗 )] ← 𝑁𝑒𝑤 (𝑛𝑜𝑑𝑒);
8 𝑛𝑜𝑑𝑒 ← 𝑛𝑜𝑑𝑒.𝑐ℎ𝑖𝑙𝑑 [𝑃𝐾 (𝑐′𝑗 )];
9 add 𝐶𝑖𝑑 to 𝑛𝑜𝑑𝑒.𝐶𝐼𝐷 ;

10 𝑛𝑜𝑑𝑒.ℎ𝑎𝑠ℎ ← ℎ𝑎𝑠ℎ(𝑛𝑜𝑑𝑒.𝑐′
𝑗
| |𝑛𝑜𝑑𝑒.𝐶𝐼𝐷);

11 while 𝑛𝑜𝑑𝑒 ! = 𝑟𝑜𝑜𝑡 do
12 𝑛𝑜𝑑𝑒.ℎ𝑎𝑠ℎ ← ℎ𝑎𝑠ℎ(𝑛𝑜𝑑𝑒.𝑐′

𝑗
| |𝑛𝑜𝑑𝑒.𝑐ℎ𝑖𝑙𝑑);

13 𝑛𝑜𝑑𝑒 ← 𝑛𝑜𝑑𝑒.𝑝𝑎𝑟𝑒𝑛𝑡 ;

14 return 𝑛𝑜𝑑𝑒 ;

Algorithm 2: Query operation of EMST

1 Function Query (EMST, 𝑡𝑝 , 𝐾):
Input :EMST root node 𝑟𝑜𝑜𝑡 , a triple pattern 𝑡𝑝 , and a

private key 𝐾
Output : the query result R with an address set 𝐶𝐼𝐷 , the

Merkle proof set𝑀𝑝𝑟𝑜𝑜 𝑓 of R
2 𝑛𝑜𝑑𝑒 ← 𝑟𝑜𝑜𝑡 ;
3 foreach 𝑘𝑒𝑦𝑤𝑜𝑟𝑑𝑖 ∈ 𝑡𝑝 do

4 foreach 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟 𝑗 𝑖𝑛 𝑘𝑒𝑦𝑤𝑜𝑟𝑑𝑖 do
5 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟 ′

𝑗
← 𝐹𝐾 (𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟 𝑗 ∥ 𝑗);

6 add 𝑛𝑜𝑑𝑒.ℎ𝑎𝑠ℎ to𝑚𝑝𝑟𝑜𝑜 𝑓 ;
7 if 𝑛𝑜𝑑𝑒.𝑐ℎ𝑖𝑙𝑑 [𝑃𝐾 (𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟 ′𝑗 )] = 𝑛𝑢𝑙𝑙 then
8 add 𝜙 to R;
9 add the Merkle proof𝑚𝑝𝑟𝑜𝑜 𝑓 to𝑀𝑝𝑟𝑜𝑜 𝑓 ;

Break;
10 𝑛𝑜𝑑𝑒 ← 𝑛𝑜𝑑𝑒.𝑐ℎ𝑖𝑙𝑑 [𝑃𝐾 (𝑐′𝑗 )];
11 add 𝐶𝐼𝐷 to R;
12 add the Merkle proof𝑚𝑝𝑟𝑜𝑜 𝑓 to𝑀𝑝𝑟𝑜𝑜 𝑓 ;
13 return R,𝑀𝑝𝑟𝑜𝑜 𝑓 ;

𝐹𝐾 (a∥1) and 𝐹𝐾 (a∥2). These encrypted values are used to traverse the
EMST and locate the corresponding fragment 𝑓1 before insertion. The
complete triple is then added to this fragment, resulting in an updated

fragment 𝑓 ′1 = 𝑓1 ∪ {(?who, worksWith, aa)}. After insertion, the
EMST is updated by recalculating hash values from the modified leaf

node up to the root, preserving Merkle integrity.

5.2 VO-SPARQL Scheme

In the section, we describe the design of the VO-SPARQL scheme
in our Pistis system and its usage. The VO-SPARQL scheme Ω =
(InitGlobal, OffchainStore, AddToken, Add, QueryToken,
Query, Aggregate, Verify) consists of eight protocols which we
describe at a high-level below. The detailed pseudo-code is shown
in Figure 4 and Figure 5.

• InitGlobalC1,C2 (1𝑘 , 1𝑘 ) :
1) C1 randomly samples 𝑟1

$← {0, 1}𝑘 and C2 randomly samples
𝑟2

$← {0, 1}𝑘 ;
2) C1 and C2 execute (𝐾1, 𝐾2, EMST) ← F𝑓2𝑃𝐶 (𝑟1, 𝑟2 )

where 𝑓 (𝑟1, 𝑟2 ) :
a) 𝐾 ← Π.𝐺𝑒𝑛 (1𝑘 , 𝑟1 ⊕ 𝑟2 )
b) generate an empty MST and use 𝐾 to encrypt MST, output

EMST to C1
c) (𝐾1, 𝐾2 ) ← SS.Share(𝐾, 2, 2)
d) output 𝐾1 to C1 and output 𝐾2 to C2

3) C1 sends EMST to blockchain.
• OffchainStoreDO𝑖 (𝑡 ) :

1)DO𝑖 executes RSA.Gen() to generate a key-pair (𝑃𝑘𝑖 , 𝑆𝑘𝑖 ), broad-
casts 𝑃𝑘𝑖 , splits 𝑆𝑘𝑖 by (𝑆𝑘1, 𝑆𝑘2 ) ← SS.Share(𝑆𝑘𝑖 , 2, 2) , and sends
𝑆𝑘1 to C1 and 𝑆𝑘2 to C2.

2) When a data owner DO𝑖 wants to outsource an item 𝐼 with an
RDF triple (𝑠, 𝑝, 𝑜 ) to the storage providers, it uses 𝑃𝑘𝑖 to encrypt
all the three elements of the triple separately, and sends ℎ𝑎𝑠ℎ (𝐼 ) and
{RSA.Enc(𝑃𝑘𝑖, 𝐼 .𝑠), RSA.Enc(𝑃𝑘𝑖, 𝐼 .𝑝), RSA.Enc(𝑃𝑘𝑖, 𝐼 .𝑜)} to
the storage providers.

3) The storage providers return the storage address𝐶𝑖𝑑 to DO𝑖 .
• AddTokenC1,C2,DO𝑖 (𝐾1, 𝐾2, 𝐼 ) :

1) DO𝑖 parses 𝐼 as (𝐼 .𝑠, 𝐼 .𝑝, 𝐼 .𝑜 ) ;
2) for each member 𝐼 .𝑚 in 𝐼 , do:
a) DO𝑖 computes (𝑝1, 𝑝2 ) ← SS.Share(𝐼 .𝑚, 2, 2) and sends 𝑝1

to C1 and send 𝑝2 to C2;
b) C1 and C2 execute ATK← F𝑓2𝑃𝐶 (𝐾1, 𝐾2, 𝑝1, 𝑝2 )

where 𝑓 (𝐾1, 𝐾2, 𝑝1, 𝑝2 ) :
(𝐼 .𝑚) ← SS.Recover(𝑝1, 𝑝2 ) ;
for each character 𝑐 𝑗 in 𝐼 .𝑚, do:
𝑐′
𝑗
← 𝐹𝐾 (𝑐 𝑗 ∥ 𝑗 ) and add 𝑐′

𝑗
∥𝑖 ∥𝑃𝐾 (𝑐 𝑗 ) to 𝑎𝑡𝑘𝑖

c) add 𝑎𝑡𝑘𝑖 to ATK
3) add𝐶𝑖𝑑 to ATK and sent ATK to DO𝑖 .

• AddBN𝑙 (EMST, ATK) :
1) BN𝑙 parse ATK as 𝑎𝑡𝑘1, 𝑎𝑡𝑘2, . . . , 𝑎𝑡𝑘𝑖 ;
2) Let 𝑛𝑜𝑑𝑒 = EMST.𝑟𝑜𝑜𝑡 . For each 𝑎𝑡𝑘𝑖 in ATK, do:

a) let 𝑗 = 1, 𝑘𝑤 = 𝑐′
𝑗
in 𝑎𝑡𝑘𝑖 . BN𝑙 do:

a) if 𝑛𝑜𝑑𝑒.𝑐ℎ𝑖𝑙𝑑 [𝑃𝐾 (𝑐 𝑗 ) ] = 𝑛𝑢𝑙𝑙 ,
b) 𝑛𝑜𝑑𝑒 ← 𝑛𝑜𝑑𝑒.𝑐ℎ𝑖𝑙𝑑 [𝑃𝐾 (𝑐 𝑗 ) ], and 𝑖 + +

b) 𝑛𝑜𝑑𝑒.𝑎𝑑𝑑 (ATK.𝐶𝑖𝑑 )
3) BN𝑙 broadcasts EMST to other blockchain nodes;

Figure 4: VO-SPARQL query scheme in Pistis (part 1).

Parties. Pistis involves: a large (dynamic) set of data owners
DO1, . . . ,DO𝜃 , storage providers SP1, . . . , SP𝜏 , blockchain nodes
BN1, . . . ,BN𝜌 , two custodians C1 and C2, and a user Q.

Initializing a global index. To initialize the system, the two
custodians C1 and C2 execute Ω.InitGlobal to generate an empty
EMST on the blockchainwhichwe call the global index and provides
each custodian with a share of the global key. In detail, C1 and C2
execute a 2PC function to 1) generate a global key 𝐾 , 2) generate
an empty MST and use 𝐾 to encrypt MST to EMST , and 3) use
a Shamir secret sharing scheme to distribute 𝐾 to 𝐾1 and 𝐾2 and
share them to C1 and C2 respectively. And then they send EMST
to the blockchain. The global index can support prefix-based triple
pattern queries for RDF triples and return their addresses in the
storage providers. With the addresses, the storage providers can get
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• QueryTokenC1,C2,Q (𝐾1, 𝐾2, BGP) :
1) Q parses BGP as {𝑡𝑝1, 𝑡𝑝2, . . . , 𝑡𝑝𝛼 }
2) For each 𝑡𝑝𝑖 in BGP, do:

a) compute (𝑞1, 𝑞2 ) ← SS.Share(𝑡𝑝𝑖 , 2, 2) and send 𝑞1 to C1
and send 𝑞2 to C2;

b) C1 and C2 execute QTK← F𝑓2𝑃𝐶 (𝐾1, 𝐾2, 𝑞1, 𝑞2 )
where 𝑓 (𝐾1, 𝐾2, 𝑞1, 𝑞2 ) :
𝑡𝑝𝑖 ← SS.Recover(𝑞1, 𝑞2 ) ;
for each character 𝑐𝑖 in 𝑡𝑝𝑖 .𝑘𝑒𝑦𝑤𝑜𝑟𝑑 , do: \\ assume that there

is one given keyword in 𝑡𝑝𝑖
𝑐′
𝑖
← 𝐹𝐾 (𝑐𝑖 ∥𝑖 ) and add 𝑐′

𝑖
∥𝑖 ∥𝑃𝐾 (𝑐𝑖 ) to 𝑞𝑡𝑘𝑖

c) add 𝑞𝑡𝑘𝑖 to QTK
3) sent QTK to Q.

• QuerySP𝑙 (EMST, QTK) :
1) SP𝑙 parse QTK as 𝑞𝑡𝑘1, 𝑞𝑡𝑘2, . . . , 𝑞𝑡𝑘𝑖 ;
2) Let 𝑛𝑜𝑑𝑒 = EMST.𝑟𝑜𝑜𝑡 . For each 𝑞𝑡𝑘 in QTK, do:
a) let 𝑗 = 1, 𝑘𝑤 = 𝑐′

𝑗
in 𝑞𝑡𝑘𝑖 . SP𝑖 do:

a) if 𝑛𝑜𝑑𝑒.𝑐ℎ𝑖𝑙𝑑 [𝑃𝐾 (𝑐 𝑗 ) ] = 𝑛𝑢𝑙𝑙 , break;
b) 𝑛𝑜𝑑𝑒 ← 𝑛𝑜𝑑𝑒.𝑐ℎ𝑖𝑙𝑑 [𝑃𝐾 (𝑐 𝑗 ) ], and 𝑖 + +

b) add 𝑛𝑜𝑑𝑒.𝐶𝐼𝐷 and𝑚𝑝𝑟𝑜𝑜𝑓 to R and𝑀𝑝𝑟𝑜𝑜𝑓
• AggregateSP𝑙 (R) :

1) SP𝑗 parses 𝑅.𝑡𝑝 𝑓 as {𝑡𝑝 𝑓1, 𝑡𝑝 𝑓2 . . . , 𝑡𝑝 𝑓𝛾 } and extracts all
public keys {𝑃𝑘1, 𝑃𝑘2, . . . , 𝑃𝑘 𝑗 } from R;

2) For each 𝑡𝑝 𝑓𝑖 in R, SP𝑗 caculates 𝐸 (𝑡𝑝 𝑓𝑖 ) ←
RSA.Enc(𝑃𝑘1, 𝑃𝑘2, . . . , 𝑃𝑘𝜑 , 𝑡𝑝 𝑓𝑖 ) and add 𝐸 (𝑡𝑝 𝑓𝑖 ) to 𝐸𝑇𝑃𝐹 ;

3) 𝑆 ← aggregate(ETPF);
4) 𝜋 ← prove(ETPF, 𝑃𝑘SP𝑗 );
5) SP𝑗 sends {𝑆, 𝜋, R, 𝑀𝑝𝑟𝑜𝑜 𝑓 } to Q

• VerifyC1,C2,Q (𝑆, 𝜋, R, 𝑀𝑝𝑟𝑜𝑜 𝑓 ) :
1) Q verifies R by its Merkle proof𝑀𝑝𝑟𝑜𝑜𝑓 .
2) For each 𝑡𝑝 𝑓𝑖 in R, Q calculates 𝑎𝑐𝑐 (𝑡𝑝 𝑓𝑖 ) and adds it to 𝑎𝑐𝑐 .
3) Q computes 𝑣𝑟 ← 𝑉𝑒𝑟𝑖 𝑓 𝑦𝑃𝑟𝑜𝑜 𝑓 (𝑎𝑐𝑐, 𝜋 ) and verifies 𝑣𝑟 ;
4) C1 and C2 execute 𝐼 ← F𝑓2𝑃𝐶 (R, 𝑆𝑘1, 𝑆𝑘2 )

where 𝑓 (R, 𝑆𝑘1, 𝑆𝑘2 ) :
a) 𝑆𝑘𝑖 ← SS.Recover(𝑆𝑘1, 𝑆𝑘2 )
b) 𝐼 ← RSA.Dec(𝑆𝑘𝑖, R)

Figure 5: VO-SPARQL query scheme in Pistis (part 2).

the ciphertext of relevant RDF triples and execute the aggregation
processing to provide final query results to the user.

Adding a new data item. To add a new triple item 𝐼 , data
owner DO𝑖 executes three protocols: Ω.OffchainStore with stor-
age nodes SP, Ω.AddToken with custodians C1 and C2, and Ω.Add
with blockchain nodes BN. First, DO𝑖 runs Ω.OffchainStore to
generate an RSA key pair (𝑃𝑘𝑖 , 𝑆𝑘𝑖 ), shares 𝑆𝑘𝑖 with C1 and C2,
broadcasts 𝑃𝑘𝑖 , and uses it to encrypt each element (subject, predi-
cate, object) of 𝐼 . DO𝑖 also signs the ciphertext using 𝑆𝑘𝑖 and sends
the ciphertext to SP to obtain its address 𝐶𝑖𝑑 . Next, DO𝑖 splits the
index (prefix) of 𝐼 into shares 𝑝1 and 𝑝2, sends them to C1 and C2,
and requests them to run Ω.AddToken. Custodians then use 2PC
to: 1) reconstruct the global key 𝐾 ; 2) recover the index from 𝑝1
and 𝑝2; and 3) use PRF and PRP to encrypt and permute keyword
characters to form the add token ATK. Finally, all blockchain nodes
BN run Ω.Add to update the on-chain global index EMST via con-
sensus. Each node BN𝑙 parses ATK into {𝑎𝑡𝑘1, 𝑎𝑡𝑘2, . . . , 𝑎𝑡𝑘𝑖 }, finds
the insertion location in EMST for each 𝑎𝑡𝑘 , and adds its address,
broadcasting the updated structure.

Querying a global index.When a user Q wants to query the
DKGwith a BGP = {𝑡𝑝1, 𝑡𝑝2, . . . , 𝑡𝑝𝛼 }, it first executesΩ.QueryToken
in conjunction with C1 and C2 to generate a query token. In de-
tail, Q splits the BGP into two shares 𝑞1 and 𝑞2 and sends them to
C1 and C2 separately. C1 and C2 use 2PC to securely compute a
function that: 1) recovers the global key 𝐾 from their key shares; 2)
recovers the BGP from their pair shares 𝑞1 and 𝑞2; and 3) for each
𝑡𝑝𝑖 in BGP, uses PRF and PRP to encrypt and permute all charac-
ters of its prefixes, and add them to a query token QTK. Then Q
sends QTK to a storage provider SP𝑙 and asks it to execute Ω.Query
protocol to search for some relevant triples through the on-chain
global index. In detail, SP𝑙 first parses QTK as {𝑞𝑡𝑘1, 𝑞𝑡𝑘2, . . . , 𝑞𝑡𝑘𝛽 },
and then for each 𝑞𝑡𝑘 in QTK, SP𝑙 searches in EMST through any
blockchain node by matching all characters of 𝑞𝑡𝑘 with all layers of
EMST. Finally, if the match is processed successfully, SP𝑙 adds the
addresses of query results of 𝑞𝑡𝑘 and their relevant Merkle proofs
into R and𝑀𝑝𝑟𝑜𝑜 𝑓 separately. R and𝑀𝑝𝑟𝑜𝑜 𝑓 will be sent toQ after
the entire query process is over.

Aggregating intermediate results by eVSO. To get the final
query results, SP𝑙 executes the Ω.Aggregate protocol to aggregate
the intermediate query results from the global index. This protocol
contains an asymmetric key-aggregate-based VSO algorithm eVSO.
In the process of eVSO, first, SP𝑙 fetches and parses R as different
triple pattern fragments {𝑡𝑝 𝑓1, 𝑡𝑝 𝑓2, . . . , 𝑡𝑝 𝑓𝛾 }, check signatures of
all 𝑡𝑝 𝑓 𝑠 , and extracts a public key set 𝑃𝑘𝑠 = {𝑃𝑘1, 𝑃𝑘2, . . . , 𝑃𝑘𝜑 }
from R. Then, SP𝑙 uses 𝑃𝑘𝑠 to re-encrypt all items of all relevant
triples in different fragments. Next, SP𝑙 aggregates these encrypted
triple pattern fragments (ETPF) by executing some set operations
for them and gets the final query results 𝑆 , and generates a verifica-
tion proof of 𝑆 . Finally, after the aggregation process is completed,
SP𝑙 sends 𝑆 , R, and the verification proofs to Q.

Verifying query results. After receiving the final results, the
user Q needs to execute the Ω.Verify protocol to verify the result
in three steps. First, it uses the 𝐶𝐼𝐷 in R and their Merkle proofs
𝑀𝑝𝑟𝑜𝑜 𝑓 to verify whether the storage provider SP𝑙 is correctly
asking the blockchain nodes to perform the triple pattern query
through the on-chain global index. Second, it uses the accumulated
values and the proof of eVSO to verify whether the SP𝑗 is correctly
performing the aggregation processing on the intermediate query
results. Third, C1 and C2 use 2PC to recover the 𝑆𝑘𝑖 and decrypt
the results, and send the raw data of the results to Q.

Cost Analysis. Here we give the time and space complexity of
each function involved in VO-SPARQL. Ω.InitGlobal has 𝑂 (𝑘)
time and space complexity, where 𝑘 is the length of the global key.
Ω.OffchainStore has𝑂 (1) time complexity and𝑂 (𝑘𝑅) space com-
plexity, where 𝑘𝑅 is the length of the RSA key. Ω.AddToken has𝑂 (𝑙)
time and space complexity, where 𝑙 is the length of characters in the
triple. Ω.Add has 𝑂 (𝑙) time complexity and 𝑂 (1) space complexity.
Ω.QueryToken has 𝑂 (𝛼 × 𝑙𝑞) time and space complexity, where 𝛼
is the number of triple patterns and 𝑙𝑞 is the length of characters
in the triple pattern. Ω.Query has 𝑂 (𝛼 × 𝑙𝑞) time complexity and
𝑂 (𝛼) space complexity. Ω.Aggregate has𝑂 (𝛼×𝜑) time complexity
and 𝑂 (𝛼 + 𝜑) space complexity, where 𝜑 is the number of relevant
owners of the query. Ω.Verify has 𝑂 (𝛼 + 𝜑) time complexity and
𝑂 (𝛼) space complexity.
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Operations over BGPs. The above content describes how Pis-
tis implements verifiable and ownership-preserving BGP-based
SPARQL queries, while SPARQL also includes several operations
over BGPs, such as property paths, named graphs, restrictions in
the FILTER pattern, and solution sequence modifiers (e.g., ORDER
BY, OFFSET, DISTINCT, LIMIT). To support broader SPARQL expres-
siveness under the constraints of verifiability and data ownership,
Pistis introduces several additional designs, as follows:

To support named graphs and property paths, we propose prefix
declaration and query decomposition methods to integrate them
into VO-SPARQL. Named graphs use URIs (e.g., xmlns.com/foaf /0.1/)
to identify triple scopes. To simplify syntax, we adopt W3C-style
prefix declarations, e.g.: PREFIX foaf : <xmlns.com/foaf /0.1/>
with triple patterns like: (?person, foaf : name, ?name) A global
named graph declaration document and its hash are stored at the
storage providers and on-chain to ensure verifiability. For property
paths, we decompose patterns with operators such as ∗, ?, |, {}
into basic triples. For example: (?x, knows |colleagueOf , ?y) is
rewritten as: (?x, knows, ?y) UNION (?x, colleagueOf , ?y)
enabling per-branch verifiability under VO-SPARQL.

To support FILTER restrictions, the storage provider can use
hash functions, partial EMST paths, VSO, or zero-knowledge proofs
(ZKPs) to prove constraint satisfaction. Matching or non-matching
constraints are verified via hashes, regular expressions via VSO
and EMST proofs, and range conditions via ZKPs such as Bullet-
proofs [20]. We empirically evaluate ZKP generation cost in the
evaluation section. For the solution sequence modifiers, since the
sorting criteria are given by the users, they can verify the query
results themselves without proof. A GROUP BY clause is used to
group query results based on one or more variables, and can also
be checked by users themselves.

6 SECURITY ANALYSIS

We first formalize and prove the security of our design in the
ideal/real-world paradigm [22], and then give a verifiability analysis
of queries in Pistis.

6.1 Ideal/real-world Paradigm

The ideal/real-world paradigm is used to define and prove the secu-
rity of protocols by comparing two scenarios: the ideal world, where
a trusted party ensures perfect security and minimal leakage, and
the real world, where the protocol is actually implemented without
such a trusted entity. The security of a protocol is established by
demonstrating that an adversary cannot distinguish between inter-
actions in the real world and those in the ideal world, ensuring that
any potential information leakage in the real-world scenario is no
greater than what is permissible in the idealized model.

We first define a leakage function L for Pistis, which describes
the information revealed in the query process. The input of the
query protocol is a KGG and a SPARQL querywith a BGP.L(G, BGP)
is defined as follows:

Definition 5 (L(G, BGP)). The leakage function L involves access
pattern and search pattern.
• Access pattern. The access pattern describes the mapping be-
tween a submitted token and its corresponding encrypted RDF
triples, potentially revealing results from previous queries.

• Search pattern. The search pattern reflects whether an token
has been added or queried, based on differences between tokens.

L is always considered as default leaked information in search-
able symmetric encryption [36], and the Adaptive L − 𝑠𝑒𝑐𝑢𝑟𝑖𝑡𝑦
ensures that a query scheme leaks only a predefined amount of in-
formation. If the protocol in a system satisfies AdaptiveL−𝑠𝑒𝑐𝑢𝑟𝑖𝑡𝑦,
the data ownership in the system can be guaranteed. Adaptive
L − 𝑠𝑒𝑐𝑢𝑟𝑖𝑡𝑦 in Pistis can be defined as follows.

Definition 6 (Adaptive L − 𝑠𝑒𝑐𝑢𝑟𝑖𝑡𝑦). Let Ω = (InitGlobal, Off-
chainStore, AddToken, Add, QueryToken, Query, Aggregate,
Verify) be a VO-SPARQL scheme. LetA = (A0, . . . ,A𝑞) and S =

(S0, . . . ,S𝑞) be an adversary and a simulator, respectively, where
𝑞 ∈ G. We define theRealAΩ (1

𝑘 ) experiment and the IdealAL,S (1
𝑘 )

experiment as follows.

Real
A
Ω (1

𝑘 ): In the real-world execution every party has ac-
cess to ideal F2𝑃𝐶 functionalities. At round 0, C1 and C2 execute
Ω.InitGlobal to generate an encrypted index EMST and send it
to A, and each data owner DO𝑖 executes Ω.OffchainStore with
SP. Then, A adaptively chooses a polynomial number of com-
mands (𝑐𝑜𝑚𝑚1, . . . , 𝑐𝑜𝑚𝑚𝑞 ) of the form 𝑐𝑜𝑚𝑚𝑟 = (SP𝑟 , 𝑜𝑝𝑟 ), where
𝑜𝑝𝑟 is either an add operation (Ω.AddToken) or a query operation
(Ω.QueryToken). At round 𝑟 (1 ≤ 𝑟 ≤ 𝑞), SP𝑟 executes 𝑜𝑝𝑟 by Ω
and sends the results toA𝑟 . After 𝑞 round interactions,A produces
a 𝑏 bit message as the output.

Ideal
A
L,S (1

𝑘 ): In the ideal-world execution every party has ac-
cess to ideal Ω functionalities. At round 0, S0 randomly generates
an index EMST∗ and an encrypted KG G∗ by utilizing L(G, BGP),
and sends EMST∗ to A. Then, A adaptively chooses a polynomial
number of commands (𝑐𝑜𝑚𝑚1, . . . , 𝑐𝑜𝑚𝑚𝑞) of the above form. At
round 𝑟 (1 ≤ 𝑟 ≤ 𝑞), S𝑟 reviews the previous requests and gener-
ates 𝑓𝑟 adaptively. If 𝑜𝑝 𝑗 is an add, with L(G, BGP), S𝑟 generates
an add token ATK𝑟∗ with C1 and C2 and sends ATK𝑟∗ to A𝑟 . After
that, A𝑟 updates EMST∗ by utilizing ATK𝑟∗. If 𝑜𝑝 𝑗 is a query, with
L(G, BGP), S𝑟 generates an appropriate query token QTK𝑟∗ with
C1 and C2 and sends QTK𝑟∗ to A𝑟 . After that, A𝑟 searches EMST∗

by utilizing QTK𝑟∗. After q round interactions, A produces a 𝑏 bit
message as the output.

We say that Ω is adaptively L-secure if for all probabilistic
polynomial-time (PPT) semi-honest adversariesA = (A0, . . . ,A𝑞),
there exists a simulator S = (S0, . . . ,S𝑞) and a negligible function
𝑛𝑒𝑔𝑙 (𝑘) such that���𝑃𝑟 [RealAΩ (1𝑘 ) = 1

]
− 𝑃𝑟

[
IdealAL,S (1

𝑘 ) = 1
] ��� ≤ 𝑛𝑒𝑔𝑙 (𝑘) .

Theorem 6.1. If SS and 2PC are secure, and if 𝐹 and 𝑃 are pseudo-

random, then Ω is adaptively L − security.

Proof. We create a simulator S = (S0, . . . ,S𝑞) such that for
an adversary A = (A0, . . . ,A𝑞), the outputs of RealAΩ (1

𝑘 ) and
Ideal

A
L,S (1

𝑘 ) are computationally indistinguishable. The simulator
and adversary work as follow.

S0 :S0 simulates (𝐾1, 𝐾2) ← SS.Share(0𝑘 , 2, 2) and F2𝑃𝐶 , and sends
𝐾1 to C1 and 𝐾2 to C2. It then generates an empty EMST.

S𝑟 : For 1 ≤ 𝑟 ≤ 𝑞, if 𝑐𝑜𝑚𝑚𝑟 is an add,S𝑟 simulates F2𝑃𝐶 to generates
an add token ATK𝑟∗. For each element in ATK𝑟∗, S𝑟 sets its value
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as a random string {0, 1}∗, whose length is the same as the output
of 𝐹 , and permutes their positions by 𝑃 . Then S𝑟 sends ATK𝑟∗ to
A. If 𝑐𝑜𝑚𝑚𝑟 is a query, S𝑟 first checks whether the query BGP𝑟
has appeared before with the search pattern in L(G, BGP). If it has
appeared before, S0 searches the access pattern in L(G, BGP) and
gets the same QTK𝑟∗ that has used before. If is has not has appeared
before, S𝑟 simulates F2𝑃𝐶 to generate a query token QTK𝑟∗ in the
same way as generating ATK and sends QTK𝑟∗ to A.

Through the two experiments of real-world execution and ideal-
world execution, A obtains some ATK𝑟 and QTK𝑟 from real-world
execution and ATK𝑟∗ and QTK𝑟∗ from ideal-world execution. Since
SS and 2PC are secure, and 𝐹 and 𝑃 are pseudo-random, with all but
negligible probability, A cannot recover 𝐾1 and 𝐾2 to reproduce
the process of F2𝑃𝐶 , thusA cannot distinguish the values in ATK𝑟∗

and QTK𝑟∗ from that in ATK𝑟 and QTK𝑟 , respectively. Therefore, A
cannot distinguish the output of IdealAL,S (1

𝑘 ) from Real
A
Ω (1

𝑘 )
and the scheme Ω is adaptively L − security.

□

6.2 Verifiability Analysis

Definition 7 (Query verifiability). We say a SPARQL query is ver-
ifiable if the success probability of any polynomial-time adversary
A is negligible in the following experiment:
• A selects a set of RDF triples T ;
• The EMST generate algorithm constructs an EMST and its digest
EMST𝑟𝑜𝑜𝑡 based on T ;
• A produces result R and 𝑉𝑂𝑡 for the SPARQL query 𝑄 ;
• A succeeds if one of the following results is true: 1) R includes an
RDF triple which does not satisfy 𝑄 (correctness); 2) There exist
an RDF triple which is not in R but satisfies 𝑄 (completeness); 3)
R includes an RDF triple not from the latest DKG (freshness).

The above definition guarantees that the probability, for a ma-
licious storage provider to convince the user with an incorrect,
incomplete or outdated result, is negligible. Meanwhile, data in-
tegrity is also guaranteed because it can be represented as a query
for a single piece of data.

Theorem 6.2. Pistis is verifiable with respect to Definition 7 if

the cryptographic hash function is a pseudo-random function, the

cryptographic accumulator is secure under the q-SBDH assumption,

and the computing power of malicious nodes is less than 51% of the

blockchain network.

Proof. We intuitively prove Theorem 6.2 by three cases, which
represent proofs of soundness, completeness, and freshness.

Case 1: This case means a tampered or fake RDF triple 𝑡 is re-
turned, which does not satisfy the BGPs of 𝑄 . In this case, once
𝑡 passed the verification of the user under the soundness in Defi-

nition 7, it means that the adversary can get two different triple
pattern fragments with the same digest EMST𝑟𝑜𝑜𝑡 of the ADS or
the adversary can get two different set operation results with the
same accumulator proof 𝜋 . Case 2: This case means an RDF triple
𝑡 that satisfies the BGPs of 𝑄 is missing from R. In this case, if the
returned result R can pass the verification of the user under the
completeness inDefinition 7, it means that the adversary can get a
triple pattern fragment that does not contain some matching triples

and has the same digest EMST𝑟𝑜𝑜𝑡 of the ADS with the genuine
fragment or the adversary can get an incomplete set operation re-
sult with the same accumulator proof 𝜋 of the genuine set operation
result. Case 3: This case means the result 𝑅 involves an old RDF
triple 𝑡 that satisfies 𝑞 but is not from the latest DKG. In this case,
once 𝑡 passed the verification of the user under the freshness in
Definition 7, it means that the adversary can get two different
triple pattern fragments (i.e., a new and an old) with the same digest
EMST𝑟𝑜𝑜𝑡 of the ADS or the adversary can get two different set
operation results with the same accumulator proof 𝜋 .

However, all these three cases contradict two assumptions. The
first is that the digest of the on-chain ADS EMST𝑟𝑜𝑜𝑡 is generated
by the cryptographic hash function, with all but negligible prob-
ability, the adversary can forge another fragment with the same
hash value as the genuine fragment. The second assumption is the
unforgeability for VSO, which has been proved to be held under
the q-SBDH assumption [18].

□

7 DISCUSSION

Custodians. The selection of custodians is vital to the security of
our protocol. Our scheme employs the standard Function Secret
Sharing technique [19], integrated with MPC to manage the secret
key. Function Secret Sharing necessitates that the participants in
MPC are at least 𝑘 ≥ 2 non-collusive custodians. Consequently,
Pistis requires a minimum of two custodians, implemented as
2PC. The number of custodians can be expanded by utilizing MPC
instead of 2PC. For instance, data owners may choose reputable
Certification Authorities (CAs), such as IdenTrust and DigiCert,
to serve as custodians within Pistis. The competitive dynamics
of the CA industry act as a deterrent to collusion, while their ex-
pertise in certificate management ensures they possess sufficient
computational resources.

Data misuse and audit. While Pistis protects against data
breaches and tampering, a key concern is the misuse of data col-
lection within DKG. Authorized users may access substantial raw
data and misuse it for data mining and recommendation systems.
To mitigate this, we suggest limiting access frequency with owner-
defined policies, establishing consensus-based rules, and employing
technical solutions like smart contracts or attribute-based encryp-
tion (ABE) [17]. Additionally, some data owners may encrypt illegal
content, making it difficult to assess legitimacy from ciphertext.
Previous works have proposed using data deduplication to address
this issue [15, 78].

8 EMPIRICAL EVALUATION

8.1 Experimental Setup

Hardware configuration.We run 8 data owner nodes, 16 blockchain
nodes and 16 storage providers nodes on 16 64-bit Linux servers
(Ubuntu 20.04) with Intel i9-11th CPU and 64GBmemory.We set the
bandwidth of connections between them to 20Mbps [5, 40, 73, 80].

Implementation environment. A prototype of Pistis is imple-
mented in Java, C++, Go and JavaScript. The blockchain module is
implemented based on Go-Ethereum [28] and the storage module is
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implemented based on IPFS [16]. The prototype has a user-server ar-
chitecture that is implemented based on Spring Boot framework and
the blockchain interfaces and requests are in the form of web3.js.

Cryptographic primitives. For all 2PCs, our prototype uses the
ABY framework [26]. For the PRP, the prototype uses the AES algo-
rithm, which is a popular symmetric key cryptography algorithm.
For the PRF, the prototype uses the HMAC-SHA256 algorithm,
which is a type of keyed hash algorithm constructed from the SHA-
256 hash function. For MPC, our prototype uses JIFF library [8].
For secret sharing, our prototype instantiates a threshold secret
sharing with Shamir secret sharing [66].

Datasets and benchmark. We evaluate the query performance
of Pistis using the datasets and queries from largeRDFBench [62]
benchmark, which is widely used by the DKG community. Larg-
eRDFBench consists of 13 datasets and more than 1 billion triples
in total. The largeRDFBench queries in our evaluation include sim-
ple (S), complex (C), and large data (L) categories. In detail, the S
query has the lowest average number of triple patterns, at 4.3. C
query has the highest number of triple patterns, at 11. L query has
6.2 triple patterns on average, and each triple pattern in L query
corresponds to more than 1,000 query results. To fully assess query
expressiveness, our evaluation includes not only BGPs but also full
SPARQL features such as named graphs and filter expressions.

Metrics. We measure the following metrics of Pistis:

• Storage Cost (SC): The storage space size of the index.
• Token Generation Time (TGT): The amount of time it takes to
generate an add token or query token.
• ItemAdd Time (IAT): The amount of time it takes to add a new item
to Pistis, including adding to the storage network and blockchain.
• Query Execution Time (QET): The amount of time it takes to
receive the full query results.
• Proof Generation Time (PGT): The amount of time it takes to
generate the verification proof of query results.
• Verification Time and Verification Object Size (VT & VO): The
time to verify query results and the proof size.

8.2 Experimental Results

8.2.1 Overall Comparison. A high-level overall comparison be-
tween our Pistis and other state-of-the-art DKG systems is shown
in Table 1. In these three DKGs, Pistis is the only one that imple-
ments SPARQL queries with data integrity, query verifiability and
data ownership. Through the VO-SPARQL scheme, Pistis can give
data owners control over data that is outsourced to a decentralized
storage system. Moreover, Pistis also achieves double verifiability
of raw data and query results in a decentralized byzantine envi-
ronment. For the storage cost of the index on 13 datasets from
largeRDFBench with 1003960176 triples, the size of the index in
RDFPeers is 105873.5 MBs, in PIQNIC and Colchain is 3195.2
MBs, in VeriDKG is 53.7MBs, while on Pistis is 159.9 MBs. The
reason is that EMST compresses the index size by combining the
same prefixes of keywords and Pistis needs a Merkle characteristic
and prefix encryption to guarantee the query verifiability and data
ownership. For the query execution time across the three query
types, RDFPeers with a distributed hash table (DHT) have the low-
est query time. VeriDKG exhibits verifiability at roughly a 6-fold
increase in time cost compared to PIQNIC and Colchain. Meanwhile,

Table 1: Overall comparison of three different systems.

Schemes

Data

integrity

Query

verifiability

Data

ownership

Storage

cost of

index (MB)

Query

execution

time (s)

RDFPeers [21] % % % 105873.5 0.90/8.3/274
PIQNIC [3] % % % 3195.2 0.08/0.7/24
Colchain [5] ! % % 3195.2 0.08/0.7/25
VeriDKG [88] ! ! % 53.7 0.45/3.8/110

Pistis ! ! ! 159.9 0.78/6.8/212

Pistis fulfills all three requirements with an approximately 10-fold
increase in time cost over state-of-the-art unprotected systems but
remains significantly more efficient than classic method RDFPeers.

8.2.2 Performance Evaluation.
Token generation time. We evaluate the performance of the
AddToken and QueryToken protocols by generating a series of add
tokens from the dataset and some different query tokens of dif-
ferent types of queries in the benchmark, and testing their token
generation time (TGT) respectively. We vary the size from 10 up to
10 million RDF triples and then test the TGT of them. The results
demonstrate that generating an add token of a new triple is inde-
pendent of the size of requests and takes about 24 milliseconds per
triple. For the query token generation time, we set 1000 items for
each type of KG query. In the results, generating a simple (S) query
token and a large data (L) query token takes about 96ms and 144ms
respectively, and a complex (C) query token needs about 240ms
because it contains the largest number of triple patterns.

Add time. We evaluate the Add protocol by storing RDF triples
with storage providers and submitting add tokens to the blockchain.
Using all largeRDFBench datasets, each triple is stored on IPFS
and packed into a transaction submitted to Ethereum. The item
add time (IAT) consists of: 1) IPFS node synchronization and 2)
Ethereum block confirmation. Storing a triple in IPFS takes 0.0188s
(vs. 0.0031s in PIQNIC); block confirmation takes 7.112s (vs. 6.73s
in ColChain), making it the dominant factor. Pistis thus incurs
only modest overhead compared to systems without encryption.We
also compare Ethereum and Pistis in terms of block confirmation
efficiency: throughput is 15.2 transactions/s for Ethereum and 14.7
for Pistis, indicating the longer add time stems from Ethereum’s
inherent limits, not our encryption. A scalability test shows that in-
creasing blockchain nodes from 16 to 200 raises block confirmation
time from 6.803s to 10.078s—a 10x node increase results in only a
0.5x increase in time.

Query execution time. To evaluate the performance of the
Query and Aggregate protocols of Pistis, we compare the query
execution time (QET) of Pistis with two baseline systems, including
an original Ethereum-based KG (OE-KG) that stores all encrypted
RDF triples without any index and a variant Pistis system with a
plaintext Merkle prefix tree (Pistis-P). For Pistis, the average QET
for these three types of queries is 0.78s, 6.8s, and 212s, respectively.
For Pistis-P, the average QET for these three types of queries is
0.63s, 6.5s, and 198s, respectively. For OE-KG, the average QET for
these three types of queries is 2.1s, 14.2s, and 815s, respectively. By
comparing the query performance of these systems, we can find that
Pistis and Pistis-P have better performance than OE-KG because
both of them have indexes. Besides, compared with Pistis-P, Pistis
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Figure 6: Verification cost of Pistis.

achieves efficient query under ciphertext with small performance
loss. With regard to the index size, it should be noted that OE-KE
lacks an index. The index sizes of Pistis-p and Pistis are 97.3 MB
and 159.9 MB, indicating that Pistis requires an additional 60% of
space to store the encrypted index.

Verification cost. We evaluate the performance of the Verify
protocol by executing SPARQL queries and measuring Proof Gen-
eration Time (PGT), Verification Object Size (VO), and Verification
Time (VT). For PGT, we assess the Merkle proof generation time
for three SPARQL query types, and aggregation proofs for four S
queries, two C queries, and two L queries, each with 1000 items. As
seen in Figure 6 (a), C queries have the longest PGT due to more
query-related fragments. In Figure 6 (b), S and C queries generate
aggregation proofs faster, while L queries exhibit longer PGT due to
more intermediate results. Figure 6 (c) presents VT for Merkle and
aggregation proofs, revealing that C queries have slightly longer
VT. This is because all queries compute the same Merkle root hash,
but complex queries process more fragment hashes. VT for data
aggregation proof is rapid, primarily depending on the number of
fragments. Finally, Figure 6 (d) displays the VO size for Merkle and
aggregation proofs across different queries. Both figures indicate
that complex queries produce the largest VO due to the highest
number of fragments. For range conditions in FILTER operations,
we use Bulletproofs to generate ZKPs, where the PGT, VO, and VT
are approximately 30ms, 650bytes, and 5ms, respectively.

End-to-end evaluation. While Pistis preserves full SPARQL
functionality, the protected scenario introduces additional over-
head for cryptographic token generation, verifiable index traversal,
proof construction, and result verification compared to traditional
KGs. To provide a more comprehensive performance analysis of
Pistis, we conduct an end-to-end evaluation, by simulating a feder-
ated scenario, incorporating multiple concurrent data updates and
queries. Using predicate-based partitioning, we distributed 100,000
randomly selected triples from the largeRDFBench dataset across
the data owner nodes. Each owner submits an update request (e.g.,
Insert, Change, or Delete) every 10 seconds, with batches of 50
triples per request. Simultaneously, 10 query users issue diverse
SPARQL queries at a rate of one query every 5 seconds. The ex-
perimental results show that executing 200,000 update operations
takes approximately 19,960 seconds, with an average operation
time of 0.0998 seconds—comprising 0.024 seconds for token gen-
eration, 0.0188 seconds for storage, and 0.057 seconds for block
confirmation. For query operations, 1,000 executions require 5,224
seconds, averaging 5.224 seconds per query. Compared to PIQNIC,
Pistis adds 0.097s per update and 4.79s per query due to encrypted

token generation and blockchain-based verifiability. The extra cost
over VeriDKG is modest (0.009s/update, 1.13s/query), while offering
ownership and full SPARQL support.

Query performance optimization. Compared to state-of-the-
art systems, our solution incurs a 10× higher query overhead, with
73% stemming from proof generation, while query token genera-
tion and query processing contribute 12% and 15% respectively -
making proof generation the primary bottleneck. To reduce the 10×
query latency overhead introduced by verifiability, we explore three
practical optimizations. First, pipelining query and verification

allows asynchronous delivery of results and proofs, reducing per-
ceived latency to 2.7×. Second, parallel and incremental proof

generation improves end-to-end performance by splitting Merkle
and eVSO operations across multiple threads, reducing latency to
4.1×. Finally, reusable proof caching amortizes repeated cryp-
tographic computations, achieving up to 70% cost reduction on
common query patterns. These techniques make verifiable query
processing more practical in real-world DKG deployments.

9 CONCLUSION

In this paper, we have studied ownership-preserving SPARQL queries
of DKG. To satisfy the technical requirements, we design, imple-
ment and evaluate Pistis, an end-to-end encrypted and collabo-
ratively query-verifiable DKG platform with a new cryptographic
scheme. The scheme relies on a novel ADS and a key-aggregate
cryptographic primitive to query the multi-owner KG data in a veri-
fiable and ownership-preserving manner. Security analysis with an
idea/real-world paradigm and experimental evaluations prove the
security and availability of our system. In particular, Pistis achieves
new functionalities at an overhead of microsecond-level computa-
tion time, and kilobyte-level communication costs for a SPARQL
query. Our future work will investigate the semantic queries for
other types of data in Web 3.0, such as semi-structured data and
multimedia data.
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