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ABSTRACT

Large Language Models (LLMs) have recently shown impressive

capabilities in a variety of applications including table understand-

ing tasks such as column type annotation. Existing LLM-based

solutions for table understanding, however, focus on developing

speci�c framework for each individual task, or do not consider

the cost-e�ectiveness tradeo�. In this paper, we present Cents, a

uni�ed and cost-e�ective framework for LLM-based solutions for

table understanding tasks. Cents’s key capability is an e�cient

and e�ective approach to compress the tabular LLM input in a

way that reduces input token cost while improving performance

compared with state-of-the-art methods. Experiment results show

that Cents outperforms other LLM-based baselines on a variety

of table understanding tasks at the same or lower cost.
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1 INTRODUCTION

Structured Web tables, which are relations extracted from the Web,

have long been recognized as an important data source. Many

approaches have been developed to construct large-scale table cor-

pora [3, 7, 15, 24, 51] and use Web tables in data management

tasks including data discovery [1, 10], data integration [21, 43] and

question answering [52].

Web tables, however, frequently lack headers describing their

semantic content, limiting or at least complicating their usefulness

for these tasks. To address this limitation, the �eld of Table Under-

standing has developed techniques to complete the missing header

information through approaches that include Column Type Annota-

tion [3, 7, 47, 50, 51] (a.k.a, labeling a column with its semantic type,
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Figure 1: Cost-e�ectiveness trade-o� for LLM-based table

understanding methods. Contextual information (e.g., table

vs single-column) enhances performance but increases costs.

Cents with GPT-3.5, outperforms random sampling with

GPT-4O, while incurring only 1.25% of its cost. Cents with

a limited budget also outperforms Cents (Max Context),

which uses the full context window. Dollar cost computed as

product of total token counts and per-token API price.

such as "ticketPrice" or "itemWeight"), Relation Extraction [7, 32, 39]

(a.k.a., annotating a pair of columns with their semantic relation

such as "ratingOf" or "employeeOf"), or Schema Augmentation [7]

(a.k.a., proposing additional columns for a table such as "Hall Capac-

ity"). Table Understanding has a long history with early approaches

using manually created feature-based solutions [16, 49, 51], more re-

cent methods �ne-tuning Pre-trained Language Models (PLMs) [7,

32, 39, 42], and most recent state-of-the-art methods leveraging

Large Language Models (LLMs) [11, 20, 22, 34, 45].

LLMs are auto-regressive models pre-trained on very large text

corpora that can generate a sequence of tokens as output based

on input to the model, which is also known as a prompt. Recent

approaches to LLM-based table understanding [11, 20, 22, 34, 45]

have developed e�ective prompting strategies to support various

table understanding tasks using LLMs: They construct prompts for

the LLM with the provided table or partial table (e.g., a column)

together with instructions that describe the task.

Existing LLM-based solutions, however, have important limita-

tions related to their cost-e�ectiveness and, in some instances, their

lack of generalizability: Some existing LLM-based methods provide

the entire table to an LLM in the prompt without considering the

associated cost [22], which can be substantial. For example, tables

in the SOTAB dataset [23] range in size from 200 tokens to over

14 million tokens. Submitting a single such table to an LLM like

GPT-4O in its prompt can thus cost up to $35 (USD). Executing
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one table understanding query over the entire SOTAB benchmark

by including the entire table in the prompt each time costs over

$750 (USD). 1 Such a high cost impacts the practical application

of these approaches. Additionally, LLMs have a �xed context win-

dow limit [2] (e.g., 16,385 tokens for GPT-3.5-turbo). Tables larger

than this limit need to be reduced. To reduce costs, other LLM-

based methods assume that including only the target columns in

a prompt is su�cient [11, 20], but recent table understanding so-

lutions [10, 22] have shown that providing full table information

improves performance. These methods thus sacri�ce performance

to save on cost. Interestingly, as shown in other settings [25, 30]

and as we con�rm in this paper, judiciously selecting the context to

provide to an LLM, can increase F1 scores compared with using the

full context window (Figure 1). A second challenge of some LLM-

based methods is their lack of general applicability, when solutions

focus on task-speci�c frameworks [11, 22], which can only answer

one type of table understanding query.

In this paper, we design, implement, and evaluate Cents 2, a

cost-e�ective framework for table understanding tasks. Cents ad-

dresses the above challenges by reducing the cost of LLM-based

solutions for table understanding tasks compared to those that

submit entire tables in their prompts, while maintaining and even

exceeding the result quality of state-of-the-art methods. Cents

is designed primarily with hosted LLMs in mind, given their high

performance and high costs, but we also discuss Cents’s applica-

bility to locally-deployed LLMs. Cents is also generally applicable:

It is not specialized for any one table understanding task, but is

applicable to various such tasks. Figure 1 illustrates Cents’s cost-

e�ectiveness. Compared with the CHORUS [20] state-of-the-art

method or including randomly selected subsets of a table in the

prompt, Cents signi�cantly improves performance.

As discussed above, one main driver of cost in LLM-based table

understanding is the inclusion in the prompt of the table to be

annotated (also referred to as the Context Data, discussed in detail

in Section 3). Our approach, which applies to a variety of table un-

derstanding tasks, is to carefully select a subset of the Context Data

using a score-and-solve paradigm. In this paradigm, Cents �rst

assigns scores to elements in the Context Data and then carefully

selects a subset of these elements given a budget. As part of Cents,

we develop (1) e�ective element scoring strategies; (2) e�ective

and e�cient element selection strategies; and (3) e�ective budget

allocation strategies. Cents can consider tables at di�erent levels

of granularity (rows, cells, or words in a cell), and (4) we experi-

mentally evaluate which granularity leads to the best performance.

Developing these four strategies raises two important challenges:

(1) E�ectively reducing costs. One challenge is to reduce Context

Data, a main part of the prompt. An e�ective reduction requires

identifying the most important content in a table. Therefore, devel-

oping a scoring strategy that accounts for both the context within

target columns and their surrounding columns and integrates syn-

tactic and semantic information is essential yet challenging.

(2) Improving Execution Throughput. The other challenge is

e�ciently executing the data reduction. As we show in this paper,

1Cost calculated by multiplying the aggregated token counts for the entire benchmark
by the per-token price from https://openai.com/api/pricing/.
2C, E in Cents stands for Cost E�ective; the name together means doing table under-
standing with little cost.

high-quality data reduction can easily lead to slow execution speeds.

Even approximation techniques remain too slow. To address this

challenge and ensure Cents is a practical tool, we develop an

e�cient approximation solution that accelerates the data reduction

process with minimal impact on the end-to-end performance.

Another challenge arises when the number of labels that LLMs

must choose from (also referred to as the Task Data) is large, and

the search space—the set of possible labels—is randomly distributed

within the prompt. A large and scattered Task Data typically de-

grades the performance of LLM-based applications in general [30,

37]. Thus, we provide an optimization to reduce the search space

and rerank the reduced Task Data to address this challenge. An

additional bene�t this brings is also the reduced monetary cost.

Although there are some e�orts [4, 18, 53] in the machine learn-

ing �eld that aim to reduce inference costs of LLMs, they do not

directly bene�t table understanding tasks and thus are orthogonal

to our work. We further discuss related works in Section 7.

In summary, this paper makes the following main contributions:

(1) We identify the problem of reducing prompt content specif-

ically for LLM-based solutions to table understanding tasks

to lower costs while achieving high performance and pro-

pose our uni�ed and cost-e�ective framework, Cents that

works across a variety of such tasks.

(2) We design the context reduction component with score-

and-solve paradigm, which consists of an e�ective scoring

method and an e�cient solver method; we further design

the task data reduction component to e�ectively reduce a

possibly large search space as an optimization.

(3) We provide various options within the score-and-solve par-

adigm, namely di�erent scoring granularities and budget

allocation strategies. We discuss their trade-o�s and select

the best-performing combinations.

(4) We conduct experiments using Cents on popular bench-

marks and show that it outperforms LLM-based baselines

by up to 11.2Micro F1, 15Micro F1, and 17.5Mean Average

Precision across three table understanding tasks.

Overall Cents is an important step in making LLM-based table

understanding a practical and cost-e�ective approach.

2 BACKGROUND

Table Understanding Tasks.We consider three table understand-

ing tasks, illustrated in Figure 2. While we evaluate Cents on

these tasks, Cents can conceptually be applied to other tasks as

well. Column Type Annotation (CTA) [7, 32, 39] assigns one or

more semantic labels to a column (see example in Figure 2). Re-

lation Extraction (RE) [7, 32, 39] assigns one or more semantic

relationships between columns within the same table. Schema Aug-

mentation (SA) [3, 7, 47, 50, 51] aims to augment a partial table by

recommending new columns.

Large Language Models (LLMs). Recently, Large Language Mod-

els (LLMs) [40] have shown promising results for many data man-

agement tasks. For Table Understanding, state-of-the-art LLMprompts

have three parts: (1) Instruction � (e.g., "Annotate the column...")

that specify the task the LLM needs to complete; (2) A relational

table, Context Data ) (�, � ), with = columns and< rows. The bag

of all = ∗< cells is denoted with � = (411, . . . , 48 9 , . . . , 4=<). The
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Figure 2: Table understanding tasks Cents supports. Col-

umn type annotation labels column D with type "ticketPrice"

from the given set of labels; relation extraction annotates

the relationship between columns B and A as "performerOf ";

schema augmentation ranks the given schema vocabulary

from most to least relevant to augment the existing table,

and in this case "location" is ranked �rst.

table may optionally have a header, � , with column labels, but not

necessarily the semantic types. For CTA and RE tasks, the header

is typically missing [23], while it’s available for SA tasks [7]. Thus

in this paper, the Context Data for CTA and RE is just the bag of

cells � while Context Data for SA contains both � and � , and we

further assume that no other metadata is given (e.g., no domain

information, no caption) [23]; (3) Task Data ! that consists of

task-speci�c labels that the LLM should choose from. In this paper,

! denotes di�erent sets of values for three tasks: In CTA, ! is the

set of possible semantic types (e.g., {. . . ,weight, ticketPrice, . . .} in
Figure 2); in RE it is the set of possible semantic relationships be-

tween columns (e.g., {. . . , contryOf, performerOf, . . .}); and in SA

it is the set of new column headers to recommend. Figure 4 shows

an example prompt for CTA. Table 1 summarizes the notation.

3 PROBLEM STATEMENT

Formal Table Understanding Task De�nitions.

Column Type Annotation. Given a table ) without a header, a

column � in ) to be annotated, and a set of semantic type labels

!, CTA aims to �nd a semantic type from ! such that all cells in �

have that type.

Relation Extraction. Given a table ) without a header, a pair of

columns ( and $ in ) , and a set of semantic relationship labels !,

RE aims to �nd a semantic relationship label from ! such that ((,$)
have that semantic relationship.

Schema Augmentation. Given a table) and a schema vocabulary

list !, SA aims to recommend a ranked list of additional columns

from ! to augment ) , in order of relevance.

PromptConstruction.Given a table) = (�, � ),Cents aims to re-

duce the inference cost of LLM-based table understanding by apply-

ing a token budget � to the table cells � and, when needed, applying

a Top- threshold to the label set ! to improve performance when

! is large. Cents selects �′ ¦ � such that C>:4=�>D=C (�′) f �,
where C>:4=�>D=C returns the total number of tokens in a given bag

Symbol Description

� Task instructions in natural language.

) = (�, � ) A relation comprising a bag of cell-values, �,

and optionally a header � .

� Bag of cells grouped into columns (Context Data).

�′ ¦ � Subset of cell values used in the prompt.

� Token budget for �′.
! Set of candidate labels (Task Data).

!′ ¦ ! Subset of candidate labels used in the prompt.

 Top- label threshold for !′.
% Final prompt (� ∪) ′ ∪ !′).

Table 1: Notation summary.

of values. Cents aims to select a representative sub-table indepen-

dently of a speci�c table understanding task, but ensures that each

column contains at least one cell after reduction. Similarly, Cents

computes a reduced label set !′ ¦ !, such that |!′ | f  . Cents
generates the reduced table ) ′ = (�′, � ) and combines it with !′

and � to form the �nal prompt % = (� ∪) ′ ∪ !′). When sending the

prompt to the LLM, Cents serializes the bag of cell values in �′

column by column, with delimiters between columns and between

cells within columns. Note that although � is used to reduce � in a

single table instance, one may also de�ne a global token budget for

all instances in a benchmark and allocate an individual budget for

each instance accordingly.

4 CENTS FRAMEWORK

In this section, we present Cents’s architecture and the details

of its components. Cents consists of a Context Data Reducer and

a Task Data Reducer (Figure 3). The Context Data Reducer takes

as input Context Data, ) (�, � ) and a budget, � and generates a

reduced Context Data, ) ′ (�′, � ), as output; while the bottom Task

Data Reducer takes as input Context Data ) (�, � ), Task Data !,

and a threshold,  , and generates a reduced Task Data !′. Cents
merges both outputs to form the prompt, % . An example % for CTA

is shown in Figure 4. Cents serializes the Context Data column

by column to prompt the LLM to interpret the table context on

a per-column basis, thereby minimizing semantic distortion after

Cents’s reduction. Finally, Cents sends the generated prompt to

the LLM and returns the LLM response.

4.1 Context Data Reduction - Processor

The Context Data Reducer has three sub-components: A Processor,

a Scorer, and a Solver. We discuss the Processor here and the Scorer

and Solver in the following sections.While we present the Processor

for completeness, the pre-processing it performs resembles that

done in prior work [11, 20], and we do not claim contribution here.

The input table) (�, � ) for the Processor comprises various types

of columns, including numerical/datetime (e.g., column D and E

in table A in Figure 5), which we refer to as non-textual columns;

and textual columns (e.g., column A, B, C in table A in Figure 5).

The Processor identi�es, and samples non-textual columns, passing

only the textual columns to the Scorer for further processing in the

form of a re�ned table, ) A (�A , � ) (e.g., table B in Figure 5).
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pts

BERT     

mm

Instruction: Column
Type Annotation 

Context Data

Budget
<= 2000

Instruction:
Relation Extraction 

Instruction: Schema
Augmentation 

Instruction: ... ... ... 

*Instruction

*Context Data 

*Task Data

Scorer

lab_1 ...lab_4

TF-IDF

OM-Hyb

UDC

Processor

NA-Rmv

Col-Pru

UDCTask Data
lab_0 lab_1 ...

(Optional) User-
defined components

...

Selector

OM-CS

ILP

UDC

Context Data Reducer

Task Data Reducer
in parallel

Cut-off UDC

top-k

<= 2000

top-k

...

LLMs

lab_0 lab_1 lab_2
lab_3 lab_4 ...

CENTS Framework

Top-K k = 100

Figure 3: Overview of Cents. Cents consists of twomain components, namely the Context Data Reducer and Task Data Reducer,

which reduce the input Context Data, and the input set of task-speci�c Task Data, respectively. Cents then combines the two

outputs and the task instructions to create a prompt for the LLM. The output of the LLM is returned to the user/application.

*Instruction: You are an expert in the field of column type
annotation and understanding tabular data. Your instructions
are: 1. Look at the input given to you in a dataframe format ...

*Context Data: Given the following
table: pd.DataFrame({Column-0:[ 'Guitar Tour...', '40 Years of
...', ...], \n Column-1:['Taylor Swift', 'Eric Clapton', ...], Column-2:
['This review is out of...', 'Of course this is 5 stars...'], ...})

*Task Data: ['tickePrice', 'weight', 'distance', 'productModel', ...]

Figure 4: An example �nal prompt % after reducing Context

Data and Task Data for CTA.

4.2 Context Data Reduction - Scorer

Motivated by Retrieval Augmented Generation (RAG)’s goal of

retrieving the most relevant documents from a large corpus [26],

Cents ’s score-and-select paradigm reduces a large table to a care-

fully chosen, semantically important and diverse sub-table. Non-

textual columns are simply sampled by the Processor. For textual

columns, Cents employs a �exible score-and-solve paradigm: it

assigns scores to the textual content and then selects a subset under

a given token budget. This paradigm enables Cents to optimize

some key decisions: (1) determining the basic unit to be scored (e.g.,

a row, a cell, or words within a cell), (2) selecting a suitable scoring

strategy, (3) distributing the token budget (e.g., varying budgets for

each column), and (4) devising an e�ective and e�cient selection

method. We discuss the �rst two aspects in this section and the

latter two in Section 4.3. While Cents provides implementations

for all the above, its �exible design conceptually allows a user to

substitute any of the above components.

Scoring granularities.We consider three granularities:

Row. Under this strategy, each row in ) A is treated as an item,

and a single score is assigned to it. While this strategy reduces the

number of items for scoring and selection, it also limits �exibility.

For example, if rows are the basic scoring unit, a valuable piece

of information such as "Taylor Swift is an American artist" could

appear in a row that is otherwise considered unimportant. Thus

the entire row would receive a low score, and this important cell

could be overlooked during selection.

Sub-cell. At the other extreme, one could split a cell into lists of

words using heuristic methods such as whitespace splitting. Each

word is then treated as the basic unit to score. This granularity o�ers

maximum�exibility for scoring but has a signi�cant drawback: after

scoring each sub-cell word and reconstructing them into a list, the

sub-cell words lose their contextual meaning within the sentence.

For example, if a cell contains "Taylor Swift is an American artist",

after Centsmakes the selection, the reconstructed cell may appear

as "[Taylor, American]", loosing important context information.

Cell.We posit and experimentally show that treating each cell

as the item to score achieves a balance between �exibility and

contextual integrity, avoiding the drawbacks of the aforementioned

alternatives. Thus, for the discussion of scoring strategies below,

we assume that cell granularity is used. However, Cents provides

the other two options if needed. We show how scoring granularity

strategies a�ect the end-to-end performance in Table 5.

We omit column granularity because tables have often small

numbers of columns and removing entire columns would select

data at only a course granularity. It might also drop important task

information (e.g., dropping one column from a pair when prompting

the LLM for RE would make the task infeasible.)

Scoring functions. The Scorer assigns a utility score to each item

to re�ect its importance within the table. The input to the scoring

function is the re�ned table ) A (�A , � ), and the output is the score

table )2 (�2 , � ), where each cell 428 9 ∈ �2 contains a score. We

consider three scoring strategies.

TF-IDF Scoring. Following Starmie [10], we develop a TF-IDF-

based scoring function to assign scores. It �rst splits each cell into

a list of tokens. Then it treats each column of ) A as a document to

compute the Term Frequency (TF) of tokens within that column

and the entire set of columns within the table as the collection of

documents for calculating the Inverse Document Frequency (IDF).

The �nal score for cell 428 9 is the average of the TF-IDF scores of its

tokens. A limitation is that it focuses solely on syntactic importance

and does not account for the semantic importance.

Clustering Scoring. As an alternative approach, to take semantic

information into account, we propose to cluster cell values in an

embedding space, and select medoids as representative cells. We
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Figure 5: Example of Context Data Reducer work�ow. Column D, E, containing only numerical and datetime values, are sampled

by the Processor directly and inserted back into the �nal table T’(E’, H)

compute cell embeddings using FastText3 with a dimension of

1004. Alternatively, BERT-based table understanding models [7,

39] can also be used to compute cell embeddings. However, these

models share a 512 token context window and cannot process

entire tables at once. Although serializing each row avoids this

limit, it has substantial overhead: for a token budget of 2000 for

CTAwithout GPU, FastText generates embeddings in 129s, whereas

Doduo [39] requires 12,724s—roughly 100× slower. TomakeCents

lightweight, we therefore use FastText for embeddings. Considering

each textual column separately, we cluster cell values using KMeans.

To determine the number of clusters, we follow approaches such

as [19] and set :8 for each column 8 as +√<8 ,, where <8 is the

number of non-empty cells in column 8 . For each cluster, we then

select the medoid, which is the cell whose embedding vector is

closest to the cluster centroid. We assign a score of 1.0 to that cell

and a score of 0 to all other cells in the same cluster. Next, during

the selecton phase, those scores will be combined with cell weights

such that the most cost-e�ective cells are selected. After selecting

:8 medoids for column 8 , if we still have budget for that column,

the clustering scoring adopts an iterative approach to gradually

increase :8 and re-run the KMeans to select new medoids from cells

and calculate their costs until reaching the budget.

OM-Hyb. Because the TF-IDF and clustering methods have com-

plementary bene�ts, we further propose a hybrid method. In this

method, OM-Hyb, shown in Algorithm 1, considers medoids within

columns and TF-IDF across columns. The intuition is that its output

captures both syntactic importance and semantic importance. Cells

with rare terms are emphasized through TF-IDF, while medoids

identify representative and contextually meaningful cells. OM-Hyb

�rst computes the TF-IDF score of each cell 428 9 as in the pure TF-IDF

scoring method, as shown from Line 1 to Line 13. The TF-IDF score

of a cell is computed as the average of its per-token scores. Starting

from Line 14, the algorithm computes medoids by generating cell

embeddings. In our prototype implementation, we use the same

library (FastText), vector dimension (100), and the number of clus-

ters (+√<8 ,) as in the clustering scoring method. Finally, Cents

multiplies the medoid TF-IDF scores by a scale factor,� , to make the

medoids more likely to be selected, although other approaches are

possible. OM-Hyb empirically sets � = 2. Finally, we re-normalize

all scores within the column, resulting in changes to the scores of

3https://fasttext.cc/docs/en/python-module.html
4We tested both 300 and 100 dimensions, the di�erence was minimal, so we chose 100.

Algorithm 1: OM-Hyb

Input: Re�ned table) Ĩ (�Ĩ , � ) with = columns and< rows; Scale factor�
Output: Score table) ę (�ę , � ) with score for each cell

1 begin
2 for 8 ← 1 to = do
3 Vğ ← ∅;
4 for 9 ← 1 to< do
5 Vğ ← Vğ ∪ Tokenize(4Ĩğ Ġ ) ;
6 TFğ (C ) ← TF(C,Vğ ) for all C ∈ Vğ ;

7 V ←
Ĥ
⋃

ğ=1
Vğ ;

8 IDF(C ) ← IDF(C,V) for all C ∈ V;
9 for 8 ← 1 to = do
10 for 9 ← 1 to< do
11 foreach token C ∈ 3ğ Ġ do
12 TF-IDFğ Ġ (C ) ← TFğ (C ) × IDF(C ) ;

13 4ęğ Ġ ←
1

|3ğ Ġ |
∑

Ī ∈Ěğ Ġ
TF-IDFğ Ġ (C ) ;

14 for 8 ← 1 to = do
15 <ğ ← number of non-empty cells in colğ ;
16 :ğ ← +

√
<ğ ,;

17 Mğ ← ComputeColMedoids(:ğ , 4Ĩğ1, 4Ĩğ2, . . . , 4Ĩğģğ
) ;

18 for 8 ← 1 to = do
19 for 9 ← 1 to< do
20 if 4Ĩğ Ġ ∈ Mğ then

21 4ęğ Ġ ← � × 4ęğ Ġ ;

22 return) ę (�ę , � ) ;

non-medoids as well as the medoids, and ensuring all scores are

in [0, 1]. With this approach, medoids are most likely going to be

selected, unless they have a very low TF-IDF score. Furthermore,

medoids with higher TF-IDF scores will be favored over those with

lower scores. However, the selection algorithm presented in the

next section also takes into account the weight of each cell (i.e., its

token count) when selecting.

4.3 Context Data Reduction - Solver

The role of the Solver is to select a subset of scored items to maxi-

mizes the total score subject to staying within budget constraints.

The Solver needs to do this in a way that leads to a good solution

and that is computationally e�cient. The Solver takes as input the

scored table, )2 (�2 , � ), and a budget �. It uses the tokenization

function C>:4=�>D=C (see Section 3) to measure the token cost of

each cell thus obtaining a (score, cost) tuple for each cell. I.e., each

element 428 9 ∈ �
2 becomes a tuple consisting of a score and a weight,
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428 9 = (B8 9 ,F8 9 ), where B8 9 is the score and theF8 9 the token cost of

cell at 8th column and 9th row. An example of such table is shown

as table D in Figure 5. Given the structure of tabular data, we have

two sub-problems: how to allocate the budget and how to �nd the

optimal or near-optimal combination of scored items.

Budget allocation. One budget allocation method is to use the

budget for the entire table )2 (�2 , � ). However, this approach can

lead to over-selection of cells in certain columns while neglecting

others, as shown in Table 6. An alternative way is to divide the

budget equally among all columns, but this fails to account for the

varying distribution of content within and across columns.

To address these challenges, we leverage the concept of empir-

ical entropy for column values from [5] to develop an adaptive

budget allocation strategy. The intuition is that columns with a

more "spread-out" distribution of content require a larger budget to

select relevant information. The empirical entropy � 8
�
for column

8 is calculated by mapping each non-empty cell into tokens and

computing the probabilities % (C) of each unique token C based on

its frequency relative to the total number of tokens in the column:

� 8
� = −

∑

C ∈)ğ
% (C) log2 % (C), (1)

where )8 is the set of unique tokens in column 8 . Given the total

budget �, we then compute the allocation �8 for each column 8

using the empirical entropy � 8
�
of the column as:

�8 = � ·
� 8
�

∑=
9=1 �

9
�

, (2)

where
∑=

9=1 �
9
�
is the total entropy across all = columns. This en-

sures that the budget allocated to each column is proportional to

its entropy, allowing columns with more diverse distributions to

receive a higher fraction of the budget. For the remainder of this

section, we assume that we have individual budgets �1, . . . , �= for

each of the = columns, with the total budget � =

∑=
8=1 �8 . However,

Solvers in Cents also support other budget options discussed. We

show how budget allocation a�ects performance in Table 5.

Scored content selection To �nd the best cell combination under

a budget, Cents formalizes it as an optimization problem.

ILP. Content selection can be formalized as an Integer Linear

Programming (ILP) as follows:

Maximize

=
∑

8=1

<
∑

9=1

B8 9~8 9

subject to

<
∑

9=1

F8 9~8 9 f �8 ∀8 ∈ {1, . . . , =},

~8 9 ∈ {0, 1} ∀8, 9,

(3)

where ~8 9 is a binary variable indicating whether cell 48 9 is selected,

B8 9 is the score of the cell, and F8 9 is its token cost. We have =

columns, each with a budget �8 . Directly inputting this formulation

into an o�-the-shelf solver5 yields the best content selection as

shown in Table 7. However, it has a high execution time as shown

in Figure 9, due to the large search space(one variable per cell and

many cells being selected), limiting its practicality. Alternatively, a

5https://github.com/mosek

Algorithm 2: Convert

Input: An optimal solution ~∗
ÿ
for column� for relaxed LP problem

Output: A feasible solution ~∗∗
ÿ

for column� to Equation 3

1 begin
2 ' ← FormCellSets(~∗ )
3 while | {2B ∈ ' | cs is non-0/1} | > 1 do
4 2BĂ , 2Bÿ ← GetTwoCellSets(') ; // V > U

5 ' ← ReduceCellSets(', 2BĂ , 2Bÿ ) ;
6 ~∗∗

ÿ
← RoundCellSets(') ;

7 return ~∗∗
ÿ
;

Algorithm 3: RoundCellSets

Input: Current set of cell-sets ', Current two cell-sets 2BĂ , 2Bÿ
Output: A new set of cell-sets '∗ with exactly one fewer cell-set

1 begin
2 , ęĩ

Ă ,, ęĩ
ÿ
← GetCost(2BĂ , 2Bÿ ) ;

3 (ęĩĂ , (ęĩ
ÿ
← GetValue(2BĂ , 2Bÿ ) ;

4 2Bĥ , 2BĦ , 2Bġ , 2BĢ ← GetNeighborCellSets(2BĂ , 2Bÿ , ') ;
5 A ← ďęĩĂ

ďęĩ
ÿ

;

6 5 ;06←, ęĩ
Ă −

ďęĩĂ ēęĩ
ÿ

ďęĩ
ÿ

;

7 if 5 ;06 g 0 then

8 nĂ ← min

(

U − >,
ďęĩ
ÿ

ďęĩĂ
(; − V )

)

;

9 U ′ ← U − nĂ ;
10 V ′ ← V + AnĂ ;
11 else

12 nĂ ← min

(

? − U,
ďęĩ
ÿ

ďęĩĂ
(V − : ),

ďęĩ
ÿ

ďęĩĂ +ďęĩÿ
(V − U )

)

;

13 U ′ ← U + nĂ ;
14 V ′ ← V − AnĂ ;
15 2BĂ ′ , 2Bÿ′ ← ChangeValue(2BĂ , 2Bÿ , U ′, V ′ ) ;
16 '∗ ← RemoveCellSets(', 2BĂ , 2Bÿ ) ;
17 '∗ ← InsertCellSets('∗, 2BĂ ′ , 2Bÿ′ ) ;
18 return '∗ ;

dynamic programming-based solver yields similarly good selections

but also slow execution times due to its $ (=<�) time complexity.

OM-CS.We observe that the slow execution time of an ILP solver

is due to its use of the branch-and-bound method, which repeatedly

solves the Linear Programming (LP) relaxation of the problem. This

LP relaxation gives fractional selection values (e.g., 0.43) between 0

and 1 for each cell instead of binary values. Simply rounding the

fractional solutions from the LP solver can lead to either infeasible

solutions that violate constraints or sub-optimal outcomes. To ad-

dress this challenge, we propose a solver, OM-CS, specialized for

our setting. OM-CS runs LP once to ensure fast execution. Unlike

naive rounding, once OM-CS has the optimal solution generated by

LP, it iteratively groups cells together and rounds their selection

values toward 0 or 1. The key intuition for OM-CS to be e�ective for

our problem is that it eventually returns binary but not fractional

solutions for cell selection while carefully maintaining the best total

score without violating budget constraints by adjusting two groups

of selection values simultaneously.

4.3.1 Step 1: Relax and solve the LP Problem. OM-CS begins by

relaxing the ILP in Equation 3 from ~8 9 ∈ {0, 1} to ~8 9 ∈ [0, 1].
Using an LP solver, OM-CS solves the relaxed IP problem to obtain

the optimal fractional solution ~∗.
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4.3.2 Step 2: Convert LP solution. Given the optimal fractional

solution ~∗, OM-CS converts ~∗ to ~∗∗, a feasible solution to Equa-

tion 3. Given that each column has its own budget, OM-CS rounds

its per-column LP solution, ~∗
�
, independently. Each cell in ~∗

�
is of

the form 4∗8 9 = (~8 9 , B8 9 ,F8 9 ).
Algorithm 2 shows the approach. Within ~∗

�
, OM-CS aggregates

cells with the same selection value~8 9 = U into a cell-set 2BU (Line 2).

This is to reduce the search space. For example, as shown in Fig-

ure 6, OM-CS groups the tuples in the leftmost column by their ~8 9
values into cell-sets shown in the middle state D-A. We de�ne the

f operator for cell-sets as: 2BU f 2BV if U f V . After construction,
we have the following cell-sets in ', where E = 0 and D = 1:

2BE f ... f 2B> < 2BU f 2B? ... f 2B: < 2BV < 2B; f ... f 2BD (4)

We further de�ne a few more symbols for convenience. We call

neighbors, cell sets that are consecutively ordered in '. We use, 2B
U

to denote the total cost of cells in cell-set 2BU and (2BU the total

score of cells in cell-set 2BU . For example, in state D-A in Figure 6,

, 2B
U=0.42 = 6+ 4+ 4+ 6 = 20, (2BU=0.42 = 0.7+ 0.61+ 0.55+ 0.45 = 2.31.

After constructing cell-sets following Equation 4, within the for

loop of Algorithm 2, OM-CS slowly adjusts the selection values of

cell sets to gradually move to a solution with only three cell-sets

and selection values {0, 1, U}. For this, OM-CS randomly samples

two non-0/1 cell-sets that satisfy the constraint V > U . The OM-CS

then does three things: (1) It merges one of the two selected cell-

sets with its neighbor by adjusting its selection value, U or V , thus

reducing the total number of cell sets; (2) It adjusts the selection

value of the other selected cell-set in the opposite direction and by

an amount that ensures the total score remains the same and the

total cost does not increase. At the end, only cells with selection

value 1 are returned. Algorithm 3 summarizes the approach.

We now explain the intuition behind Algorithm 3 using Figure 6

as an example: We begin by getting the total scores and total costs

of 2BU and 2BV (e.g., in Figure 6, we randomly pick U = 0.42, V =

0.52, and thus we have, 2B
U = 20, (2BU = 2.31, , 2B

V
= 21, (2B

V
=

1.23). Then on Line 4, we get the neighbor cell-sets for 2BU=0.42 and

2BV=0.52 as de�ned in Equation 4 (e.g., in the example, the neighbors

of 2BU are 2B> , 2B? with selection value > = 0.39, ? = 0.468, and the

neighbors of 2BV are 2B: , 2B; with selection value : = 0.47, ; = 0.83).

OM-CS will increase the selection value of one of the two cell-sets

(either 2BU or 2BV ) and decrease the selection value of the other, such

that it eventually merges one of the two cell-sets with a neighbor.

OM-CS cannot simply move the selection values of the two cell-sets

by the same amounts. It needs to take their costs and scores into

account to remain within budget and maximize the total score of

the �nal solution. OM-CS proceeds as follows. We �rst de�ne A in

Line 5 as the score ratio of 2BU and 2BV (e.g., in the example, A = 2.31
1.23 ).

OM-CS then needs to decide whether to increase U and decrease V

or vice-versa. To do so, it computes a �ag value, shown in Line 6.

Let nU and nV be the amounts by which OM-CS will update U and V .

We set nV =

(ęĩĂ
(ęĩ
ÿ
nU , which ensures that the total score remains �xed

as OM-CS updates selection values. In the �rst scenario (increasing

U , decreasing V), the change in total cost is, 2B
U nU −, 2B

V
nV =

nU
(

, 2B
U −

(ęĩĂ , ęĩ
ÿ

(ęĩ
ÿ

)

. In the second scenario (decreasing U , increasing

... ... ...

(0.39, 4)
(0.58, 13)

CellSet(0.47)

CellSet(0.468)

... ... ...

CellSet(0.83)

Value: 38.42 Cost:127.48

... ... ...

(0.27, 4)CellSet(0.39)

CellSet(0.446)

... ... ...

CellSet(0.52)

(0.39, 4)
(0.58, 13)

CellSet(0.47)

CellSet(0.468)

... ... ...

CellSet(0.83)

Value: 38.42 Cost: 128

... ... ...

(0.27, 4)CellSet(0.39)

CellSet(0.42)

(0.52, 0.42, 7)
(0.52, 0.29, 8)

(0.47, 0.39, 4)
(0.47, 0.58, 13)
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(0.468, 0.81, 5)

(0.83, 0.9, 18)

(0.52, 0.33, 4)
(0.52, 0.19, 2)

(0.39, 0.27, 4)

(0.42, 0.7, 6)
(0.42, 0.61, 4)
(0.42, 0.55, 4)
(0.42, 0.45, 6)

... ... ...

... ... ...

Budget: 129

(0.7, 6)
(0.61, 4)
(0.55, 4)
(0.45, 6)
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(0.81, 5)

(0.42, 7)
(0.29, 8)
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Figure 6: Work�ow of OM-CS on a single column. Leftmost

column is solution from relaxed LP problem, middle column

shows process of forming cell-set, and rightmost column

shows result after one iteration of Algorithm 3.

V), the change in total cost is −nU
(

, 2B
U −

(ęĩĂ , ęĩ
ÿ

(ęĩ
ÿ

)

. Here, since

the total cost changes in these two scenarios are inverse of each

other, we can pick the scenario in which the total cost does not

increase. To make such a decision, we de�ne �ag =, 2B
U −

(ęĩĂ , ęĩ
ÿ

(ęĩ
ÿ

.

(e.g., in the example, �ag = 20 − 2.31×21
1.23 ≈ −19 < 0, we would

increase U by nU and decrease V by nV .) Algorithm 3 decides how

much to adjust selection value of each cell-set on Line 12 based

on the constraint that the total score shall not be changed. For

example, when adjusting one of the cell-set selection values to its

neighboring cell-sets (e.g., subtract A × 1.23
2.31 × 0.05 = 0.05 from

V = 0.52 down to 0.47 in the state D-B), we adjust the other cell-set

correspondingly (e.g., add 1.23
2.31 × 0.05 to U = 0.42 up to 0.4466 in

the state D-B). Adjusting the two cell-sets lowers the total cost to

127.48, and maintains the total score, thereby successfully moving

from state D-A to state D-B in Figure 6 and eliminating one cell-set.

Lemma 4.1. Given an optimal solution~∗
�
to the relaxed LP problem

for column � , Algorithm 2 and Algorithm 3 can always reduce the

solution to cell-sets that contain only one of the three values {0, 1, U},
while maintaining it as the optimal solution.

Proof sketch (by induction). If at most one fractional cell-set

remains with U , we are done. Otherwise, Algorithm 2 picks two

di�erent fractional sets 2BU and 2BV and runs Algorithm 3 to adjust

their selection values in opposite directions by nU and nV . By doing

so, it eliminates one cell-set, retains the same total score, and does

not increase the total cost. Since each round reduces the number of

fractional values by one, after �nitely many steps only the three

values {0, 1, U} remain. □

We refer interested readers to the full proof details 6.

At the end, for each column � , OM-CS is left with exactly one

non-0/1 cell-set. It discards this to obtain ~∗∗
�

because including it

would increases the total score of the solution the LP solver already

gives the optimal solution ~∗, and thus by contradiction we know

that including this last cell-set yields an infeasible solution.

6http://drive.google.com/drive/folders/1pEuK01i0hAp7mI1xQ0GSwjRW4Cuo40eT
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4.4 Task Data Reduction

There are twomotivations for Task Data Reducer : �rst, a larger num-

ber of classes generally leads to more complex problems; second,

the ordering of classes in prompts can a�ect LLM performance [37].

Consequently, Task Data Reducer processes the originalĐ (ā, Ą ) and
the set of original Task Data Ĉ (e.g., the schema_vocab LLM needs

to choose from at the bottom of Figure 2) to generate a reduced

label set Ĉ′, ranked by likelihood. Task Data Reducer reduces the

label space for LLMs, thereby enhancing their performance over a

variety of table understanding tasks.

A naive way is to truncate Ĉ to a shorter, Ĉ′, with ć elements,

which is not e�ective when Task Data is a list of labels, since the

correct label may not be in Ĉ′, as shown in Section 5. Instead,

following the idea in Doduo [39], we leverage a pre-trained BERT

Language Model (LM) [8] with frozen weights and only �ne-tune a

linear layer on top of it to reduce Ĉ in a lightweight way.

Speci�cally, Task Data Reducer �rst serializes the input table Đ

by concatenating all cell values, inserting a dummy token [CLS]

before each column, and appending a �nal [SEP] token at the end.

The serialization process is de�ned as:

ser(Đ ) = [CLS] + ser(ě11) + . . .+ [CLS] + ser(ě21) + . . .+ [SEP] (5)
where ser(ěğ Ġ ) denotes the serialization of the cell ěğ Ġ . The Task Data
Reducer feeds ser(Đ ) into BERT to get context-aware embeddings

for each token. Then it extracts the embedding of the �nal [SEP]

token and apply a dense linear layer.

For training, the Task Data Reducer treats this task as amulti-class

multi-label classi�cation problem since each table can be associated

with multiple labels (i.e., multiple headers to recommend) and use

the binary cross-entropy loss function. During inference, the Task

Data Reducer ranks the logits generatedx from highest to lowest

and selects top ć labels based on this ranking.

5 EVALUATION

In this section, we evaluate Cents on popular table understanding

benchmarks and show that Cents successfully lowers the token

cost, while improving F1 scores compared with vanilla LLM-based

baselines. We then study the detailed components of Cents and

their impact on the framework’s performance. We evaluate the

Context Data Reducer on CTA and RE due to their large Context

Data sizes whereas we evaluate the Task Data Reducer on SA due

to its large Task Data size, as shown in Table 2.

Implementation: We implement Cents using Python and

Pytorch.7 We use GPT-3.5-turbo and GPT-4O to evaluate the end-

to-end performance of three tables understanding tasks: CTA, RE,

and SA. We use TikToken8 as the ĪĥġěĤÿĥīĤĪ function to count

token cost in this paper as it is the standard tokenizer used by

OpenAI. We conduct our experiments on a server with a single

L40S GPU with 24 cores and 128GB RAM.

Datasets: For CTA and RE, we evaluateCents over the SOTAB9

dataset [23], a popular benchmark used by recent table understand-

ing related research [6, 11, 22]. For SA, we evaluate Cents over

the TURL dataset [7], another popular benchmark used by [32, 39,

7https://pytorch.org/
8https://github.com/openai/tiktoken
9Note that there is another dataset with a similar name SOTAB V2, but the dataset
used in this paper is adopted from [11, 23].

45], which consists of web tables from Wikipedia. For these these

datasets, we follow ArcheType [11]’s approach and reduce the

semantic overlap among labels to let LLMs discriminate between

semantically di�erent labels. The statistics are shown in Table 2.

Evaluation Metrics: When evaluating CTA and RE, we follow

existing work [7, 11, 20, 39] and use Micro F1. For SA, we follow

TURL’s setting [7] and use mean Average Precision (MAP).

Baselines: For CTA, we compare Cents with �ve baselines.

The �rst is CHORUS [20], an LLM-based system designed for tasks

such as table-class detection, CTA, and join-column prediction.

The second is ArcheType [11], a method speci�cally tailored for

CTA. To the best of our knowledge, these are the state-of-the-art

LLM-based methods for CTA. As it has already been evaluated on

SOTAB27CTA, we directly take the confusion matrix provided by

the authors and calculate the corresponding Micro F1. Third, we use

the Context Data Reduction Random Sample as a baseline method,

in which we sample rows up to the given budget. For our fourth

baseline,Cents (Max Context), we include as much table context as

possible until the �nal LLM’s context window is close to full. We set

the token budget to 15,000, slightly below the GPT-3.5-turbo limit

of 16,38510 to leave room for Instruction, Task Data, and output

tokens. We then run Cents to evaluate its performance when

budget is not tightly constrained, and understand whether table

reduction at a low budget using Cents remains useful in such case.

This leads to $54.5 (USD), as shown in Figure 1. Finally, we apply

the state-of-the-art prompt compression method LLMLingua [18]

that requires using LLM Phi-2 [17] for compression. This method

requires signi�cantly more computing resources than Cents as an

LLM needs to be deployed locally.

For RE, since CHORUS and ArcheType do not support RE, we

compare Cents with three baselines: Context Data Reduction Ran-

dom Sample, Cents (Max Context), and LLMLingua [18].

Lastly, for SA, which neither CHORUS nor ArcheType support,

we compare Cents with the following baseline: given that the

average number of tokens per table, as shown in Table 2, is small

but the number of labels is large, we serialize the full table and

populate the prompt with ć labels selected at random. We discuss

the choice of ć later in this section.

5.1 Main Results

The main results are shown in Table 3 and Table 4 and we highlight

the best-performing methods in bold. ArcheType and CHORUS

both use a single column as the context provided to the LLM. How-

ever, they do not share the same budget, and ArcheType outper-

forms CHORUS due to its carefully designed CTA-speci�c frame-

work that includes components such as rule-based label �ltering

(e.g., provides only numerical-related labels for numerical columns)

and label re-sampling (e.g., call the LLM multiple times to get di-

verse answers), which also makes it also hard to count the tokens

used by this method. We report the best result for all methods for

fair comparison and discuss the budget impact in Section 5.2.6.

CTA: For CTA, we provide the full Task Data given its relatively

small size. Compared with CHORUS andArcheType, both of which

uses a single column as context, Cents achieves higher Micro F1

with additional contextual data. It outperforms ArcheType by 11.2

10https://platform.openai.com/docs/models/gpt-3.5-turbo
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Table 2: Dataset statistics for three table understanding tasks: CTA, RE, and SA.

Dataset # of tables # of test instances avg. columns avg. rows avg. tokens per table # of labels

SOTAB27CTA [11, 23] 7026 15040 8.4 200 40863 27

SOTAB41RE [23] 6480 23155 9.3 249 46360 41

TURL1748SA [7] 4646 4646 5.8 20 2106 1748

Table 3: Main result for SOTAB27CTA and SOTAB41RE.

Benchmark Method Micro F1

SOTAB27CTA

ArcheType 65.2

CHORUS GPT-3.5-turbo 46.7

Random Sample GPT-3.5-turbo 58.8

Cents (Max Context) GPT-3.5-turbo 70.9

LLMLingua GPT-3.5-turbo 60.2

Cents GPT-3.5-turbo 76.4

CHORUS GPT-4O 59.4

Random Sample GPT-4O 65.8

Cents GPT-4O 80.4

SOTAB41RE

Random Sample GPT-3.5-turbo 53.4

Cents (Max Context) GPT-3.5-turbo 57.6

LLMLingua GPT-3.5-turbo 46.9

Cents GPT-3.5-turbo 68.4

Random Sample GPT-4O 72.4

Cents GPT-4O 79.1

Table 4: Main result for TURL1748SA.

Benchmark Method MAP

TURL1749SA

Max Labels GPT-3.5-turbo 38.4

Cents GPT-3.5-turbo 55.9

Max Labels GPT-4O 39.9

Cents GPT-4O 61

Micro F1 and CHORUS by 29.7 when using GPT-3.5-turbo. Cents

outperforms Random Sampling by 17.6 by selecting context data

at the granularity of cells. Cents also outperforms Cents (Max

Context) by 5.5Micro F1, showing that including excessive context

leads to performance drop, in line with recent �ndings [25, 30].

This shows that even when the budget is not constrained, Cents

is useful with a lower budget as it �lters out excessive information

to increase performance. Moreover, despite using signi�cantly less

computing resources, Cents outperforms LLMLingua by 16.2

Micro F1 because LLMLingua is not speci�cally designed for tables.

A larger model such as GPT-4O [35] improves all results, while

yielding the same cost-e�ectiveness trade-o�. Figure 1 compares

the methods across a range of budgets. CHORUS randomly samples

four values from a column as context. We thus estimate its per-table

token cost to be the total number of tokens used for the benchmark

divided by the number of tables in the benchmark, which is 358

tokens per instance. As Figure 1 shows, even if we reduce Cents’s

budget to match CHORUS’, Cents achieves a higher F1 score

thanks to its more careful selection of the context to include and its

inclusion of more context. We do not estimate ArcheType budget

11722s 12237s
13564s 13314s

15161s 14977s 15276s 15705s

CTA Runtime % 2000 4000 6000 8000
22.5%18.4%15.6%14.6%CENTS
77.5%81.6%84.4%85.4%GPT-3.5-Turbo

RE Runtime % 2000 4000 6000 8000
14.6%13.3%12.4% 11.6%CENTS
85.4%86.7%87.6%88.4%GPT-3.5-Turbo

Figure 7: Execution Time Analysis. Numbers above bars are

totals. Table below shows execution time percentages.

for the reasons described at the start of this section. Interestingly,

Cents signi�cantly outperforms Random Sampling even when the

latter uses a better model and a higher budget.

RE: For RE, the full Task Data is also given to all methods due

to its relatively small size. The results are similar to CTA: when

compared against Random Row sampling, Cents shows an im-

provement of 15Micro F1, further demonstrating the importance

of carefully selecting the context for table understanding tasks. Fur-

thermore, Cents also outperforms Cents (Max Context) by 10.8

Micro F1 and LLMLingua by 21.5 Micro F1. These gains are due

to Cents’s �ltering of redundant and excessive context and its

tailored approach for handling tabular data, as discussed earlier in

the results for CTA. As mentioned in the baseline setting, we do

not include CHORUS nor ArcheType as they do not support RE.

SA: For SA, on the other hand, we give all methods the full

Context Data since the average token cost is only 2106 for each

table instance. We compare Task Data Reducer against providing all

labels to the LLM. As shown in Table 4, our Task Data Reducer is

e�ective at reducing the Task Data in a way that not only achieves

the same MAP, but increases it by 17.5. We also notice that in the

SA task, using a more advanced model with the Max Labels setting

does not increase the performance signi�cantly. This is possibly

due to two reasons: Task Data Reducer reduces the search space and

crafts shorter prompts [30], and it ranks labels by likelihood [37].

5.2 Detailed Results

We discuss the e�ects of design choices for Cents components.

5.2.1 Runtime Analysis. We evaluate Cents’s execution time, run-

ning OM-CS and OM-Hyb. As shown in Figure 7, the LLM inference

time dominates. Cents contributes up to 22.5% for SOTAB27CTA

and 14.6% for SOTAB41RE to the total execution time. Additionally,

while Cents’s primary goal is to reduce the dollar cost of API

calls, it also reduces the LLM inference time, and is su�ciently

lightweight that the total time also goes down.
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SOTAB27CTA SOTAB41RE

Con�gurations B2000 B4000 B6000 B8000 B2000 B4000 B6000 B8000

E�ect of Scoring Strategy

Random Sample + GPT-3.5-turbo 58.1 58.6 58.8 58.7 51.5 52.2 53.2 53.4

TF-IDF + OM-CS + GPT-3.5-turbo 72.3 72.5 73.2 73.1 63.6 63.8 64.5 65.3

Clustering + OM-CS + GPT-3.5-turbo 67.9 70.2 71.1 71.3 60 61.7 62.3 62.3

OM-Hyb + OM-CS + GPT-3.5-turbo 75.4 76.1 76.4 76.4 66.8 67 68.2 68.4

E�ect of Scoring Granularity

OM-Hyb (Row) + OM-CS (Row) + GPT-3.5-turbo 71.3 72.1 72.9 73.8 62.6 63.8 64.0 64.7

OM-Hyb (Word) + OM-CS (Word) + GPT-3.5-turbo 52.6 51.9 51.8 50.9 41.5 39.7 39.2 38.5

OM-Hyb (Cell) + OM-CS (Cell) + GPT-3.5-turbo 75.4 76.1 76.4 76.4 66.8 67 68.2 68.4

E�ect of Budget Allocation Strategy

OM-Hyb + OM-CS (Table Budget) + GPT-3.5-turbo 72.2 73.6 73.9 74.4 62.8 63.4 63.9 64.7

OM-Hyb + OM-CS (Equal Budget) + GPT-3.5-turbo 73.7 74.6 74.9 75.6 63.2 65.8 66.2 66.4

OM-Hyb + OM-CS (Entropy Budget) + GPT-3.5-turbo 75.4 76.1 76.4 76.4 66.8 67 68.2 68.4

E�ect of Budget þ with Di�erent Model

OM-Hyb + OM-CS + GPT-3.5-turbo 75.4 76.1 76.4 76.4 66.8 67 68.2 68.4

OM-Hyb + OM-CS + GPT-4O 80 80 80.3 80.4 78.5 79.1 79.1 79.1

OM-Hyb + OM-CS + DeepSeek-R1-Distill-Llama-8B 49.6 49.8 50 49.8 48.2 48.8 48.9 48.3

OM-Hyb + OM-CS + TableGPT2 50.7 51.4 50.5 50.6 50.2 50.4 51.8 51.5

Table 5: Analysis of di�erent design choices in Cents for SOTAB27CTA and SOTAB41RE. For each budget þ (i.e., count of

tokens for reduced Context Data is f þ, the best result is highlighted in bold. Units are Micro F1.

Benchmark B2000 B4000 B6000 B8000

SOTAB27CTA 2889 1498 990 745

SOTAB41RE 3527 1960 1320 980

Table 6: Number of columns that Cents fails to sample at all

if Cents keeps a budget for the whole table.

5.2.2 E�ectiveness of budget allocation. The impact of the budget

allocation in the Context Data Reducer on Cents’s end-to-end

performance is shown in Table 5. We evaluate three strategies: OM-

CS (Table Budget), which assigns a single budget to the entire table;

OM-CS (Equal Budget), which splits the budget equally among all

columns; and our proposed OM-CS (Entropy Budget). Our results

indicate that the OM-CS (Entropy Budget) consistently achieves the

best performance across all budgets. Although the OM-CS (Equal

Budget) performs better than the OM-CS (Table Budget), it is still

worse than the OM-CS (Entropy Budget), particularly at lower

budget settings becauseOM-CS (Entropy Budget) adaptively assigns

budgets to columns based on their content.

5.2.3 E�ectiveness of di�erent scoring granularities. We evaluate

how di�erent scoring granularities a�ect Cents’s end-to-end per-

formance. We modify our OM-CS such that it works for each data

granularity (i.e.,OM-CS (Word) records word locations, selects indi-

vidual words, and reconstructs cell values from those words; OM-CS

(Row) computes a score for each cell, aggregates those scores at

the row level, and selects row-wise). The results in Table 5 indicate

that OM-Hyb (Cell) achieves the best performance across various

budget settings. OM-Hyb (Row) does not perform as well because

of its in�exibility. On the other hand, OM-Hyb (Word) performs the

worst likely due to the ill-formed context it introduces for LLMs

when cells are reconstructed from lists of words.
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Figure 8: Analysis of di�erent scoring function design

choices in Cents for SOTAB27CTA and SOTAB41RE.

5.2.4 E�ectiveness of di�erent scorers. We evaluate the e�ective-

ness of scoring strategies, speci�cally Random Sampling, TF-IDF,

Clustering, and our proposed OM-Hyb. As the results in Table 5

show, our OM-Hyb outperforms all baseline methods, showing that

OM-Hyb’s robust performance across di�erent tasks. We dig deeper

into the di�erences between scorers by distinguishing their perfor-

mance on tables that pose di�erent levels of di�culty. We consider

MediumCases, those instances where the Random Samplingmethod

fails and Hard Cases, those where both the Random Sampling and

Clustering methods make errors. We ignore easy cases where even

Random Sampling su�ces. Figure 8 shows the performance of our

OM-Hyb on these cases. For Medium Cases, we compare the solid

lines of OM-Hyb with those of the other methods. For Hard Cases,

we compare the dotted lines. Our results demonstrate that OM-Hyb

consistently outperforms the other two methods in both scenar-

ios and by a signi�cant margin, showcasing its ability to correctly

handle challenging instances where other approaches fail.
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Figure 9: Analysis of execution time of di�erent solver

choices in Cents for SOTAB27CTA and SOTAB41RE.

Con�gurations SOTAB27CTA SOTAB41RE

OM-Hyb + ILP 77.1 68

OM-Hyb + DP 76.6 67.8

OM-Hyb + DP (0 ∼ 10) 73.8 64.5

OM-Hyb + OM-CS 76.1 67.6

Table 7: Analysis of performance, averaged over all

budgets, of di�erent solver choices in Cents for

SOTAB27CTA and SOTAB41RE with GPT-3.5-turbo.

Token Budget SOTAB27CTA SOTAB41RE

B2000 4956 (95.1%) 4581 (95.7%)

B4000 3821 (90.2%) 3576 (91.3%)

B6000 3094 (85.3%) 2984 (87.1%)

B8000 2625 (80.4%) 2600 (82.7%)

Table 8: Number of tables reduced per budget, with the

average percentage of token reduction in parentheses.

5.2.5 E�ectiveness and execution time of di�erent Solvers. We now

evaluate the e�ciency (i.e., execution time) of each solver: we com-

pare OM-CS against an ILP solver, a DP solver, and a DP solver with

quantization (DP (0 ∼ 10)). For quantization, we employ the most

aggressive granularity by converting scores to integers ranging

from 0 to 10, resulting in the fastest DP solver available for compar-

ison. Figure 9 shows the execution time. (note the log-scale on the

y-axis). If the total token cost for a table is below the budget, the

table is included without reduction. Table 8 shows the number of

tables reduced for each budget. The results show that the ILP solver

requires much higher execution time for both tasks. In contrast,

OM-CS shows a decreasing execution time as the budget increases.

This is because of the reduced number of tables that need to be sam-

pled and the fact that OM-CS only requires running the LP solution

once per table. In the SOTAB27CTA task, OM-CS achieves up to

a 94× speedup compared to the ILP solver and a 9× speedup over

DP (0 ∼ 10). Similarly, for SOTAB41RE, OM-CS attains up to a 131×
speedup over ILP and an 11× speedup compared to DP (0 ∼ 10).

Table 7 shows the Micro F1 performance comparison for these

solvers, averaged over all budgets. While Cents with OM-CS leads

to a small drop in performance compared with using an ILP-based

solver, the drop is rather minimal, and thus justi�es the two orders

of magnitude improvement in execution time. The drop is even less

signi�cant compared with the DP solver.
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Figure 10: Analysis of di�erent choices of Task Data Reducer

and ć in Cents for TURL1749SA.

5.2.6 Impact of budget and model. We discuss the impact of vary-

ing the budget þ and the LLM on Cents’s performance. We re-

port our �ndings at the bottom of Table 5. We gradually reduce

the token budget from 8000 to 2000, decreasing it by 2000 each

time. As shown in Table 8, each 2000 token decrease corresponds

to reducing approximately 5% more tokens on average per table

for both SOTAB27CTA and SOTAB41RE. The results show that

reducing the budget from 8000 to 2000 does not lead to a signif-

icant performance drop for either the CTA or RE. For CTA with

GPT-3.5-turbo, decreasing the budget to 2000 results in a Micro

F-1 drop of 1, while for RE, the drop is only 1.6. In contrast, with

GPT-4O, reducing the budget to 2000 causes a Micro F-1 drop of

only 0.4 for CTA and 0.6 for RE. With Deepseek-R1-Distill-Llama-

8B [12], reducing the budget to 2000 causes a Micro F-1 drop of

only 0.4 for CTA and 0.6 for RE. For TableGPT2 [38], we use its

standalone decoder without its special table encoder since it is

not released, but it still outperforms Deepseek-R1-Distill-Llama-8B

with a smaller model size.Interestingly, both Deepseek-R1-Distill-

Llama-8B and TableGPT2 show large performance drops for both

CTA and RE across all budgets compared to the OpenAI models.

We further evaluate Cents’s e�ectiveness under very small token

budgets on SOTAB27CTA, and present our �ndings in Figure 1.

Our results show when the token budget is extremely small (e.g.,

100 token budget), Cents’s performance eventually drops. These

�ndings demonstrate three things: First, using a more advanced

model improves end-to-end performance across all tasks Second,

Cents e�ectively selects the most representative information for

any given budget. By contrast, random sampling and CHORUS

consistently underperform at the same budget, demonstrating that

Cents is more cost-e�ective. Finally, while locally deployable LLM

exist, larger hosted LLMs provide better performance on these tasks,

highlighting the cost-saving bene�ts of Cents.

5.2.7 Performance of the Task Data Reducer. We now discuss how

Task Data Reducer strategies a�ect Cents’s performance on the

SA task in Figure 10. We observe that using Cuto� (i.e., selecting

the �rst ć labels given in a random order) as our Task Data Re-

ducer results in suboptimal performance. This is because the actual

ground-truth labels may not be included in the reduced Task Data

provided to the LLM. Even the �nal point at ć = 1000 labels per-

forms worse than our method. We further increaseć above 1000 for

the Cuto� baseline until the context-window limit is reached. We

plot this as a straight line, labeled Maximum label and the results

are not much better than Cuto� with ć = 1000. This is because the

labels are not sorted. Our Task Data Reducer method, as shown in
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the �gure, e�ectively reduces and ranks the more likely labels at

the front of the prompt, achieving signi�cant improvements over

the Cuto� and Maximum labels methods. The issue of the LLM

becoming confused still exists as we increase ć , leading to a slight

decline in performance for both Cents with all models.

6 DISCUSSION

In this section, we discuss alternative solutions to table understand-

ing, and how to extend Cents to other problem settings.

Pre-trained Language Models (PLM) for table understanding.

LLMs are known to perform well even on tasks they have not been

trained for [2, 36, 44]. On the other hand, PLMs rely on task-speci�c

�ne-tuning, which gives strong performance on the same task but

limits their generalizability to new tasks or data distributions [8].

For this reason, they outperform purely LLM-prompting-based so-

lutions on in-distribution data using extra training data [11, 20, 34].

In line with these prior �ndings, �ne-tuning Doduo [39], a recent

state-of-the-art PLM-based method, on our benchmarks gives a Mi-

cro F1 of 87.3, a Micro F1 of 86.6, and a MAP of 87 on SOTAB27CTA,

SOTAB41RE, and TURL1748SA, respectively, outperforming the

LLM-based approach. Trying to use Doduo without pre-training

does not work: Using Doduo o�-the-shelf without �ne-tuning only

produces embeddings [39]. O�-the-shelf Doduo, �ne-tuned on the

TURL [7] dataset, produces labels for the TURL benchmark. Using

exact string match, there is no overlap with the labels needed for

our benchmarks. CHORUS [20] further showed that by manually

mapping labels to a new dataset, these PLM-based methods exhibit

signi�cant performance drops on new target sets. Moreover, PLM

methods require well-labeled datasets and task-speci�c architec-

tures for each benchmark [7]. Thus, while PLMs achieve higher

performance on in-distribution data, LLM-based approaches can

be more practical when task-speci�c training data is not available.

Locally deployable small LMs for table understanding We

designed Cents with hosted LMs in mind, as those systems o�er

excellent performance. Our experiments in Table 5 with Deepseek-

R1-llama-8B [12] and TableGPT2 [38] show that their performance

fall short compared to closed-source models like GPT-3.5-turbo.

Nevertheless, Cents can still be useful with locally deployable

small LMs [9, 12, 17] because reducing the prompt length improves

query throughput given the ċ (Ĥ2) time complexity of attention

mechanisms, whereĤ is the input sequence length [41]. And, indeed,

we also saw reduction in LLM inference times in Figure 7.

Extending Cents to other tasks. Cents’s main contribution is

a method to reduce tables. Such a method can be helpful in tasks

beyond table understanding. For example, LLM-basedmethods have

been proposed for schema matching [27, 31], in which an LLM is

used to judge the similarity between query columns and candidate

table columns. Cents could be applied to this setting by reducing

the size of the candidate table in the input prompt sent to the LLM

to save costs. However, for LLM-based TableQA [27], where an

answer can appear anywhere in a table and the full context of the

table is required, Cents’s reduction method may not be useful.

Few-Shot Learning. Few-shot learning with LLMs—by including

task-speci�c demonstrations in the prompt—can enhance perfor-

mance [2]. Extending Cents to support few-shot learning is also

feasible by processing the demonstration examples with Cents.

Due to space constraints, we leave this extension for future work.

7 RELATED WORK

Table understanding. Table understanding has been a popular

topic in the data management community. Limaye et al. [29] pro-

posed to annotate tables at di�erent granularities (i.e., cell, column,

and pairs of columns). Early approaches [16, 49] used features

from tables or leveraged topic model and use machine learning-for

CTA. Later studies [7, 13, 32, 39, 48] used PLMs to improve the

performance of table understanding tasks. These solutions could be

divided into two categories: Some approaches [7, 13, 48] pre-train

a language model for tabular data that can be applied to several

downstream tasks, while others [32, 39] �ne-tune a pre-trained

model with task speci�c training data. Speci�cally, Doduo [39]

devises a multi-task learning framework to support di�erent table

annotation tasks with a shared encoder; Watchog [32] focuses on

the semi-supervised where there are much fewer labeled training

instances. These approaches all require separated training data for

each speci�c task. In contrast, Cents prompts over LLM-based

solutions and thus does not require labeled data for �ne-tuning.

Recently, some early trials proposed to use LLMs for table under-

standing tasks. Some approaches [11, 23, 45] explored prompting

strategies and optimizations speci�cally for CTA. CHORUS [20] de-

veloped a �exible framework that enables the synthesis of multiple

table related tasks but not consider the issues of cost reduction for

prompts. TableGPT [27] conducted extensive �ne-tuning over GPT

to accommodate for the tabular structure and support a multiple

table related tasks. Our work is orthogonal to them and could be

integrated with them to further improve their performance.

There has also been progress in creating table understanding

benchmarks. Viznet [14] constructs a corpus with ground truth for

di�erent table-related tasks including CTA. WDC [24] is a large

table corpus for dataset search and entity matching. TURL [7] pro-

vides dataset for seven downstream table understanding tasks. Git-

table [15] is a Github-based large table corpus. SOTAB [23] provides

annotated benchmarking tasks for CTA and RE. ArcheType [11]

customized existing datasets for LLM-based solutions with label

mapping mechanisms.

LLM Cost-e�ectiveness. There are e�orts in machine learning

to provide cost-e�ective LLM solutions. For prompt compression,

some approaches [18, 28] use a smaller LM to remove tokens in

natural language prompts. Others [33, 46] use task-speci�c datasets

to train models to reduce prompts. FrugalGPT [4] provides high-

level guidance and requires task-speci�c datasets for training to

decide whether to use a cheaper LLM. PromptIntern [53] �ne-tunes

LLM to internalize prompt knowledge. In contrast, Cents does not

train model to reduce input tables (our proposed label reduction is a

side optimization), and focuses speci�cally on tabular data for table

understanding tasks. Cents is thus orthogonal to these approaches.

8 CONCLUSION

In this paper, we developed Cents, a �exible, uni�ed, and cost-

e�ective framework for LLM-based table understanding solutions.

Cents strategically reduces input tables in prompts through a

novel scoring method and an e�cient selector, resulting in high

F1 scores at a lower cost, and with a rapid execution time. Cents

also provide label sets reduction as an optimization to improve per-

formance of LLM-based solutions. Experiments show that Cents

outperforms existing methods at the same or lower cost.
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