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ABSTRACT

The Variant Call Format (VCF) and its binary counterpart (BCF)

are commonly used in bioinformatics for storing gene sequence

data. While VCF oles provide compact storage, they require specioc

tools and scripts for querying, thereby missing the rich function-

ality arsenal of database management systems and their potential

for integration in multiomics pipelines. In this paper, we leverage

Relational Database Management Systems (RDBMS) to enhance

eociency and nexibility in storing and querying large-scale ge-

netic datasets. We map the VCF ole structure to narrow, wide, and

array-based data models that are further reoned using JSON data

structures, resulting in eight data models. Our experimental eval-

uation shows that RDBMS provide competitive performance in

comparison with specialized state-of-the-art tools while making

full-nedged database capabilities available for genetic data analysis.
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1 INTRODUCTION

The increasing volume of data in bioinformatics, especially in ge-

nomics, presents new challenges for data storage and analysis. As

the cost of collecting genetic data continues to decrease, the num-

ber and scale of sequencing studies rises [25, 30, 33]. Over the next

decade, it is estimated that the amount of genetic data will reach

petabytes [16]. This surge in genomic data is also leading to a new

standard of healthcare, where treatments are tailored to an individ-

ual9s genetic makeup [11, 23]. This trajectory on multiple fronts is

creating a pressing need for scalable solutions to store and query

massive volumes of genetic data.

Genetic data is typically stored in Variant Call Format (VCF)

oles [8, 12, 16], which provide a standardized way to represent
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genetic variants across samples. A VCF ole usually contains infor-

mation on millions of gene variants for thousands of individuals.

Existing tools, such as BCF Tools [29], excel at handling smaller

genetic datasets of VCF oles. However, their performance is less ef-

fective when dealing with massive cohorts with millions of samples.

This limitation stems from bottlenecks in input/output operations,

memory usage, and functionality. BCF Tools is well suited for vari-

ant analysis tasks [8] but cannot independently perform analysis

tasks, such as Genome-Wide Association Studies (GWAS) [34]. For

such complex analyses, BCF Tools works in conjunction with other

specialized tools. In response to the challenges posed by the text-

based structure of VCF oles and the limitations of existing tools like

BCF Tools, various approaches were proposed, e.g., [7, 9, 12, 14].

RDBMSs provide a promising setting for facilitating complex

analytical queries, data integration with diferent datasets, and

enhanced data management capabilities, including indexing and

access control. To this end, in this paper, we provide a systematic

comparison of standard RDBMS data models, exploring a range of

mapping strategies, from more direct translations to more RDBMS-

centric reorganizations. We set out by mapping the VCF ole struc-

ture to three standard data models, namely, wide and narrow table-

based and array-based data models. We reone our analysis by in-

troducing JSON data structures into our data models. This results

in a total of eight diferent data models that optimize performance

for various query types. We discuss the design decisions for each

model as well as our implementation of the models in PostgreSQL.

In a detailed performance evaluation, we compare our models to

state-of-the-art competitors, i.e., BCF Tools and TileDB-VCF, for

storage and query runtime, and query selectivity.

Our results show that each model presents distinct trade-ofs in

terms of storage requirements, query performance, and nexibility.

Overall, our Array and JSON models provide competitive perfor-

mance compared to specialized tools while bringing about a rich set

of relational database capabilities to genetic data analysis. We show

the impact of query selectivity and dataset size on each model9s

performance, thereby exposing the model9s suitability for specioc

workloads. Our ondings ofer insights into the trade-ofs between

various data models, enabling researchers to make informed deci-

sions based on their specioc requirements, whether they prioritize

speed, storage, or the ability to handle complex queries.

The main contributions can be summarized as follows:

• Wepresent eight novelmodels to store VCF data in RDBMSs,

aiming to optimize performance for various query types.

• We implement the proposed models in PostgreSQL.

• We experimentally compare our proposed models to ex-

isting state-of-the-art competitors, revealing the need for
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scalable solutions for processing genetic data and the rich

functionalities ofered by RDBMSs.

The remainder of this paper is structured as follows: Section 2 dis-

cusses related work. Section 3 provides an overview of the VCF

ole structure. Our proposed RDBMS data models for genomic data

are introduced in Section 4 and empirically evaluated in Section 5.

Section 6 explores trade-ofs between data models and query per-

formance, relating our ondings to existing genomic data strategies.

Section 7 summarizes our ondings and outlines future work.

2 RELATEDWORK

Tools and data models used in genomic research can be categorized

into command-line utilities, libraries, and database systems.

Command-line utilities provide a direct way to work with

VCF oles. Examples include vcf2fhir, an open-source utility that

converts VCF oles into HL7 FHIR format for genomics-EHR integra-

tion [9], VCF-kit, a collection of utilities that analyze and annotate

VCF oles [7], and bio-vcf, a tool for oltering and converting VCF

oles into diferent formats [12]. While these tools are convenient

for basic tasks, they lack advanced customization capabilities and

require other tools for analyses with multiple oltering steps and

data integration. Furthermore, the limited automation features of

these tools hinder worknow repeatability on diferent datasets.

Despite these limitations, command-line utilities like BCF Tools

and Tabix are state-of-the-art in this category as they balance perfor-

mance and ease of use. BCF Tools is a command-line suite speciocally

designed for working with VCF and BCF (Binary VCF) oles, ofer-

ing a set of functionalities for various processing tasks. It allows

the retrieval of specioc samples or variants, e.g., based on location

and variant type. BCF Tools also supports calculating summary

statistics as well as manipulating oles in analysis worknows [29].

Tabix, which complements BCF Tools, is a generic indexer for TAB-

delimited genome position oles as VCF oles. It creates an index ole

for a given input data ole. After indexing, Tabix can retrieve data

lines overlapping regions [17]. This allows BCF Tools to eociently

extract and analyze data from large VCF oles.

Libraries ofer more nexibility than command-line utilities as

they can be integrated into custom scripts and applications. They

allow for more complex operations and analyses on VCF oles. How-

ever, they tend to specialize in a specioc set of features, rather than

providing a general platform for programmatic data analysis, which

limits their applicability. Examples of such libraries include: vcnib,

a C++ library that provides a variety of functionalities for parsing

and manipulating VCF oles [7]; cyvcf2, a Python library for fast

parsing and querying of VCF oles [26]; hts-nim, a library for reading

and writing high-throughput sequencing data [27].

Database systems ofer powerful functionalities for storing, re-

trieving, and analyzing large volumes of data. Among these systems,

TileDB-VCF is notable for its custom design tailored speciocally for

genetic data [24, 32]. It is an open-source C++ library that leverages

the TileDB Embedded platform, a multi-dimensional array database

system with high performance and the ability to scale for large

volumes of genetic data due to its database roots. The core function-

ality of TileDB-VCF is its use of 3D sparse arrays for storing samples

in a compressed and lossless manner by applying diferent com-

pressors to VCF oelds based on the data types and characteristics.

It includes features for ingesting VCF oles, performing genomic in-

terval intersections, and slicing variant records by genomic regions

across an arbitrary number of samples.

Other examples of database systems include TheSNPpit [14], a

high-performance database system for managing large-scale SNP

data, and Breedbase [20], an open-source web database that imple-

ments a novel data model for genotyping data.

Another work presented in [18] addresses similar challenges by

exploring relational databases in an array model, resembling one of

our eight models. The authors suggest that relational databases are

efective for large genotypic datasets, balancing performance and

storage, but do not compare them to BCF Tools. Our work takes

a broader approach by exploring standard and extended RDBMS

data models, including JSON structures, while preserving variant

information. This emphasis on VCF odelity sets our work apart, en-

abling richer analyses and greater nexibility for researchers. Finally,

we thoroughly compare all our models to state-of-the-art tools, i.e.,

BCF Tools and TileDB VCF, using comprehensive workloads.

The study in [15] explored the use of relational databases for ge-

nomic data by storing individual genotypes in a so-called mapping

table 3 a concept similar to our narrow models, where each variant-

sample genotype is a separate row. Our study advances this line

of research by providing a more extensive, large-scale evaluation,

investigating eight diferent relational models and ofering direct

performance comparisons with state-of-the-art tools. While evalu-

ation in [15] is limited to datasets of up to 100 million records, our

work assesses scalability using over 1.2 billion genotype records.

The work in [19] introduces a document-based approach that

maps VCF oles to JSON to integrate genetic variants with OWL-

based ontologies in MongoDB, leveraging JSON9s nexibility for

handling semi-structured data. In a similar vein, our Full JSON and

Full JSON ID models also use JSON, but within relational databases.

However, our study takes a broader perspective by evaluating how

various relational data models, including those incorporating JSON,

can eociently manage and query genomic variant data.

3 THE VCF FILE STRUCTURE

Genetic data is represented as sequences of letters denoting the

bases. For simplicity, we focus on DNA, where these bases are A, T,

C, and G. Other forms of genetic data follow the same scheme. The

human genome has a pair of 23 chromosomes with about 3 billion

bases. However, these numbers vary between species.

The Variant Call Format (VCF) has become the standard for

storing large-scale gene sequence data from genotyping and DNA

sequencing projects [10, 21, 22, 31]. VCF oles are widely used in

public genetic datasets, including the 1000 Genomes Project [6], as

well as datasets for animals [2], plants [20], or microorganisms [13].

VCF oles store genetic data in a compact form by exposing only

positions that difer from a reference genome, which is a complete

sequence of a particular genome assembly.

Figure 1 shows an example of raw genomic data and the cor-

responding VCF ole. The Raw genome data table shows the raw

DNA sequence of three samples: NA00001, NA00002, and NA00003,

together with a reference sequence. In ove positions, at least one

sample difers from the reference genome. The parts that overlap

with the reference in all samples are abbreviated with <..=. Because
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Figure 1: Raw genome data and VCF �le structure

sequences come in pairs, there are two variants at each position,

e.g., G/G, one maternal and the other paternal. In the corresponding

VCF ole, we can distinguish three diferent blocks of information:

meta-information, oxed oelds, and samples.

The meta-information block provides essential context for inter-

preting the variant data, including ole format version, reference

genome, sample information, and detailed speciocations for oelds

like FILTER, INFO, FORMAT, and others.

The oxed oelds block contains general information about each

variant, including its chromosome (CHROM), position (POS), and op-

tional identioer (ID). The column REF stores the reference base/s,

whereas ALT stores alternative alleles (bases). QUAL, FILTER, and

INFO provide information about the quality score, olter status, and

additional information, respectively. The optional FORMAT oeld is

present if genotype/sample columns are included and deones the

format used to store genotypes in the sample block.

The samples block stores genotype data for each sample at the

positions listed in the oxed oelds block. Each column is a sample,

and each row a position. The corresponding data format is specioed

in the FORMAT oeld. Each cell contains two reads (one per parental

chromosome): 0 matches the reference in the REF column, 1 the

orst alternative in the ALT column, 2 the second, and so on. For

example, 0|0 means both alleles are reference, 0|1 is one reference

and one alternative, and 1|1 means both are the orst alternative.

4 RELATIONAL DATA MODELS FOR VCF

In this section, we introduce several data models we designed for

VCF data: Wide, Narrow, Array Plain , and Full JSON. Addition-

ally, we explored hybrid models, which we refer to as Wide JSON,

Narrow JSON, Array JSON, and Full JSON ID.

VCF data are typically used for read-heavy analysis, and mod-

iocations of the data often require ole regeneration from up-

stream pipelines [12]. Consequently, our data models prioritize

read queries.

4.1 Meta-Information and Fixed Fields

Across all data models, we extract the meta-information from the

VCF oles and map it to a relational model by creating dedicated

tables for each type of metadata. This structured approach ensures

that the metadata is organized and easily accessible.

vcf_oxed_oelds

ln chrom pos id ref alt qual �lter info format

1 20 14370 rs6054257 G A 29 PASS NS=3;DP=... GT:GQ:DP:HQ
2 20 17330 . T A 3 q10 NS=3;DP=... GT:GQ:DP:HQ
3 20 1110696 rs6040355 A G,T 67 PASS NS=2;DP=... GT:GQ:DP:HQ

Figure 2: Fixed �elds table

The oxed oelds block of the VCF format is stored in a table named

fixed_fields as shown in Figure 2. Each tuple represents a row in

the oxed oelds block, where each oeld is stored as an attribute: chro-

mosome chrom, position pos, identioer id, reference base(s) ref,

alternative base(s) alt, quality qual, olter status filter, additional

information info, and format format.

Additionally, we add a column ln, which serves as a unique iden-

tioer. It corresponds to the line number in the VCF ole. This oeld is

crucial for maintaining the variants9 order and cross-referencing

between tables. We cannot use the ID oeld of the VCF standard

because it is not guaranteed to be unique for all variants. Some VCF

oles may contain multiple variants with the same ID, especially in

cases where the ID oeld is left blank or olled with a generic place-

holder. Similarly, the combination of the chrom and pos oelds from

the VCF ole might not be unique. In some cases, multiple distinct

variants can occur at the same position on the same chromosome.

These are often referred to as multi-allelic sites [28].

4.2 Samples Data Block

4.2.1 WideModels. TheWidemodel organizes genomic samples re-

lationally using a 2D matrix (variants as rows, samples as columns).

Due to column limits, samples are split into chunks and stored in

tables named vcf_wide_samples_chunk_i, where each row holds

a position9s genotype data. Figure 3a shows an example where each

chunk can store at most two samples.

The Wide JSON model shown in Figure 3b extends the Wide

model by storing genotypes as a JSON object. While straight-

forward in design, the Wide models do not scale well with

large numbers of samples. As the sample count grows, additional

vcf_wide_samples_chunk_i tables are needed, leading to increas-

ingly complex and slower joins. Moreover, the model handles vary-

ing sample counts per genotype ineociently.

4.2.2 NarrowModels. In theNarrowmodel, all sample data is stored

in a single table, vcf_narrow_samples (Figure 4a), where each row
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vcf_wide_samples_chunk_1

ln na00001 na00002

1 0|0:48:1:51,51 1|0:48:8:51,51
2 0|0:49:3:58,50 0|1:3:5:65,3
3 1|2:21:6:23,27 2|1:2:0:18,2

vcf_wide_samples_chunk_2

ln na00003

1 1/1:43:5:.
2 0/0:41:3
3 2/2:35:4

(a) VCF Wide model
vcf_wide_json_samples_chunk_1

ln na00001 na00002

1 {"DP": 1, "GQ": 48, "GT": 0/0, "HQ": 51,51} · · ·

2 {"DP": 3, "GQ": 49, "GT": 0/0, "HQ": 58,50} · · ·

3 {"DP": 6, "GQ": 21, "GT": 1/2, "HQ": 23,27} · · ·

vcf_wide_json_samples_chunk_2

ln na00003

1 {"DP": 5, "GQ": 43, "GT": 1/1}
2 {"DP": 3, "GQ": 41, "GT": 0/0}
3 {"DP": 4, "GQ": 35, "GT": 2/2}

(b) VCF Wide JSON model

Figure 3: VCF Wide and VCF Wide JSON models

represents a variant-sample pair, identioed by the ln and the s_id

attributes, with the genotype. This approach, known as <nattening=

or <unpivoting,= transforms wide-format data into a narrow format,

with each row capturing one data point and its attributes. The

Narrow model avoids the need for many joins in large datasets;

however, the table storing the data can be very large.

The Narrow JSON model extends the Narrow model by encapsu-

lating each combination of genotype and sample ID as a singular

observation in JSON format, as in Figure 4b.

vcf_narrow_samples

ln s_id genotypes

1 NA00001 0|0:48:1:51,51
1 NA00002 1|0:48:8:51,51
1 NA00003 1/1:43:5:.
2 NA00001 0|0:49:3:58,50
2 NA00002 0|1:3:5:65,3
2 NA00003 0/0:41:3
3 NA00001 1|2:21:6:23,27
3 NA00002 2|1:2:0:18,2
3 NA00003 2/2:35:4

(a) VCF Narrow

vcf_narrow_json_samples

ln s_id genotypes

1 NA00001 {"DP": 1, "GQ": 48, "GT": 0/0, "HQ": 51,51}
1 NA00002 {"DP": 8, "GQ": 48, "GT": 1/0, "HQ": 51,51}
1 NA00003 {"DP": 5, "GQ": 43, "GT": 1/1}
2 NA00001 {"DP": 3, "GQ": 49, "GT": 0/0, "HQ": 58,50}
2 NA00002 {"DP": 5, "GQ": 3, "GT": 0/1, "HQ": 65,3}
2 NA00003 {"DP": 3, "GQ": 41, "GT": 0/0}
3 NA00001 {"DP": 6, "GQ": 21, "GT": 1/2, "HQ": 23,27}
3 NA00002 {"DP": 0, "GQ": 2, "GT": 2/1, "HQ": 18,2}
3 NA00003 {"DP": 4, "GQ": 35, "GT": 2/2}

(b) VCF Narrow JSON

Figure 4: VCF Narrow and VCF Narrow JSON models

4.2.3 Array Models. The Array Plain model tackles the Narrow

model9s size issue by storing each VCF row as tuple in a table

vcf_array_genotypes, where an array is used to store all samples9

genotypes (cf. Figure 5a). To enable eocient access, a separate table

vcf_array_indices is created that maps each sample ID to its

index in the array.

vcf_array_genotypes

ln genotypes

1 ["0|0:48:1:51,51", "1|0:48:8:51,51", "1/1:43:5:."]
2 ["0|0:49:3:58,50", "0|1:3:5:65,3", "0/0:41:3"]
3 ["1|2:21:6:23,27", "2|1:2:0:18,2", "2/2:35:4"]

vcf_array_indices

s_id e_id

NA00001 1
NA00002 2
NA00003 3

(a) VCF Array Plain
vcf_array_json_genotypes

ln genotypes

1 [{"DP": 1, "GQ": 48, "GT": "0/0", "HQ": "51,51"}, . . . ]
2 [{"DP": 3, "GQ": 49, "GT": "0/0", "HQ": "58,50"}, . . . ]
3 [{"DP": 6, "GQ": 21, "GT": "1/2", "HQ": "23,27"}, . . . ]

vcf_array_json_indices

s_id e_id

NA00001 1
NA00002 2
NA00003 3

(b) VCF Array JSON

Figure 5: VCF Array Plain and VCF Array JSON models

The Array JSON model extends the array model by storing geno-

types as an array of JSON objects, each encapsulating a distinct

genotype of a sample (cf. Figure 5b).

4.2.4 JSONModels. Besides nat (wide and narrow) and array-based

models, we explored JSON-based data models for encoding geno-

types. JSON9s nexibility within a relational schema allows complex

queries via database JSON functions and avoids the sparsity and

storage overhead of dedicated relational columns for annotations.

The alternative of deoning a compressed custom data type would

require additional decompression steps for retrieval.

The Full JSON model stores both sample IDs and genotypes

together in a JSON object (see Figure 6a). Each row of the

vcf_json_samples table contains a JSON array, where each el-

ement is a JSON object with a sample ID and its genotype data.

Unlike the Array JSON model, which stores genotypes as JSON ob-

jects in an array without sample IDs, this model explicitly includes

the sample ID within each genotype entry.

In the Full JSON ID model in Figure 6b, each genotype is a single

JSON object in the vcf_js_id_samples table with a separate table

for sample ID mapping, similar to the Array models. This addi-

tional table, vcf_js_id_indices, provides a mapping between the

sample IDs and their indices in the genotypes array.

vcf_json_samples

ln sample_genotype

1 {{"s_id": "NA00001", "genotype": {"DP": "1", "GT": "0|0", "GQ": "48", "HQ": "51,51"}}, . . . }
2 {{"s_id": "NA00001", "genotype": {"DP": "3", "GT": "0|0", "GQ": "49", "HQ": "58,50"}}, . . . }
3 {{"s_id": "NA00001", "genotype": {"DP": "6", "GT": "1|2", "GQ": "21", "HQ": "23,27"}}, . . . }

(a) VCF Full JSON model
vcf_js_id_samples

ln genotypes

1 {{"DP": "1", "GT": "0|0", "GQ": "48", "HQ": "51,51"}, . . . }
2 {{"DP": "3", "GT": "0|0", "GQ": "49", "HQ": "58,50"}, . . . }
3 {{"DP": "6", "GT": "1|2", "GQ": "21", "HQ": "23,27"}, . . . }

vcf_js_id_indices

s_id e_id

NA00001 1
NA00002 2
NA00003 3

(b) VCF Full JSON ID model

Figure 6: VCF Full JSON and VCF Full JSON ID models

4.3 Summary of Data Models

Table 1 summarizes the diferent genotype storage models above.

It categorizes each model based on the data type used to represent

genotypes (strings or JSON objects) and the method for associat-

ing genotypes with their Sample ID (same table or separate table).

The models vary from direct translations (Wide models) and more

RDBMS-centric reorganizations (Narrow models) to models using

arrays and JSON.Moreover, diferent ways of storing sample IDs are

considered, namely, in the same table as column names or column

values, and in a separate table.

Table 1: Summary of the proposed models

Sample ID in separate table Sample ID in same table

Genotype as string Array Plain Narrow, Wide
Genotype as JSON Array JSON, Full JSON ID Narrow/Wide/Full JSON

5 EXPERIMENTAL EVALUATION

5.1 Setup

5.1.1 Environment. We conducted the experiments on a server

equipped with a 64-core Intel® Xeon® Gold 6246R CPU@ 3.40GHz.

The server9s conoguration included 92 GiB of main memory and
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high-capacity hard disk drives (HDDs) for data storage, ofering

several terabytes of capacity.

The system was running on Ubuntu 22.04.4 LTS (Jammy). Post-

greSQL 13.2 served as the primary database management system

conogured using PGTune (https://pgtune.leopard.in.ua). We used

Python 3.10.14 for the scripts and tests.

5.1.2 Dataset. In the experiments, we used the chromosome 22

VCF ole of the 1000 Genomes Project [6]. This VCF ole contains a

detailed record of human genetic variation with extensive coverage

across various populations. We expanded the number of samples in

this dataset by 400%, resulting in 12.808 samples, aligning with the

sample size considered in the CHRIS study [25]. We did not modify

the number of variants in the dataset. The variant distribution and

allele frequencies present in the original dataset were maintained.

5.1.3 Workloads. We used three diferent workload patterns: Access

retrieves all VCF entries for specioed sample IDs and/or variant

ranges, with <%= indicating the selected amount and <All= meaning

no olter. Variant Filtering builds on Access by also oltering variants

based on oxed oelds, returning only those that meet the condition.

Sample Filtering extends Access by oltering on genotype values,

returning, for each variant, only the sample IDs that satisfy the

condition. These are the core operations directly applicable to raw

VCF data for downstream analyses, simulating various real-world

scenarios, as supported by common bioinformatics practices [1, 8].

For our experiments, we set a timeout of one hour, repeated each

query ten times, and calculated the truncated mean execution time.

5.1.4 Implementation Details. We benchmarked TileDB-VCF 0.35.0

(with TileDB Embedded 2.24.0) and BCF Tools 1.20 with Tabix (ht-

slib) 1.20. We use the following column data types: genotype strings

use VARCHAR to accommodate the signiocant variations in their

length, and identioers such as sample ID use INT to ensure a suo-

cient range. Most tables use line_nb as the primary key (PK), while

Narrow models use a composite PK (line_nb, sample_id), and Ar-

ray/Full JSON models use element_id. PostgreSQL automatically

indices PKs; additionally, we created a multicolumn index on chrom

and pos in fixed_fields to optimize oltering. For JSON models,

we used JSONB for its compression and advanced features. We refer

to the source code for further details.

5.2 Overall Query Runtime Performance

In the orst set of experiments, we evaluate which model in Section 4

performs best in general and is the most robust for query runtime

using four workload settings (see Figure 7).

Figure 7a shows the results for selecting a single sample across

increasing variant ranges (data access pattern). The Array and Full

JSON ID models have low initial runtimes with moderate growth.

The Narrow and Wide models perform exceptionally well, with

only modest runtime increases. This eociency is due to the Narrow

model9s storing each variant-sample pair as a tuple (cf. Figure 4) and

the Wide models9 columnar structure (cf. Figures 3a and 3b), where

retrieving data for one specioc sample involves directly accessing

the corresponding column. Both models enable fast retrieval for a

specioc sample across variants.

Figure 7b shows model performance for retrieving increasing

numbers of samples, without restricting the variant range. The

Array Plain Array JSON Full JSON Full JSON ID Narrow Narrow JSON Wide Wide JSON
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Figure 7: Query runtime evaluation of the proposed models

Array models scale best, as they store all sample genotypes for a

position in a single array (cf. Figure 5a), enabling eocient multi-

sample retrieval. The Full JSON ID model, though starting with a

higher initial runtime, also scales well due to its structural similarity

to the Array models (cf. Figure 6b). In contrast, the Narrow and Full

JSON models did not complete within the timeout for any sample

size: the Narrow models perform poorly with more samples due

to their long format, while the Full JSON model9s nested structure

makes sample access increasingly costly.

In the next experiment, we show the behavior for the variant

oltering workload pattern in Figure 7c. We use a condition on the

oxed oelds (i.e., AF ≥ 0.01) with a selectivity of 24.36% for an in-

creasing number of samples, and do not use a restriction on the

range of variants. The Full JSON ID model shows an increasing

runtime with increasing sample sizes. The Wide models maintain

a lower runtime. The Array models demonstrate low and stable

runtime, with the Array Plain model being the most eocient. The

Narrow model timed out when retrieving 3,482 samples, highlight-

ing a scalability problem. Additionally, the Full JSON and Narrow

JSON models timed out across all sample sizes.

In the next experiment in Figure 7d, we explore the sample

oltering workload pattern for an increasing range of variants, i.e.,

we select the sample IDs and variants for which a condition on the

genotypes is met. Speciocally, we select, for an increasing range

of variants, all homozygous samples, where the selectivity on the

genotype is 86.86%. The runtime of the Narrowmodels signiocantly

increases for larger ranges of variants. Additionally, theWide model

times out at 10K variants, while the Wide JSON model times out

at 20K variants. In contrast, the Array and JSON models show low

and very similar runtimes.

In summary, we can observe that Array Plain is the overall best

and most robust model in terms of runtime. For an increasing num-

ber of samples, Narrow models and JSON deteriorate substantially

in performance. Similarly, Wide models sufer in performance and

are competitive only if up to 10% of the samples are used. Full JSON

ID is consistently worse than Array Plain. For multiple variants, the
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Table 2: Runtime comparison in seconds without index (left column) and with index (right column); * indicates a timeout

Workload Array Plain Array JSON Full JSON Full JSON ID Narrow Narrow JSON Wide Wide JSON

W1-A (All samples - 1 variant) 2.5 0.4 1.7 1.1 13.6 3.7 291.2 280.6 20.0 0.7 4.6 1.2 451.0 327.9 437.4 318.1
W1-B (1 sample - All variants) 336.6 333.6 526.2 518.0 * * * * 2107.2 1054.8 4123.2 1088.4 * * * *
W2-A (Sample olter - 1 variant) 7.0 2.3 4.9 2.8 0.6 0.2 306.9 0.4 2791.6 9.3 2835.6 6.9 442.8 0.2 429.6 0.2
W2-B (Sample olter - 10K variants) 322.5 8.2 * 10.7 9.6 9.5 322.5 8.2 * 150.6 * 177.7 * * * *
W3-A (Variant olter - 1 sample) 87.6 49.8 151.2 114.0 310.2 282.0 514.2 326.5 40.8 31.2 96.0 47.0 675.6 17.4 655.3 19.7
W3-B (Variant olter - 1k samples) 118.8 65.2 141.6 53.0 * * 236.1 129.4 376.8 294.3 * * 725.2 17.9 719.0 41.1

diference between the approaches generally remains the same. For

sample oltering workloads 3 unlike variant oltering 3 the nexibility

of JSON and the faster parsing of complex annotations (as in Full

JSON ID) outweigh the cost of increased storage. This is primar-

ily because direct key-based access to values ofers a signiocant

advantage for sample oltering.

The Efect of Indexing on Data Access. Table 2 compares the query

runtime without and with indexing across our diferent models

and workloads. Indexing signiocantly reduces runtime for variant-

centric access (W1-A) and single-variant sample oltering (W2-A)

across most models, demonstrating its efectiveness for selective

queries based on variant characteristics. This improvement is due to

the multi-column index on chrom and pos in the fixed_fields ta-

ble. Indexing also improves performance for variant oltering within

a specioed sample subset (W3-A andW3-B) by enabling direct ac-

cess to relevant records. However, it ofers less beneot for large

range queries by sample ID (W1-B), emphasizing the importance

of query selectivity. Narrow models beneot signiocantly from in-

dexing due to their one-grained structure, while Wide models see

smaller gains because of their multi-table design. JSON-based mod-

els show variable performance due to JSON parsing overhead. In

some workloads, indexing is essential for practical runtimes4as

evidenced by timeouts in its absence (e.g., W2-B) 3 highlighting its

necessity for handling complex oltering tasks eociently.

5.3 Comparative Analysis with State-of-the-Art

We benchmarked the performance of our best-performing model,

the Array Plain model, with the state-of-the-art tools, BCF Tools

and TileDB-VCF. We evaluated query runtimes across all workload

patterns with varying selectivities for variants and samples. The re-

sults are shown in Figures 8, 9, and 10. Each heatmap is color-coded,

indicating the runtime of the best approach. Each cell contains the

best-performing approach at the top and the second-best at the

bottom, with the number in between indicating the speed-up of the

orst compared to the second. The axes show the selectivities for

samples and variants (data access), where <All= indicates there is no

restriction on that dimension and <One= indicates a single variant

or sample. For sample oltering, the selectivity for the genotype is

constant and 86.86%, whereas for variant oltering, the selectivity

for the olter on the oxed oelds is constant with 24.36%.

For completeness, we also evaluated the performance of other

models (Full JSON ID and Wide models). These evaluations con-

ormed the ondings of Section 5.2, i.e., Full JSON ID exhibited slightly

faster performance than Array Plain for single-variant workloads.

However, it was slower in all other cases. Wide models demon-

strated superior performance for a very small number of samples

(up to 10%) but were considerably outperformed by Array Plain for

a larger number of samples.

Across all heatmaps, we observed a general trend of increased

runtime with larger selectivities that generate larger outputs.

TileDB-VCF only demonstrated competitive performance for work-

loads involving a single sample and is much slower in all other

cases. For the data access workload pattern shown in Figure 8, the

Array Plain model performs best when retrieving very few or all

samples, while BCF Tools, an optimized tool for these workloads,

performs slightly better for other selectivities. BCF Tools demon-

strated a signiocant advantage when retrieving a single variant and

specioc samples, beneoting from its optimized Tabix indexing.
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Figure 8: Data access by sample and variant

For the sample oltering workload pattern in Figure 9, we have

a similar picture, where BCF Tools and Array Plain perform the

best. For variant oltering in Figure 10, Array Plain consistently

outperformed BCF Tools, particularly for small subsets of samples,

due to its eocient oltering process using the oxed oelds table prior

to the join with the genotypes.

In summary, in the experiments in Figures 8 and 9, BCF Tools

shows better performance in many cases due to specioc optimiza-

tions for data access and sample oltering workloads, relying on

tools like Tabix for eocient indexing and retrieval. A more detailed

analysis reveals that Array Plain outperforms BCF Tools as the num-

ber of samples increases, which is increasingly common in newer

studies due to cheaper and faster sequencing technologies [16]. In

contrast, when the oltering condition is based on variants, Array

Plain performs best in almost all cases, and BCF Tools is never the

top performer (Figure 10).

Mixed Workload Analysis. In this experiment we compared Ar-

ray Plain and BCF Tools on mixed workloads composed of data

access, sample oltering, and variant oltering queries. A subset of
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Figure 9: Sample �ltering
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Figure 10: Variant �ltering

the experimental results is presented in Table 3. Array Plain per-

forms best when variant oltering is the dominant workload, thanks

to its columnar-like storage of oxed oelds, which is optimized for

scanning variant-level annotations. It also performs well in sample

oltering, particularly when oltering across all samples, as genotypes

are stored contiguously within a single array. However, unnesting

this array becomes a bottleneck when accessing specioc sample

genotypes. In contrast, BCF Tools excels in data access and sample

oltering due to eocient Tabix indexing. Its performance degrades

with increased variant oltering, as it requires parsing individual

records, whereas Array Plain beneots from direct access to oxed

oelds, ofering a clear speed advantage.

Table 3: Mixed workload performance of Array Plain and BCF Tools

Access Sample Variant Array BCF Access Sample Variant Array BCF

80 % 10 % 10 % 26 106 33 % 0 % 67 % 81 51
67 % 33 % 0 % 12 120 10 % 80 % 10 % 31 101
67 % 0 % 33 % 46 86 10 % 10 % 80 % 121 11
33 % 67 % 0 % 15 117 0 % 67 % 33 % 46 86
33 % 33 % 34 % 26 106 0 % 33 % 67 % 122 10

Varying the Query Selectivity. We investigated how the selectivity

of the genotype olter in sample oltering afects various approaches.

We used two cells in Figure 9 for which the selectivity of the geno-

type olter was 86.86%. We varied this selectivity using diferent

genotype olters. The results are shown in Figure 11. In Figure 11a,

we see the diference between the Array Plain model and BCF Tools

reduces for smaller selectivities, and in Figure 11b, we see that the

Array Plain model is much more eocient with smaller selectivities

compared to BCF Tools. This indicates that for smaller selectivities,

the Array Plain model has an advantage over BCF Tools.
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Figure 11: Sample �ltering with di�erent genotype �lters

5.4 Storage and Memory Scalability

We evaluated the storage requirements of our models and state-

of-the-art approaches. The results, including the size of the com-

pressed and uncompressed VCF ole, are shown in Figure 12. TileDB

200 refers to a conoguration with a sample batch size of 200 dur-

ing ingestion. We found that 200 was the largest batch size that

avoided excessive memory usage and system crashes while min-

imizing disk space. Wide and Narrow models have a very large

storage requirement. Other DBMS approaches, including TileDB

200, are in the order of compressed VCF data, much smaller than

the uncompressed VCF.

10
0

10
1

10
2

10
3

3
7
.
5

5
.
0
9

9
.
4
1

8
.
8
7

1
2
.
5

2
1
.
4
6

1
3
.
2
9

8
7
.
5
6

1
6
8
.
9
7

1
3
2
.
6
2

2
0
2
.
9
4

Data model

Si
ze

(G
iB
)

VCF ole VCF compressed

TileDB 200 Array Plain

Array JSON Full JSON

Full JSON ID Narrow

Narrow JSON Wide

Wide JSON

Figure 12: Storage size Comparison for di�erent data models

We also measured the peak memory usage of all the approaches.

DBMS approaches ofer constant, very low main memory require-

ments similar to BCF tools. However, TileDB-VCF requires a very

large amount of main memory. Whereas other approaches are in

the order of 10 to 100 MiB, TileDB-VCF for the same workload and

dataset requires tens of GiB.

In summary, the Array Plain model is overall the most eocient

and robust approach in terms of query runtime among all RDBMS

approaches. Similarly, it also requires the least amount of storage.

In comparison to BCF Tools, a specialized tool optimized for these

tasks, the Array Plain approach ofers competitive performance

and robustness, while making available all the features of RDBMS

to genetic data analysis.

6 DISCUSSION

Our study provides a comprehensive comparison of diferent ap-

proaches for storing and querying VCF data. Our results highlight
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Table 4: Comparison of RDBMS, VCF/BCF Tools, and TileDB-VCF for managing and storing genetics data.

Feature RDBMS VCF/BCF Tools TileDB-VCF

Data Structure Tables with relations Flat oles (TSV) Multi-dimensional dense arrays
Data Integrity Constraints and data types Prone to errors Data integrity checks
Scalability Eocient with large data Bulky with large data Scales well, fast retrieval
Querying Powerful capabilities Requires specialized tools Eocient with specioc subsets
Data Integration Seamless with bio-data sources Limited capabilities Limited compared to RDBMS

Standardization Standardized models (HGNC3) No inherent standardization User-deoned schemas

Security Robust access control Limited security features Supports access control
Backup/ Recovery Built-in mechanisms Requires separate backup Requires conoguration
Collaboration Multiple user access Reliance on specioc tools Limited compared to RDBMS
Other Considerations (Downstream Analysis)

GWAS/phenotyping Eocient format conversion/join Requires data conversion Eocient for specioc subsets
Filtering/Annotation Built-in Requires exporting/re-importing Within the array structure

the trade-ofs between simplicity, eociency, and nexibility in ge-

nomic data representation. Table 4 collects these trade-ofs, com-

paring key features of RDBMS, VCF/BCF Tools, and TileDB-VCF.

This comparison underscores each approach9s relative strengths

and weaknesses in the context of genomic data handling.

RDBMSs ofer signiocant advantages beyond read-optimized

storage, enabling complex SQL queries for nexible oltering and

aggregation across variant and sample attributes. Similar capabili-

ties are cumbersome with ole-based tools, particularly in scenarios

involving the integration of external datasets such as phenotypes,

clinical information, or other genomic annotations [4, 19]. RDBMSs

also provide beneots for data integration pipelines in multiomics

analysis, which is the new trend in studying biological processes,

where genotypes are stored and queried together with other types

of biomedical data such as proteomics, lipidomics, and others [3, 5].

Furthermore, for large-scale cohort studies, the robust indexing

features of the RDBMS bring about eociency in data retrieval, en-

hancing speed in read-heavy scenarios and providing performance

advantages for querying specioc data subsets. While the core vari-

ant and genotype information are typically static, updates can arise

in associated metadata or when participants decide to withdraw

from a cohort. Such updates are straightforward in RDBMS, while

VCF oles have to be created from scratch. Collectively, these beneots

establish a full-nedged RDBMS as a robust and versatile platform

for the diverse analytical demands of genomics and multiomics.

Our ondings highlight unique requirements when selecting a

data storage and query method. Although some models may out-

perform others in certain cases, the optimal choice depends on the

specioc features most crucial for the given task. Building on these

insights, we examine the characteristics of various data models:

Simplicity vs Complexity. The Wide models, while straightfor-

ward, are not suitable for large datasets due to their simplistic

two-dimensional approach. RDBMS limitations, i.e., the maximum

number of columns and oxed page size, can pose challenges in the

Wide models. Despite a more compact format, the Narrow mod-

els result in large tables as the number of genotype-sample pairs

increases, posing challenges in handling large genetic datasets.

Performance Variance. BCF Tools, while occasionally demonstrat-

ing competitive execution times, show a high variance in perfor-

mance, with certain queries taking la ong duration. TileDB-VCF,

on the other hand, performs well with some of the lower execution

times recorded. However, its performance is compromised by fre-

quent timeouts during various queries, with scalability challenges

or constraints when dealing with specioc data conogurations.

Balanced Performance. By extending the Arraymodels and requir-

ing a separate table for sample IDs, the Full JSON IDmodel provides

consistent performance across a range of queries, with a good bal-

ance between eociency and scalability. For tasks on large datasets,

the Full JSON ID model ofers easier data access and management

without signiocantly increasing storage requirements.

Eociency vs Flexibility. The Array models demonstrated signio-

cant scalability as the sample size increases. These models address

the size issue of the Narrow model by storing genotypes in a single

array, ofering better performance at the cost of less eocient data

access. The JSON model is simpler due to a compact encapsulation

with a straightforward structure. However, with larger datasets, the

JSONmodel does not scale as others do due to its inherent verbosity.

This may lead to increased storage requirements and performance

bottlenecks if individual genotype access is frequently required.

7 CONCLUSIONS AND FUTURE WORK

In this paper, we utilize RDBMS to improve the eociency and

nexibility for storing and querying large-scale genetic data. We map

the structure of VCF oles into diferent models, exploring various

RDBMS concepts (standard relational columns, arrays, and JSON)

and considering the characteristics of typical query workloads. Our

experimental results highlight the trade-ofs between eociency,

scalability, and accessibility in genomic data management. RDBMS

ofers a promising approach to address scalability issues in genetic

data analysis, leveraging their robust data management capabilities

and extensive built-in query processing tailored for large-scale data.

Future research points in several directions. To improve runtime

performance and scalability, we will investigate cloud technologies,

distributed computing, and advanced index structures. Furthermore,

we will investigate the seamless integration of our data models with

existing pipelines by adhering to standards and APIs.
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