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ABSTRACT

We study the similarity join problem from a systems perspective.
A similarity join retrieves all similar record pairs from two collec-
tions based on a given distance function. Existing solutions are often
optimized for a single distance function and domain. Such mono-
lithic solutions are limited in both their extensibility to new distance
functions and their robustness against changing data characteristics.

To address these challenges, we introduce Fast, a similarity join
algorithm designed for extensible and robust query evaluation. It
leverages a novel abstraction called reductions, which transform
similarity join problems from complex domains into simpler ones.
A reduction graph is constructed to systematically enumerate query
plans. Since cost models for similarity queries are typically unavail-
able, Fast employs runtime partitioning and a sampling-based strat-
egy to select anear-optimal queryplanwithperformanceguarantees.
It can utilize prebuilt indexes or build them on-the-fly, incorporating
caching techniques to accelerate index construction and probing. Ex-
tensive experiments across diverse datasets, domains, and distance
functions show that Fast consistently performs close to the optimal
plan. Finally, two case studies highlight its strength as a baseline and
its utility for prototyping future similarity join algorithms.
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1 INTRODUCTION

Similarity joins are a fundamental operation in data integration,
entity resolution, and information retrieval [11, 12, 16, 42, 54, 67, 79].
They use a predefined distance function to retrieve all pairs of sim-
ilar records from two datasets. A common variant, the range join,
matches records if their distance is within a threshold. The choice
of distance function is application-specific and heavily depends on
the domain of the records: for sets, for example, Jaccard or overlap
similarity is common [47]; string joinsmay rely on edit distance [30]
or on Jaro similarity [17]; and for hierarchical data like JSON or
XML, tree-based distances such as the JSON edit distance [28] or
pq-grams [5] have been used.
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Despite decades of progress in developing efficient physical opera-
tors for specific distance functions [19, 26, 27, 29, 35, 44, 57, 71, 79, 80,
83], integrating similarity joins into database systems remains chal-
lenging. In particular, two major system-level challenges persist [3]:

• Extensibility: Similarity measures are highly application-
dependent, and numerous distance functions have been
proposed [17, 49, 51]. A system must allow new distance
functions to be added with low engineering effort.

• Robustness: The performance of similarity join algorithms
varies drastically depending on dataset characteristics and
query parameters. Effective operator selection is essential
for robust system performance.

Asanexampleof the extensibility challenge, considera systemthat
implements a physical operator for set similarity joins. Extending
such a system to support tree similarity joins (e.g., using tree edit dis-
tance forXMLdocuments) typically requires substantial engineering
effort: a suitable joinalgorithmmustbeselectedordeveloped, special-
ized index structures (e.g., pq-grams [5] or positional label sets [29])
must be implemented, and new access and join logicmust bewritten.
The existing code for set similarity joins is not easily reusable.

Building a system that is robust across diverse workloads is chal-
lenging: the performance of different similarity join algorithms
varies significantly depending on dataset characteristics (e.g., data
distribution, record sizes) and query parameters (e.g., the similarity
threshold) [30, 57]. Experimental evaluations consistently show that
no single algorithm performs best across all scenarios; a poor algo-
rithm choice may degrade performance by orders of magnitude [57].
The lack of suitable cost models [3] complicates query optimization.

We argue that these challenges arise from how similarity join
algorithms are typically designed: as monolithic, tightly coupled im-
plementations. Most approaches extract features from input records
and evaluate a pairwise filter condition, for example, extracting 𝑝𝑞-
grams from trees. A physical join operator then uses this filter to
identify matching record pairs, such as via an index-nested loop
join with prefix filtering. Current solutions hardcode both the filter
condition and the physical operator into a single, inseparable unit.
This monolithic design has serious drawbacks: it limits robustness,
as fixed internal plans cannot adapt to varying workloads, and it
hinders extensibility, as components are difficult to reuse. As a re-
sult, developers are forced to implement and maintain a growing
collection of isolated, specialized algorithms.

Modularization using Reductions.We propose addressing these
challenges through amodular design centered around a new abstrac-
tion: reductions. A reduction explicitly defines how a similarity join
probleminonedomain (e.g., treeswith treeeditdistance) canbe trans-
formed into a similarity join in another, typically simpler domain
(e.g., sets with structural similarity). While such transformations
have appeared implicitly in prior work, they were tightly coupled to
specific algorithms and not reusable across contexts [22, 27, 29, 77].
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By elevating reductions to first-class, formally defined compo-
nents, we decouple the specification of similarity from its physical
execution. This enables a clean separation of concerns: domain ex-
perts define reductions tailored to their data and distance functions,
while system developers build and optimize a shared set of physical
join operators over well-supported domains (e.g., sets, strings, or
trees). The lack of a clear separation between reduction and execu-
tion has repeatedly led to suboptimal algorithms, where effective
reductionswere combinedwith inefficient join operators [27, 29, 50].

This modular architecture offers two key benefits. First, it im-
proves extensibility: new distance functions can be supported by
defining a reduction to an existing domain, without implementing
a full join algorithm from scratch. Second, it enhances robustness:
reductions can be composed with different physical operators, en-
abling the system to explore a larger space of query plans.

To systematically capture these combinations, we introduce the
notion of a reduction graph, where nodes represent intermediate do-
mains and edges correspond to reductions or physical join operators.
This abstraction allows us to enumerate a wide variety of evaluation
strategiesmany of which have not appeared in previous workand
choose among them adaptively at runtime.

Query Planning.Using the reduction graph, we enumerate a set
of query plans. Traditional database systems rely on cost models to
optimize query plans, but suchmodels are not available for similarity
join operators [3]. Since the performance of these operators depends
heavily on dataset characteristics and query parameters, selecting an
efficient plan is challenging. This problem is related to estimating the
cardinality of similarity joins, which has applications in predicate
and join ordering [31, 48, 61, 75]. However, existing estimators only
predict the output size of a similarity join, whereas the performance
of a similarity join often depends on the size of intermediate results;
information that is not captured by these estimators.

To address the lackof suitable costmodels,wepropose a sampling-
based strategy: each plan is executed for a short timeslice, and its
progress guides future choices. Plan selection ismodeled as aMarkov
decisionprocess, and theUpperConfidenceTree (UCT) algorithm[41]
guarantees eventual convergence to the best query plan.

In summary, our contributions are as follows:

• Our Fast (FullyAutomatic SimilarityTransformation) al-
gorithm leverages the novel abstraction of a reduction graph
to enumerate all possible evaluation plans.

• For query planning, we propose a feedback strategy based on
runtime partitioning and provide performance guarantees
w.r.t. the optimal plan. We do not require cost models.

• To reduce the overhead of partial indexes, we propose a
caching strategy that stores intermediate results across re-
peated selections of the same evaluation plan.

• Extensive experiments on twenty datasets, three domains,
and various distances show the robustness of our approach:
On average, Fast is only 12% slower than the optimal plan.

• Two case studies show the extensibility of Fast and its value
as a benchmark: Although the fastest query plans rely on
techniques that have been known for over a decade, three
out of four recent algorithms fail to significantly improve
over Fast.

Omitted proofs appear in an extended version of this paper [56].

2 BACKGROUNDAND PROBLEM STATEMENT

Similarity Search. Similarity searchmatches similar record pairs (𝑟,𝑠)
fromdatasets𝑅,𝑆 in adomainT . Record similarity is assessedbyadis-
tance function 𝑑 : T 2→R+

0 .D denotes the set of distance functions.
We focus on range similarity join queries: Given datasets𝑅,𝑆 ⊆T and
threshold 𝜀, the range similarity join𝑅˜︁⊲⊳𝜀𝑑𝑆 finds all pairs (𝑟,𝑠) ∈𝑅×𝑆
with 𝑑 (𝑟,𝑠) ≤ 𝜀. In this paper, we focus on self joins (𝑅 =𝑆) that are
common for applications such as entity resolution [79]. However,
all results generalize to non-self joins.

Domains and Distance Functions.We focus on sets, strings, and
trees as they are widely used in similarity search [4]. In particular,
these domains form a ladder of increasing structure: Every (finite)
set can be represented as a string and every string can be represented
as a tree without losing information. Many algorithms for similarity
search take the opposite direction: A reduction in structure allows
for faster computations, e.g., by reducing the tree edit distance with
cubic runtime to the quadratic time string edit distance [43].

Commonly studied distance functions on strings and trees are
their respective edit distances. For sets, we consider all symmet-

ric [15] similarity measures. Symmetric similarity measures on sets
can be rewritten as a minimum required overlap given the sizes of
two sets. Symmetric similarity measures include common similarity
measures like Jaccard, Cosine, and Dice, or the Hamming distance.

Upper Confidence Tree (UCT).We leverage UCT [41] for plan selec-
tion. UCT finds near-optimal solutions for aMarkov Decision Process

(MDP). For our purposes, an MDP is a tuple (S,A,𝛿,R) consisting of
a set of statesS, a set of actionsA, a deterministic transition func-
tion 𝛿 : S×A→S, and a stochastic reward function R assigning
probability distributions for rewards in [0,1] to states.

UCT [41] balances the aspects of exploration – exploring parts
of the tree with little information to aid in future decisions – and
exploitation – repeating choices that led to large rewards in the past.
To this end,UCTmaintainsboth theaverage reward𝑟 and thenumber
of visits 𝑣 for each node. To select a path, UCT starts in the root of
the UCT tree and always selects child 𝑐 with parent 𝑝 maximizing
the average reward 𝑟𝑐 plus a bias term𝑤

√︁
log(𝑣𝑝 )/𝑣𝑐 with weight

𝑤 . With increasing visits to 𝑐 , the certainty increases and the bias
decreases. Theoretical guarantees require setting𝑤 proportional to
theheightof the tree [41], butempirically, application-specific tuning
of𝑤 can lead to improvedperformance [21].After achievinga reward
at a leaf node, the statistics of all nodes along the path are updated.

TheperformanceofUCTandsimilar algorithms ismeasured in the
regret of their decisions. Regret is the difference in rewards between
the selected policy of the learning algorithm and the optimal policy.
Our approach requires the notion of cumulative regret, which mea-
sures the difference in expected maximal rewards compared to the
achieved rewards over all choices of the algorithm. ForUCT, the cumu-
lative regret after 𝑛 selections is𝑂 (log𝑛) (Theorem 6 in [41]). While
other algorithms converge faster than UCT [24, 25], their different
notionof regret is not suitable for ourpurpose.UCTand its variations
have been successfully used to solve game [40, 60, 64, 73, 81] and
planning [38] problems. Most notably, the strongest Go programs
are based onUCT [60] and solveMDPswith branching factors of≥40
and depths ≥20 [81]. Our use case is currently significantly smaller
in branching factor (≤4) and depth (≤4), leaving room for future
extension.
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Problem Statement. The goal of this work is to develop a system
that is capable of computing similarity joins on sets, strings, and
trees with edit distance and symmetric set similarities. Furthermore,
the system should satisfy the followingproperties: (1)Extensibility:
Support for new distance functions can be added without significant
rework. (2)Robustness: The system adapts to a given query, e.g.,
its characteristics, and computes its result efficiently.

3 REDUCE-FILTER-VERIFY FRAMEWORK

Mostalgorithms for similarity searcharebasedon thefilter-verify [29,
44, 46, 55] framework.We extend this framework by an explicit re-
duce step, which was an implicit part in the filter step of previous
algorithms. A reduce-filter-verify algorithm consists of three steps:

Reduce: The dataset, distance function, and threshold are re-
ducedby a reduction. LetD be a set of distance functions.A reduction
from domain T1 to T2 (where possibly𝑇1=𝑇2) is a (partial) function
𝜌 : T1×D×R+

0 →T2×D×R+
0 . It maps a record from T1, a distance

function on T1, and a threshold onto a record from T2, a distance
function on T2, and a new threshold. Typically, domain T2 has less
structure than T1; examples include converting trees to sets [6, 29],
strings [32, 43, 80], or vectors [43]. We simply write 𝜌 (𝑟 ), 𝜌 (𝑑), and
𝜌 (𝜀) if the other arguments are clear from context; 𝜌 (𝑅) denotes the
dataset computed by pointwise application of 𝜌 to the elements in
the dataset 𝑅. A reduction serves as a filter condition: Pairs removed
in the join computed in the reduced domain (computed on 𝜌 (𝑅) and
𝜌 (𝑆) usingdistance function𝜌 (𝑑) and threshold𝜌 (𝜀)) areguaranteed
to not be in the result.We refer to this property as similarity supersets:

𝑅˜︁⊲⊳𝜀𝑑𝑆 ⊆ 𝜌 (𝑅)˜︁⊲⊳𝜌 (𝜀 )
𝜌 (𝑑 )𝜌 (𝑆)

Filter: The filtering step is implemented by a physical join opera-
tor (or join operator for short) that computes the similarity join after
reduction: 𝜌 (𝑅)˜︁⊲⊳𝜌 (𝜀 )

𝜌 (𝑑 )𝜌 (𝑆). By the similarity supersets property, all
pruned pairs are true negatives, i.e., they are not part of 𝑅˜︁⊲⊳𝜀𝑑𝑆 . We
assume that join operators are index-based: Given a query 𝜌 (𝑞), the
index returns a set of candidates including all truly similar pairs. We
will state further assumptions on the index structure in Sections 5
and 6. All current state-of-the-art algorithms for similarity search
on discrete domains satisfy these assumptions [10, 20, 26, 29, 35, 44,
53, 57, 83].

Verify: The candidates produced by the filtering step include
all true positives, but also false positives. The false positives are
removed by computing the similarity on the original domain and
comparing against the threshold. As computing the similarity on the
reduced data is typically faster than on the original data, candidates
are often verified on the reduced data first.

4 QUERY PLAN ENUMERATION

Any algorithm following the reduce-filter-verify framework can be
decomposed into three parts: reduce, filter, and verify. Hence, any
such algorithm can be seen as a query plan composing a specific
reduction step, a joinoperator, andaverificationprocedure.We intro-
duce the reductiongraph toenumerateall validqueryplans foragiven
query. Informally, a reduction graph connects distance functions
using reductions. Distance functions connected to some algorithm
can be evaluated by said algorithmwithout further reduction.
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Figure 1: Reduction graph for sets, strings, and trees.
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Figure 2: Query plans/MDP for TED represented as a tree.

Definition 4.1 (Reduction Graph). A reduction graph is a directed
acyclic edge-labeled multigraph. It distinguishes two types of nodes:
(1) A distance node corresponds to a distance function on some do-
main. (2)Algorithmnodes correspond to a concrete join algorithm.A
distance node connects to an algorithm node if a similarity join with
that distance function can be evaluated by the algorithm. Edges be-
tween distance nodes correspond to reductions between the distance
functions and their respective domains.

Paths in the reduction graph starting at some distance node for
some distance function 𝑑 and ending in an algorithm 𝑎 correspond
to query plans of a reduce-filter-verify algorithm: The reduction step
is the composition of all reduction edges on the path. The filter step
is implemented by the join operator 𝑎. For the verification step, we
reverse the path and evaluate the reduced distance function for each
distance node, pruning dissimilar pairs in the process. To enumerate
all possible query plans P for a given distance function, we perform
standard depth-first search from the corresponding distance node.
The correctness of such query plans follows from compositionality
of reduction functions and the correctness of filtering algorithms.

Example 4.2. Consider the reduction graph depicted in Figure 1.
There are nine possible query plans for a similarity query using the
tree edit distance (TED). Figure 2 visualizes all plans as a tree.

• Trees: Use TJoin [29] without any reduction.
• Sets: Reduce the trees to sets of node labels and use either

Prefix [9, 14] or Palloc [19].
• Strings: Use traversal strings [27] or Euler strings [1] to

convert the trees to strings. Then, use the string edit distance
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(SED) algorithm PassJoin [44]. Alternatively, perform an-
other reduction to sets using 𝑞-grams [26]. In the latter case,
filtering is performed using Prefix [9, 14] or Palloc [19].

5 STATIC INDICES QUERY EVALUATION

Given a query, the reduction graph enumerates all query plans P
to evaluate the query. Similarity join algorithms generally do not
have cost models that could be leveraged to select the best plan.
Instead, we propose to use a sampling-based approach that executes
one query plan for a short duration, measures its performance, and
bases its future selections on the previous performance of a plan. The
selections based on previous performance use the Upper Confidence
Tree (UCT) [41] algorithm to ensure eventual convergence to the
fastest plan. In this section, we define requirements on the similarity
join algorithm implementing the filtering step, briefly describe the
setup and challenges of using UCT, and show how near-optimal
query plans can be selected.

5.1 Requirements on Similarity Join Algorithms

As stated in Section 2, we require that all join operators imple-
menting the filter step in the reduce-filter-verify framework are
index-based. The algorithmmust satisfy the following requirements:
(1) Independent-Index:A dataset can be indexed in advance with-
outknowledgeabout the futurequeries. (2)Total-Recall:Foragiven
query record, the algorithm returns a superset of all similar records
in the indexed dataset, possibly including false positives. (3) Prefix-
Search: The index allows queries on a prefix of the dataset. In other
words, for a given dataset 𝑅={𝑟1,...,𝑟𝑛}, the algorithm can perform
queries on any 𝑅′={𝑟1,...,𝑟𝑖 }with 𝑖≤𝑛. Inverted list indexes support
such queries by storing the records sorted by record ID.

5.2 Leveraging UCT for Plan Selection

Weaddress three non-trivial challenges to leverageUCT for effective
plan selection: (1)Wemodel the problemof plan selection as anMDP
(cf. Section 2). (2) We link the rewards in the MDP to the algorithm’s
runtime to achieve theoretical runtime guarantees (Section 5.3).
(3) We propose methods to reuse partial results computed during a
timeslice. This is required for both the runtime analysis and practical
performance of Fast (Sections 5.3, 6.2, and 6.4).

Our MDP closely corresponds to the representation of the set of
query plans P as a tree (cf. Figure 2): In the tree, nodes are distance
functions or algorithms, edges to inner nodes are reductions, and
root-leaf paths are query plans. In the MDP, nodes correspond to
prefixes of such paths, actions are either reductions or algorithms,
and transitions are the edges connecting the path prefixes. Rewards
for all inner nodes are zero. The rewards on the leaf nodes represent
the performance of the leaf’s query plan.

5.3 Finding Efficient Query Plans

We first discuss a variant of Fast that assumes that the indexes
required for all query plans 𝑝 ∈P are available. Conceptually, com-
puting a (similarity) join requires comparing all pairs of records.
Figure 3a visualizes all required comparisons for a similarity self-
join. Due to the symmetry of distance functions, only the upper
triangular matrix needs to be computed. To avoid the explicit com-
parison of all pairs of records, index-based similarity algorithms use

an index that only returns promising pairs. Still, the area of the upper
triangular matrix represents the full work required for the join.

Next, we address the following problem of finding a good evalua-
tion strategy:Given a set of queryplansP, e.g., computed by enumer-
ating all paths starting from the query’s distance node in the reduc-
tiongraph (cf. Section4),wewant toevaluate the similarity joinusing
some query plans 𝑝 ∈P that – in hindsight – approximately perform
as well as the single optimal plan 𝑝∗ ∈P. To this end, we use similar
ideas as Trummer et al. [68] by evaluating partial joins with times-
lices usingdifferent queryplans. To compute a join,wefirst construct
an UCT instance corresponding to theMDP ofP (cf. Section 5.2).We
then repeatedly select a plan 𝑝 ∈P using the UCT instance. A plan
consists of (1) the reduction 𝜌 implemented as the composition of
any number of reduction functions, (2) a join operator implementing
the filter step, and (3) a verification procedure. After selecting the
current plan, the plan is executed by following the reduce-filter-verify
framework for the next non-processed record 𝑟𝑖 (cf. Figure 3a).We re-
duce 𝑟𝑖 to 𝜌 (𝑟𝑖 ) and probe 𝜌 (𝑟𝑖 ) against the index on 𝜌 (𝑅), obtaining
a set of candidates. To avoid symmetric result pairs, we only probe
𝜌 (𝑟𝑖 ) against the prefix of 𝜌 (𝑅) consisting of the first 𝑖−1 records.
According to the assumptions in Section 5.1, prefix index queries
can be performed efficiently. To verify the results, we proceed as
described in Section 4: Let 𝜌 = 𝜌1 ◦ ··· ◦ 𝜌𝑚 and 𝜌𝑘 = 𝜌1 ◦ ··· ◦ 𝜌𝑘
for 𝑘 ≤𝑚. We verify all candidates starting from the lowest level
with reduction 𝜌𝑚 and continue with the higher levels 𝜌𝑚−1,𝜌𝑚−2,...
until reaching the identity reduction 𝜌0. The verification at level 𝑘
removes all candidates 𝑠 with 𝜌𝑘 (𝑑) (𝜌𝑘 (𝑟 ),𝜌𝑘 (𝑠))>𝜌𝑘 (𝜀).

Example 5.1. Consider a Tree Edit Distance (TED) lookup of 𝑟
using the plan: TED SED Str.SS Sym.SS2 4 c For filtering, a tree is
reduced to its traversal string, which itself is reduced to a set of 𝑞-
grams with structural and then symmetric set similarity constraints
(𝜌 (𝑟 ) = 𝜌3 (𝜌2 (𝜌1 (𝑟 )))). A candidate 𝑠 (retrieved by probing 𝜌 (𝑟 )
against the prefix index) is then verified in stages: (1) Using symmet-
ric set similarity𝜌3 (𝑑)with threshold𝜌3 (𝜀) (corresponding to the full
reduction 𝜌3◦𝜌2◦𝜌1), (2) using structural set similarity 𝜌2 (𝑑) with
threshold 𝜌2 (𝜀), (3) using the string edit distance 𝜌1 (𝑑) with thresh-
old 𝜌1 (𝜀), and finally (4) TED 𝑑 (𝑟𝑖 ,𝑠) and 𝜀 (identity reduction 𝜌0).

When probing from left to right (cf. Figure 3a), we probe against
increasingly larger indexes that can yield larger candidate sets. To
reduce this skew of increasing verification effort, we alternatingly
pick a record from the left and the right side of the unprocessed
records. We continue probing until we reach a timeout.

After the timeout, we evaluate the plan’s performance and update
the UCT instance. The chosen plan’s performance for a timeslice is
the number of conceptually compared pairs of records (cf. Figure 3a,
hatched area). As we alternate between both sides of 𝑅, we have
𝑚( |𝑅 |−1) non-reflexive and non-symmetric pairs after processing
2𝑚 records with𝑚 records from each side. As UCT expects rewards
between 0 and 1, we normalize by the size of the upper triangular
matrix |𝑅 | ( |𝑅 |−1)/2. This results in the reward function 2𝑚

|𝑅 | .
Discussion. Prebuilding all possible indexes allows for a simple

analysis. In particular, the query plans selected by UCT perform
asymptotically as well as the optimal query plan. The key require-
ment for this result is that theworkof all plans is shared:Theprogress
of each plan towards computing the join result can be reused effi-
ciently. Once a record has been probed by any query plan, it will not
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be probed again. This holds in the case of static indexes. For dynamic
indexes as described in Section 6, some parts of the result must be
discarded and recomputed later.

5.4 Regret Analysis

We analyze the expected regret of Fast with prebuilt indexes (called
StatFast). Our goal is to perform approximately as well as the best
query plan 𝑝∗ in P. In other words, we want to compare the policy
of always selecting 𝑝∗ for every timeslice to the plans selected by
StatFast. This notion is exactly captured by cumulative regret, i.e.,
the difference in the sum over all rewards achieved during execu-
tion. As the reward for each timeslice is defined to be the size of the
processed partial join, rewards measure the throughput of a policy.
We will then relate throughput and execution time.

Regret Model and Assumptions.Wedenote optimal quantities with
∗-superscripts, e.g., our approach requires 𝑛 timeslices while the
optimal runtime is 𝑛∗. We analyze regret under the assumption that
runtime is high compared to the number of plans. In particular, we
assume that we achieve the asymptotic regret bounds of UCT and
do not suffer from transitory regret [18]. Furthermore, we assume
that the runtime related to traversing and updating the UCT tree and
switching between plans is negligible. Finally, we assume that the
average reward of the optimal algorithm cannot be arbitrarily small
(Ω(1)). To this end, timeslices are increased for large input sizes. This
is in line with related work utilizing UCT in database systems [68].

Lemma 5.2. StatFast has runtime regret of𝑂 (log𝑛).

We also express this additive regret in the more intuitive form of
a multiplicative regret, bounding the asymptotic runtime ratio of
Fast and the fastest algorithm.

Lemma 5.3. StatFast has bounded expectedmultiplicative runtime

regret 𝑛/𝑛∗ that converges to 1with 𝑛→∞.

6 DYNAMIC INDICES QUERY EVALUATION

In this section, we remove the assumption that the indexes of all
query plans are built in advance. Our approach follows the typical
procedure in similarity joins of alternatingly building and probing
the index. After clarifying the assumptions, we introduce a dynamic
version of Fast that builds indexes on-the-fly, analyze its regret, and
reduce its overhead for practical applications.

6.1 Requirements on Similarity Join Algorithms

In addition to the requirements defined in Section 5.1, we require:
(4)Updatability: Efficient incremental updates are supported: We
can alternate between indexing new records and probing records
without knowing all indexed records in advance. (5)Range-Search:
In addition to index prefixes (cf. Assumption (3)), any contiguous
range of record IDs can be probed efficiently. If an algorithm is used
to index a dataset 𝑅={𝑟𝑖 ,...,𝑟𝑙 }, it supports efficient queries on any
contiguous subset 𝑅′ = {𝑟 𝑗 , ... ,𝑟𝑘 } with 𝑖 ≤ 𝑗 ≤ 𝑘 ≤ 𝑙 . Inverted list
indexes support such queries by storing the lists sorted by record
ID, finding the first record in the range using binary search, and
skipping the remainder of the list after finding an ID higher than 𝑘 .

6.2 Plan Evaluation with Index Construction

Missing prebuilt index structures poses an issue for evaluating the
performance inside a timeslice. Index construction in itself does not
constitute progress of the similarity join and thus should not be part
of the reward. Otherwise, the index-construction part of the reward
would be plan specific and would thus lead to regret bounds depen-
dent on the number of query plans. Instead, we interleave building
and probing the index to get a sample of the average performance
of a specific query plan.

Incremental Probe-and-Index.When probing a record, the current
state of the index will not encompass the full relation in general.
Hence, we cannot simply partition the space of all record pairs like
for the non-incremental setting in Figure 3a. Instead, we will alter-
nate between building, probing, and verifying the next record. A
simple implementation of this approach has been used in various
similarity join algorithms [9, 19, 44, 79], but it can only be used to
compute self-joins.Wewill refer to this approach as Inc1S (incremen-

tal one-sided) and introduce it as a special case of Inc2S (incremental

two-sided) that we will discuss next. In our setting, Inc1S can only
compute triangles along the diagonal in Figure 3b. For all other cases,
we have to compute a non-self join between different parts of the
relation using the following variation Inc2S that was already briefly
discussed by Bouros et al. [13] in the context of the prefix filter. Fig-
ure 4 shows the overall structure. Given two relations 𝑅,𝑆 of equal
size, we I take the 𝑖-th record 𝑟𝑖 from 𝑅, probe it against the current
index on 𝑆 , and verify the candidates. In step II , we insert 𝑟𝑖 into the
index on𝑅. Step III and IV correspond to I and II with reversed roles
of 𝑅 and 𝑆 . We proceed to the next record of both sides until both
relations are processed. Inc1S works like Inc2S by setting 𝑅=𝑆 and
skipping steps III and IV . Both Inc1S and Inc2S require the assumed
updatability (cf. Section 6.1) of the index structure.

To conceptually compare all pairs of points in the upper triangular
matrix in Figure 3b, we use both Inc1S and Inc2S. Given some pair
of starting records (𝑟𝑖 ,𝑟 𝑗 ), we either execute Inc1S if 𝑖 = 𝑗 or Inc2S
otherwise until a timeout is reached. After the timeout, we have
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Algorithm 1: Block scheduling
Data: Stack S, initially ( ( ( (1,1),( |𝑅 |, |𝑅 | ) ),{𝑈𝐿,𝑈𝑅,𝐿𝑅}) )

1 Function FullyProcessed():
2 do pop from S; remove popped subblock from 𝑆⊤

3 while 𝑆⊤ fully processed

4 Function PartiallyProcessed(computed block 𝐵𝑐):
5 while 𝑆⊤ not covered by 𝐵𝑐 do

// blocks are processed from UL to LR

6 push𝑈𝐿 subblock of 𝑆⊤ onto S
7 FullyProcessed() // 𝑆⊤ was fully processed

8 Function NextBlock():
9 if 𝑆⊤ partially processed then push its next subblock onto S

10 return 𝑆⊤

reached some record (𝑟𝑖+𝑘 ,𝑟 𝑗+𝑘 ) such that all pairs in the squarewith
the corners (𝑟𝑖 ,𝑟 𝑗 ) and (𝑟𝑖+𝑘 ,𝑟 𝑗+𝑘 ) have been evaluated (cf. Figure 3b).
For self-joins using Inc1S, a triangle is computed. From now on, we
will refer to both squares and triangles as blocks. Computing the full
join requires covering the full upper triangular matrix with blocks.
The sizes of the blockswill differ significantly both between different
query plans and different parts of the matrix.

Block Scheduling. To avoid fragmentation and bookkeeping and
guarantee covering all required pairs of records, we propose the
following partitioning scheme of the matrix depicted in Algorithm 1.
Algorithm 1 only encapsulates the scheduling of blocks; its functions
are called as part of Fast. Wemaintain a stackS of blocks that still
need to be filled. Each block consists of four subblocks𝑈𝐿,𝑈𝑅,𝐿𝐿,𝐿𝑅

of equal size constructed by halving both sides of the block. In ad-
dition to the block,S also stores the set of subblocks of each block
that have not been computed yet.

Initially,S contains the full dataset ((1,1),( |𝑅 |,|𝑅 |)) with all sub-
blocks {𝑈𝐿,𝑈𝑅,𝐿𝑅}; 𝐿𝐿 is missing to avoid symmetric pairs of self-
joins. To schedule the next block (cf. Algorithm 1, NextBlock), we
peek at the topS⊤ of the stack. IfS⊤ has no computed subblocks, the
full blockS⊤ is scheduled. Otherwise, the next subblock is pushed
toS (becomingS⊤) and scheduled.

After obtaining a block, it is processed using either Inc1S or
Inc2S. There are two cases: (1) If the block is fully processed be-
fore reaching a timeout (cf. Algorithm 1, FullyProcessed), it is
removed fromS and the block’s parents are updated. (2) Otherwise,
the block was not fully processed before reaching a timeout (cf. Al-
gorithm 1, PartiallyProcessed). This can only happen for the last
block scheduled during a timeslice. In this case, the partially com-
puted block is recursively split into its subblocks until the computed
area of the partially computed block covers a subblock. Each sub-
block in the recursion is added toS. Once these blocks reach the top
of the stack again, their upper left subblockwill have been computed
already. Hence, we remove their UL subblock.

In the case of partially processed blocks, we discard the results
from the partial block (cf. hatched area in Figure 3b) up to the last
fully computed aligned subblock (resp. triangle, cf. shaded area in
Figure 3b). We observe that the ratio of discarded results is bounded.

Lemma 6.1. At most 3/4 of the pairs of tuples processed in any

timeslice are discarded upon reaching a timeout.

𝐵1

𝐵2

S= ( (𝐵2,{𝑈𝐿,𝑈𝑅,𝐿𝐿,𝐿𝑅})
(𝐵1,{𝑈𝑅,𝐿𝑅}) )

(a)

𝐵1

𝐵2

𝐵3

𝐵𝑐𝐵𝑐 𝐵4

S= ( (𝐵4,{𝑈𝐿,𝑈𝑅,𝐿𝐿,𝐿𝑅})
(𝐵3,{𝑈𝑅,𝐿𝐿,𝐿𝑅})
(𝐵2,{𝑈𝐿,𝑈𝑅,𝐿𝐿,𝐿𝑅})
(𝐵1,{𝑈𝑅,𝐿𝑅}) )

(b)

Figure 5: Example of block scheduling.

Example 6.2. Consider the block scheduling state depicted in
Figure 5a. The𝑈𝐿 subblock of 𝐵1 was already fully processed. In the
next step, 𝐵2 is scheduled as it is the top of the stack S. Figure 5b
shows the progress 𝐵𝑐 of computing 𝐵2 after reaching a timeout, i.e.,
𝐵2 is only partially processed. As 𝐵2 is only partially processed, 𝐵2’s
𝑈𝐿 subblock is partitioned two times until a resulting subblock is
fully covered by𝐵𝑐 . The𝑈𝐿 subblock of𝐵3 is fully processed, popped
fromS, and𝐵4 is pushed to the stack tobe scheduledas thenext block.

Discussion.Discarding partially computed blocks simplifies the
analysis and leads to at most constant multiplicative regret com-
pared to the optimal algorithm choice by leveraging the bound on
discarded result tuples. In practice, we continue the execution of
Inc1S or Inc2S until the next larger subblock is fully processed. In
these cases, the timeslice has varying size and the reward is the
summed area over the measured time.

6.3 Regret Analysis

Assumptions.We analyze Fast with dynamic indexes (called Dyn-
Fast) under the assumption that the throughput of each query plan
approximates a stationary distribution. In particular, the throughput
does not change when changing the size of the timeslice. To this
end, we select larger timeslices for DynFast than for StatFast to
reduce the skew introduced by disproportionately high indexing
and probing cost compared to the verification cost for small blocks.
We will discuss the size of the timeslice in Section 7.

Lemma 6.3. DynFast has runtime regret of (1−1/4)𝑛+𝑂 (log𝑛).

Lemma 6.4. DynFast has bounded expectedmultiplicative runtime

regret that converges to 4with 𝑛→∞.

6.4 Practical Considerations

Vectorization of Query Evaluation. In both StatFast and DynFast
as described in Sections 5.3 and 6.2 , queries are evaluated record-by-
record:Asingle record is reduced, probed, andcandidates areverified.
To reduce the overhead of performing multiple reductions, lookups
insidean index, andoneormoreverificationprocedures,wepartition
all records intosmallmicrobatches andhandleamicrobatchof records
in each invocationof a reduction, lookup, or verification. This style of
vectorized evaluationof queryplans is common inqueryengines [39].

Support for IndexUpdates.DynFastrequiresalgorithms tosupport
index updates in order to build indexes on-the-fly. In their original
version, Prefix [9, 14], Palloc [19], PassJoin [44], and TJoin [29]
assume some order on the records to build their index. All algorithms
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require their records to be sorted in ascending size and possibly
lexicographically based on their content to break ties. In general,
different algorithmsmight require incompatible orderings,making it
impossible to sort the data only once for all algorithms. Additionally,
if an algorithm requires a reduction, we initially do not knowwhich
partsof thedatasetwill be reducedandneed tobeordered.To this end,
we adapt all algorithms to support incremental updates in any order.

All algorithms Prefix, Palloc, PassJoin, andTJoin internally use
amulti-level index structure. Someof these levels only performpoint
queries and some support range queries. As an example, a typical
index implementing a prefix filtermaps set elements to lists of record
IDs sorted by record length. For a given set element (point query),
the range of potentially similar records due to their size is scanned
(range query). We replace each sorted list with an in-memory 𝐵+

tree to support range queries and updates, while having high scan
performance. All other algorithms are adapted similarly.

Caching of Indices.DynFast evaluates a plan on a block by build-
ing and probing the respective index, which is discarded afterwards.
We propose a caching strategy to reduce the overhead of index con-
struction. The cache keeps a set of indexes for each plan and can
reuse an index if the plan is selected again for a different block.

We reuse an index structure under the following conditions given
some to-be-computed block 𝐵: (1) If some index fully covers either
side of 𝐵, we select the smallest among them.We select the smallest
index to reduce the number of required skips while scanning the
index. (2) If an index according to (1) does not exist, we search for an
index that starts at the same offset into the dataset as𝐵. Among all of
them, we select the largest index. Selecting the largest index reduces
the overhead of otherwise having to probemultiple indexes. (3) Oth-
erwise, use either Inc1S or Inc2S to build a new index. Due to the
assumption on efficient range search (cf. Assumption (5), Section 6.1),
cases (1) and (2) can be computed efficiently.

While current standalone implementations of similarity joins
typically build their index on-the-fly [9, 19, 29, 78], database sys-
tems usually prebuild index structures and maintain them under
updates [58]. As a significant side effect of implementing index reuse,
DynFast supports using prebuilt indexes to potentially speed up
query evaluation. To this end, any existing index for some query
plan is added to the cache before execution of DynFast. During
computation, DynFast can choose between using existing indexes
or building a new index structure for some other query plan from
scratch depending on the performance of each query plan.

Caching of Intermediate Reduction Data and Signatures. For Dyn-
Fast, the samemicrobatchof recordsmightappear inmultiplepartial
join computations for the same query plan. To compute the partial
join, each record in themicrobatch is reduced, probedand/or indexed,
and verified. To reduce the cost of reducing the same microbatch
multiple times, we cache the result of the reduction. As multiple
query plans might share some of their reduction steps, the result of
each reduction step is cached to speed up the evaluation of related
query plans. As an example, consider the query plans for TED in
Figure 2. Assume that the query plan TED SED Str.SS Sym.SS2 4 c

is evaluated first. For the next timeslice, TED SED2 b is selected.
Due to their common prefix, the cached reduction data of SED is
reused. In this case, no further reductions are necessary. Otherwise,
only the remaining reductions along the path are performed.

Table 1: Dataset characteristics.

#Documents Document Size Universe
average 99.9 pct.

General datasets

Se
ts

BMS-POS 3.2·105 9.3 61 1657
Kosarak 6.1·105 11.9 378 41270
DBLP14-Set 5.2·106 77.7 209 24158
Lnonis1 8.2·106 20.3 39 44103

St
rin

gs

DBLP-String 1.4·106 106.3 294 37
Enron 2.5·105 885.0 18332 37
Trec 3.5·105 845.2 2793 37
Word 1.2·105 9.7 19 26

Tr
ee
s

DBLP-Tree 3.9·106 26.1 81 1.8·107
Python 1.5·105 944.1 23682 3.4·106
Sentiment 9645 37.3 99 19470
Swissprot 3.2·105 998.7 9561 7.4·106

Supplementary datasets

St
rin

gs

Gen20kl 2.0·104 20000 20058 5
Gen50ks 5.0·104 5000 5047 4
Trec2 2.3·105 1218.1 2834 37
Uniref 4.0·105 446 3519 24

Tr
ee
s

JScript1k 3.9·104 8775.8 3.3·105 2.5·106
Python1k 3.6·104 3012.6 3.7·104 2.6·106
Swissprot1k 1.2·105 1902.0 13·104 6.4·106
SyntheticLU 1.0·106 40 40 10000

To reduce the cost of probing the same microbatch against the
same index multiple times, we further cache intermediate data re-
quired to probe the index. In similarity search, most algorithms (and
in particular all algorithms implemented in Fast) are based on a
signature scheme [57]. Intuitively, a signature scheme computes hash
values for a given record. Depending on the algorithm, signature
computation can be quite expensive. To reduce the burden of re-
dundant signature computation for the same microbatch, we store
its signatures in a cache. For our implementation, we use the least
recently used replacement strategy for both caches.

7 EXPERIMENTAL EVALUATION

In this section,weevaluate theperformanceof Fast.Wefirstdescribe
the datasets and the implementation of Fast that we use in our eval-
uation. We then evaluate StatFast and DynFast, focusing on their
ability to select efficient query plans in various settings. Afterwards,
we show Fast’s utility as a benchmark by comparing it against spe-
cialized state-of-the-art algorithms and demonstrate its extensibility.

7.1 Experimental Setup

We conducted all experiments on a cluster of servers, each having
one AMD EPYC 9354P CPUwith 32 cores and 384 GiB memory. We
executed between 1-4 jobs on each server in parallel, depending on
required memory.We implemented Fast, including all reductions
and join operators, in C++. Our adaptations of the algorithms to sup-
port updates (cf. Section 6.4) have a negligible runtime impact for
Palloc and PassJoin compared to preprocessing upfront. Dynamic
updates for Prefix require dynamic token reassignments, leading to
performance differences of less than±15%, depending on the dataset
and threshold, but the overall performance patterns remain the same.
Missing data points correspond to timeouts (4 hours).
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Datasets.Weuse twelve general and eight supplementary datasets
in our evaluation. The general datasets are chosen from the pool of
datasets used in previous works such that they cover diverse charac-
teristics in document and universe size. The supplementary datasets
are used to highlight specific aspects of an algorithm (e.g., due to
skewed characteristics) and to reproduce experiments in Section 7.3.
We refer to Mann et al. [47] for details on BMS-POS and Kosarak.
DBLP14-Set1 and Lnonis1 are described in Schmitt et al. [57]. The
four general string datasets are from Jiang et al. [30]; the four general
tree datasets are from Hütter et al. [29]. Gen20kl, Gen50ks, Trec2,
andUniref are longer-string datasets from recent approximate string
edit distance join works [33, 82, 83]. JScript1k, Python1k, and Swis-
sprot1k [35] are subsets of larger tree datasets consisting only of
large trees (≥1000 nodes). SyntheticLU is a synthetic tree dataset
with a uniform and small (104 tokens) universe; all trees have height
four and fanout three. Table 1 shows characteristics of all datasets.

Distance Functions.We evaluate Fast with Jaccard similarity on
sets, the string edit distance on strings, and the tree edit distance
on trees. We evaluated similar or larger ranges of distance thresh-
olds 𝜀 compared to previous work. We study the extensibility of our
approach to Jaro similarity in Section 7.4.

Algorithmic Variations.We compare both StatFast (cf. Section 5)
and DynFast (cf. Section 6) in awarm and a cold variation, i.e., four
variations in total. In cold StatFast, denoted StatFastC, all indexes
have to be built at runtime; in warm StatFast, denoted StatFastW,
all indexes are prebuilt. For DynFast, DynFastC and DynFastW
refer to DynFast with empty and filled (index, reduction, signature)
caches, respectively. The caches are warmed up by executing the
same join twice and only measuring the second execution.

Algorithmic Parameters.We set all cache sizes (index, reduction,
intermediate data) to 2|𝑅 |.We exclude Euler strings in Figure 1 due to
their similarity to traversal strings.WeexcludeTJoin for dynamic ex-
periments due to its high similarity to label sets with Prefix.We use
TJoin’s verification procedure for all tree plans. We set 𝑞=3 for the
𝑞-gram reduction. We set the timeslice to 0.2 seconds for StatFast.
In DynFast, we set timeslices for Inc1S and Inc2S differently, using
a timeslice of 0.2 and 0.8, respectively, to reduce skew as stated in
Section 6. Inspired by the scaling experiments in Trummer et al. [68],
we set the exploration weight𝑤 (cf. Section 2) proportionally to the
achieved rewards. While Trummer et al. [68] use a fixed weight, we
dynamically update𝑤 at runtime. UCT requires random variables
in [0,1] and is often used with a weight of

√
2 [68]. In Fast, rewards

represent relative throughput and tend to range between 0 and 10−4.
For such small rewards, high explorationweights lead to long conver-
gence times. To this end, we scale the exploration weight depending
on the observed rewards, initially setting𝑤 =0.01

√
2 and updating

to𝑤 =
√
2𝑟𝑚𝑎𝑥 with exponentially increasing intervals between each

update for the highest observed reward 𝑟𝑚𝑎𝑥 .

7.2 Evaluating Fast’s Standalone Performance

We first evaluate Fast’s internals, focusing on its ability to select
query plans using static (StatFast) and dynamic (DynFast) indexes.

7.2.1 Evaluation of StatFast. We evaluate the ability of StatFast
to select highly performant query plans. To this end, we compare

1DBLP14-Set uses the current DBLP version [65] with preprocessing from [57, 76].

StatFast against a standalone execution of each individual query
plan. In this setting, we assume that all indexes are prebuilt and only
measure the time to compute the join. Figure 6 reports the results on
all general datasets. A query plan is named after its reduction step(s)
(Q: 𝑞-grams, T: traversal strings, L: label sets) and the join algorithm.

In general, the best query plan differs for different datasets and
thresholds. On set data, Palloc performs best in most settings, only
being outperformed by Prefix on high thresholds in Kosarak.

On strings, PassJoin and Q-Prefix compete for the best query
plan.Ondatasetswithshort strings (DBLP-StringandWord),PassJoin
is the most selective query plan and requires few verifications. For
longer strings and higher thresholds (Enron and Trec), the light-
weight Q-Prefix approach is selective enough.

For trees, the label-set-based query plans and in particular L-
Prefixare the fastestonall datasetsexceptSentimentdue to their low
overhead. This is due to the large universe size; many uncommon to-
kens are readily leveraged by Prefix and Palloc to filter candidates.
Sentiment has a smaller universe size than other datasets, requiring
methods that preserve more of the tree structure than label sets.
Hence, traversal-string-based approaches (in particular T-PassJoin)
slightly outperform the other plans. Motivated by this observation,
we additionally evaluate StatFast on the supplementary dataset
SyntheticLU (not shown) to compare the performance of query plans
onadatasetwitha small universe size.On thatdataset, plansbasedon
the prefix filter (Prefix and TJoin) are outperformed by the more se-
lective T-PassJoin and L-Palloc by up to three orders of magnitude.

StatFast closely follows the best performing query plan. On av-
erage over all thresholds and datasets, StatFast is only 12% slower
than the fastest query plan. The worst case happens for extremely
short runtimes on the Sentiment dataset at threshold 𝜀 =2, where
StatFast requires 0.03 seconds compared to the optimal 0.012 sec-
onds (factor2.5).Whenonlyconsidering runtimesof at least 1 second,
the average and maximum slowdown of StatFast shrink to 7% and
38%, respectively. To summarize, StatFast effectively selects the
fastest query plan and has little overhead.

7.2.2 Analysis of Plan Selection. On its path to convergence, UCT
will inevitably also select non-optimal plans for a few timeslices.
However, the majority of timeslices - over 90% in most settings - are
executed using a single, optimal query plan. In cases where overall
execution time is very short and multiple algorithms have compara-
ble performance, no consensus is reached before termination. This
behavior is observed for high 𝜖 values on BMS-POS and Kosarak,
and for low 𝜖 values on Sentiment and Python.

With the exception of TJoin (due to its similarity to L-Prefix),
all algorithms and reductions are required for the most efficient
query plan in at least one setting: Prefix: Kosarak (high 𝜀), Enron,
Trec, DBLP-Tree, Swissprot; Palloc: BMS-POS, Kosarak (low 𝜀),
DBLP14-Set, Lnonis1, Sentiment (low 𝜀); PassJoin: DBLP-String,
Word, Sentiment (high 𝜀), SyntheticLU; Q-grams: Enron, Trec; Tra-
versal strings: Sentiment (high 𝜀); Label sets: DBLP-Tree, Swissprot,
Sentiment (low 𝜀).

7.2.3 Evaluation of Algorithmic Variations. We now evaluate the
cold and warm variants of DynFast and StatFast (cf. Section 7.1).

Runtime Evaluation. Figure 7 shows the runtime performance of
all four variations. We expect the following descending order of per-
formance for the different scenarios: (1) StatFastW does not require
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Figure 6: Comparison of StatFast against all individual query plans.
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Figure 7: Comparison of StatFast and DynFast.

Table 2: Index redundancy of StatFast vs. DynFast.

Dataset redund. % red.

BMS-POS 0 −100%
Kosarak 0.60 −40%

DBLP14-Set 0.14 −86%
Lnonis1 0.08 −92%

DBLP-String 0.16 −92%
Enron 0.30 −85%

Dataset redund. % red.

Trec 0.32 −84%
Word 1.04 −48%

DBLP-Tree 0.47 −91%
Python 1.7 −66%

Sentiment 0.95 −81%
Swissprot 0.55 −89%

indexing and has less overhead than DynFast. (2) DynFastW can
leverage its caches to avoidmost index constructionwork and reduce
the overhead of DynFast. (3) DynFastC starts with an empty index
cache, but does not construct all indexes. (4) StatFastC constructs
all indexes and is unsuitable if the number of query plans is high.

The results in Figure 7 are consistent with our expectation for
most datasets (Kosarak, Word, DBLP-Tree, Python, Sentiment, Swis-
sprot, high 𝜀 for DBLP-String, Enron, and Trec). For low distance
thresholds 𝜀, DynFastW outperforms StatFastW on BMS-POS (sim-
ilarity 𝜀≥0.75), DBLP-String (𝜀≤2), Enron (𝜀≤6), and Trec (𝜀≤4). This
result is an effect of caching at the hardware level: For low thresh-
olds, indexes are small and might fit into the processor’s cache. In
DynFastW, we execute the same query twice and thus access the
same index structures that are already in the processor cache. When
flushing the hardware cache in between runs, the difference between
DynFastW and StatFastW decreases for all results affected by this
phenomenon. On DBLP14-Set and Lnonis1, for high thresholds,
probing is expensive compared to verification. In general, DynFast
requires probing the same record multiple times against small, par-
tial indexes. Even with caching of intermediate reduction data and
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signatures, DynFast falls behind StatFast on these datasets. On
average over all executions, DynFastW, DynFastC, and StatFastC
are 58%, 197%, and 306% slower than StatFastW.

Evaluation of Index Redundancy. We further analyze the index
redundancy of DynFast compared to StatFast.We define the index
redundancy as the average number of additional indexes that a single
record is indexed in. For StatFast, each query plan corresponds to
an index and thus its index redundancy is |P |−1. DynFast avoids
building major parts of inefficient indexes, only building highly per-
formant ones. Table 2 lists the average index redundancyof DynFast
and the relative reduction to StatFast on all datasets. On average,
DynFast requires 80%, 77%, and 82% fewer additional indexes on
sets, strings, and trees, respectively.

In summary, our results show that (1) DynFastW has lower index
redundancy at the cost of a moderate runtime penalty compared to
StatFastW due to its probing overhead, and (2) DynFastC outper-
forms StatFastC both in terms of runtime and index redundancy.

7.3 Fast as a Baseline

We now evaluate the performance of Fast as a baseline for new
join algorithms.We therefore consider three recently proposed algo-
rithms for sets, strings, and trees and compare them to Fast. To this
end, we compare against StatFastC (slowest variation on average,
cf. Section 7.2.3) for algorithms that we outperform and StatFastW
(fastest variation on average, cf. Section 7.2.3) for algorithms that out-
performus.Weomit the remainingvariationsof Fast to avoid clutter.

7.3.1 Comparison against TwoL (Sets). TwoL [57] was recently
proposed as a similarity join algorithm on sets for symmetric set
similarity functions. Its main contribution is its ability to combine
two index structures for set similarity and adapt to the dataset’s char-
acteristics. Compared to Fast, it only supports similarity search on
sets and is based on optimizing a cost model estimating the cost of a
join using either parts of individual indexes or both at the same time.
It promises high performance on datasets withmixed characteristics.

Experimental Setup and Results. We compare the author’s im-
plementation of TwoL against StatFastC on all set datasets (cf.
Table 1). Compared to Fast, TwoL requires preprocessed datasets.
The preprocessing time is not included in our results.We compare on
Jaccard similarity. For Jaccard, TwoL combines Prefix with Palloc.
Similarly, Fast can select the Prefix or the Palloc plan.

Figure 8 shows the runtime (left axis) of TwoL and StatFastC;
Prefix and Palloc are included for reference. TwoL and Fast per-
form nearly identically. They both effectively avoid the highly inef-
ficient choice of Prefix on DBLP14-Set and Lnonis1. The right axis
of Figure 8 shows the usage ratio of Palloc (#timeslices for Fast,
#reindexed records for TwoL) in Fast and TwoL. Both algorithms
are clearly correlated in their choices.

Conclusion.Fastbehavesnearly identically toTwoLboth in terms
of runtime and index decisions. Hence, including TwoL into Fast
will not yield any significant improvement.

7.3.2 Comparison against MinJoin++ (Strings). MinJoin++ [33] is
an approximate algorithm for the string edit distance. It is based
on splitting all strings into disjoint substrings using pivot points
selectedwith randomhash functions on𝑞-grams. Compared to other
algorithms like PassJoin, the number of substrings is linear in 𝜀.

MinJoin++ focuses on long strings and promises finding all pairs
with high probability.

Experimental Setup and Results.We compare MinJoin++ against
Fast on all four general string datasets (cf. Table 1) and four supple-
mentary string datasets (Gen20kl, Gen50ks, Trec2, Uniref; cf. Table 1)
that were used in the original evaluation of MinJoin++ [33]. We use
the author’s implementation of MinJoin++ [34] and set all parame-
ters according to the author’s default suggestions [33]. In addition to
3-grams included in Fast by default (cf. Section 7), we add additional
𝑞-gram reductions for 𝑞 ∈ {5,7,9,11,13,15} due to the small universe
sizes of the genetic datasets (Gen20kl, Gen50ks).

Figure 9 shows the runtime of MinJoin++ and StatFastW on
DBLP-String,Word,Gen20kl, andUniref. The performance onEnron
and Trec (not shown) is similar toWord, while the performance on
Gen50ks and Trec2 (not shown) is similar to Gen20kl and Uniref, re-
spectively. For MinJoin++, we additionally show the recall for each
data point. On datasets with very long strings and high thresholds
(Gen20kl, Gen50ks, Trec2, Uniref), MinJoin++ significantly outper-
forms Fast while achieving high recall (>99%). For datasets with
short strings (Word,DBLP-String) and for larger thresholds onEnron
andTrec,MinJoin++ only achieves low recalls (<50%) inmany cases.
This is a known limitation of randomization used inMinJoin++ [33].

Conclusion. The performance of MinJoin++ heavily depends on
the dataset. On datasets with short strings, MinJoin++ achieves
low recall and high runtimes; on datasets with long strings, Min-
Join++ finds all result pairs with a significant speedup compared to
Fast. Therefore, we consider MinJoin++ a worthwhile candidate
for inclusion in the reduction graph of Fast.

7.3.3 Comparison against SyncSig (Trees). SyncSig [35] introduces
two approximate algorithms (BJoin and EJoin) for TED. Both are
similar toMinJoin and either partition the trees into balls (BJoin) or
partition the Euler strings of the trees (EJoin). Similar to MinJoin,
both algorithms claim high performance for large trees.

Experimental Setup and Results. SyncSigwas already compared to
TJoin on the general datasets (cf. Table 1) in the original work [35].
For these datasets, all algorithms performed similarly: They all must
verify at least the true-positive trees and the verification step is
responsible for most of the runtime. The authors thus remove all
trees smaller than 1000 nodes to reduce the output size. We use
their datasets (JScript1k, Python1k, Swissprot1k; cf. Table 1) for this
evaluation. We use the author’s implementation of SyncSig [36].

Figure 10 shows the runtime of SyncSig in both its BJoin and
EJoin variant and StatFast (from scratch, i.e., including indexing
time). After the execution of StatFast, we observe that the query
plan TED Str.SS Sym.SS1 d

2 outperforms all other query plans
significantly. We then measure only the performance of this single
query plan (referred to as StatFast (partition only) in Figure 10).
StatFast (partition only) always outperforms BJoin and shows
similar performance to EJoin. The remaining difference in runtime
on JScript1k and Python1k can be attributed to the materialization
of data reductions: By computing Palloc directly on the nodes of
the tree without materializing them as sets, this gap can be reduced.

Conclusion. To the best of our knowledge, no existing algorithm
for TED uses a query plan similar to the Palloc-based plan of Fast.

2The variation of Palloc used here disables deletion neighborhoods and is equivalent
to the partition filter in PartEnum [2].
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This query plan is efficient andperforms approximately aswell as the
better variation of SyncSig on all tested datasets.Hence, the addition
of SyncSig to Fast would not yield a significant improvement.

7.4 Fast as a Tool for Prototyping

We show the extensibility of Fast to an unsupported similarity func-
tion as a method to design a similarity join algorithm. To this end,
we demonstrate the inclusion of the Jaro similarity on strings and
show the required steps to implement baseline support for Jaro in-
side Fast using reductions. Furthermore, we compare Fast against
Limes [22, 50], a state-of-the-art algorithm for Jaro similarity joins.

Jaro Similarity.The Jaro similarity is ameasure defined on strings.
For two strings 𝑟,𝑠 , we define the number of matches𝑚 as the num-
ber of identical characters that appear at most max{ |𝑟 |, |𝑠 | }

2 character
positions apart from each other in 𝑟 and 𝑠 . Furthermore, we define
the number of transpositions 𝑡 as the cardinality of the subset of
matches that are not matched at the same position in both strings.
Then, the Jaro similarity is defined as 𝑑 𝑗 (𝑟,𝑠) = 1

3 (
𝑚
|𝑟 | +

𝑚
|𝑠 | +

𝑚−𝑡
𝑚

).
Jaro similarity is used in entity linking and related fields [17, 22, 52].

Implementing Jaro using Reductions. Besides an implementation
of the similarity function itself, a reduction to a known distance
function with known query plans is required. To this end, we use a
common bound of 𝑑 𝑗 based on the overlap of the character sets of
two strings [22, 74]: Define Jaro Overlap similarity as 𝑑 𝑗𝑜 = 1

3 (
|𝑟∩𝑠 |
|𝑟 | +

|𝑟∩𝑠 |
|𝑠 | + 1), where the strings 𝑟, 𝑠 are interpreted as sets of char-

acters. Then 𝑑 𝑗 (𝑟, 𝑠) ≤ 𝑑 𝑗𝑜 (𝑟, 𝑠). Jaro Overlap is an instance of a

symmetric set similarity, with the equivalent overlap defined as
𝑒𝑞𝑜 𝑗𝑜 (𝑟,𝑠,𝜀)= (3𝜀−1) |𝑟 | · |𝑠 |

|𝑟 |+|𝑠 | . Thus, Jaro Overlap does not require any
significant implementation effort as it is defined by its equivalent
overlap like all other symmetric set similarities.

To summarize, implementing Jaro similarity inside Fast only re-
quires (1) implementing Jaro similarity for pairs of strings, (2) adding
a new equivalent overlap function to support Jaro Overlap, (3) im-
plementing the character sets reduction, mapping strings to sets
(implemented as a special case of 𝑞-grams with 𝑞=1), and (4) regis-
tering Jaro, Jaro Overlap, and character sets in the reduction graph
(cf. Figure 1). Our reduction graph finds two query plans for Jaro
similarity: Jaro is reduced to Jaro Overlap using character sets; then,
Jaro Overlap is evaluated using Prefix or Palloc.

Experimental Evaluation.Wecompare Fast against Limes [22, 50],
a state-of-the-art algorithm for Jaro similarity joins. We adapt the
original implementation of Limes [23]: (1) We reimplement the orig-
inal Java implementation of Limes in C++, (2) adjusted an incor-
rect early termination condition that was previously noticed by
Keil et al. [37], and (3) removed the use of redundant data struc-
tures. Except for modification (2) that is required for correctness, all
modifications increased the performance of Limes.

We evaluate Fast and Limes on all general datasets. Due to high
runtimes for low Jaro thresholds on these datasets, we take samples
such that the runtime of Limes does not significantly exceed one
hour. ForDBLP-String, Enron, andTrec, the samples are of size 60000,
11000, and 8000, respectively. We use the full Word dataset.

Figure 11 shows the runtime of Limes and StatFastC. Except
for low thresholds on Enron and Trec, StatFast significantly out-
performs Limes for all datasets. Limes uses early termination and
grouped verification, but essentially compares all pairs of strings.
Fast leverages both Prefix and Palloc to effectively prune dissim-
ilar pairs and thus does not need to consider all pairs of strings. In
particular, Fast tends to usePrefix for filtering of low thresholds (up
to 0.88−0.94) and Palloc for high thresholds (0.88−0.94 and higher).

To summarize, extending Fast to Jaro similarity only requires
adding the Jaro similarity function, an equivalent overlap function,
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Figure 11: Runtime comparison of Fast against Limes.

a reduction, and new entries in the reduction graph. In particular,
no new algorithms are required. This prototype serves as a baseline
for algorithms using character sets to bound Jaro similarity. Fast
outperforms the current state-of-the-art algorithm for Jaro joins
Limes by one to three orders of magnitude in most settings.

7.5 Main Experimental Insights

Our experiments (Sections 7.2-7.4) highlight various strengths of
Fast. First, Fast automatically selects near-optimal query plans
with low overhead (on avg. only 12% slower than optimal plans, cf.
Section 7.2.1) and utilizes various algorithmic primitives based on
dataset characteristics (cf. Section 7.2.2). Second, Fast offers flexible
deployment via StatFast and DynFast variations, supporting sys-
temswith pre-built (StatFastW) indexes for frequently queried data
or on-the-fly construction with caching (DynFast) for infrequently
queried data (cf. Section 7.2.3). Third, Fast serves as a robust baseline,
matching or exceeding the performance of specialized algorithms
using query plans not yet reported in the literature (e.g., a novel
Palloc-based plan for TED, cf. Section 7.3.3). Finally, its modular
design facilitates rapid prototyping and extension, as shown by the
Jaro similarity case study where Fast significantly outperformed
a state-of-the-art competitor with minimal coding efforts (cf. Sec-
tion 7.4). Collectively, these findings show that Fast is a robust and
extensible system for similarity query evaluation.

8 RELATEDWORK

Standalone Algorithms.A large number of standalone algorithms for
similarity joins has been proposed in the literature. These works are
orthogonal to ourwork as, to the best of our knowledge, all current al-
gorithms can be included into Fast to extend itwith newquery plans.

Most algorithms for set similarity use the prefix filter [14] or the
partition-and-enumeration framework [2]. We refer to the survey
byMann et al. [47] for details on the numerous variations of prefix-
based algorithms [9, 13, 14, 46, 70, 79]. Further developments include
grouping of index entries and probing signatures [72], efficiently
enumerating subsets as signatures [20], and techniques to combine
multiple algorithms depending on the dataset [57, 76].

For string similarity joins, most algorithms focus on the string
edit distance andwe refer to Jiang et al. [30] for details. Recent devel-
opments for approximate string similarity joins include embedding
SED in Hamming space [82] and splitting the strings at pivot points
determined by a randomized function [33, 83].

In the context of tree edit distance joins, Li et al. [43] survey
bounds based on histograms [32], strings [27], and subtrees [80].
Further developments include splitting the trees into subgraphs and
applying the pigeonhole principle [66], using enhanced label sets

including positional information [29], and approximate approaches
based on tree partitioning or Euler string partitioning [35].

Similarity Joins in Systems. Recently, some systems taking a more
holistic approach to similarity joins have been proposed. SIREN [8]
leverages a traditional DBMS and handles similarity queries exter-
nally.DIMA[62, 63] implements Palloc [19] inApacheSpark and ex-
tends it for distributed computation.DIMAperforms cost-based opti-
mization either using a prebuilt index or by sampling. Silva et al. [59]
study different similarity operators, their conceptual evaluation, and
rewrite rules for query optimization. Wang et al. [75] use machine
learning for cardinality estimation of similarity joins. Sun et al. [61]
reduce the dimensionality of their training data by partitioning and
learning local models. Unlike previous work, we focus on an extensi-
ble system for different similarity functions and domains. Note that
selecting an efficient query plan is orthogonal to estimating the cardi-
nality of the result of the similarity join.While all joins have the same
cardinality, different similarity join algorithms greatly vary in cost.

Feedback-based Query Evaluation. Several query plan selection
schemes using measured runtime performance have been proposed
recently. Eddies [7] routes input tuples to the plan’s operators based
on lottery scheduling [69]without formal guarantees. Li et al. [45] dy-
namically change join orders based on observed selectivities. Trum-
mer et al. [68] use UCT [41] to find efficient join orders during ex-
ecution. Compared to Trummer, our work on similarity queries
introduces a novel technique for query plan enumeration, requires
different MDPmodeling, and different strategies for work sharing.

9 CONCLUSION

We introduced Fast, a similarity join algorithm that is both exten-
sible and efficient, overcoming limitations of current monolithic
solutions. By leveraging reductions to transform complex join prob-
lems into simpler ones, our system efficiently enumerates and selects
optimal query plans via a sampling-based strategy without the need
for cost models. Supporting both prebuilt and on-the-fly indexing
with effective caching, Fast achieves performance near the best
individual plan in our extensive evaluation. Finally, our case studies
further demonstrate Fast’s extensibility and potential as a baseline.
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