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ABSTRACT

Vector search systems are indispensable in large language model
(LLM) serving, search engines, and recommender systems, where
minimizing online search latency is essential. Among various algo-
rithms, graph-based vector search (GVS) is particularly popular due
to its high search performance and quality. However, reducing GVS
latency by intra-query parallelization remains challenging due to
limitations imposed by both existing hardware architectures (CPUs
and GPUs) and the inherent difficulty of parallelizing graph traver-
sals. To efficiently serve low-latency GVS, we co-design hardware
and algorithm by proposing Falcon and Delayed-Synchronization
Traversal (DST). Falcon is a hardware GVS accelerator that im-
plements efficient GVS operators, pipelines these operators, and
reduces memory accesses by tracking search states with an on-
chip Bloom filter. DST is an efficient graph traversal algorithm that
simultaneously improves search performance and quality by relax-
ing traversal orders to maximize accelerator utilization. Evaluation
across various graphs and datasets shows that Falcon, prototyped
on FPGAs, together with DST, achieves up to 4.3x and 19.5X lower
latency and up to 8.0x and 26.9X improvements in energy efficiency
over CPU- and GPU-based GVS systems.
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1 INTRODUCTION

Vector search is essential in large language model (LLM) serving
systems [16, 37, 62], recommender systems [23, 87], and search
engines [18, 54, 98]. Upon receiving a query vector, a vector search
system retrieves the most similar vectors from a database approxi-
mately, a process known as approximate nearest neighbor (ANN)
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search. For example, search engines represent web pages as data-
base vectors, and user’s textual queries are encoded as query vec-
tors [18, 40, 54, 55, 98]. Similarly, recommender systems identify
advertisements that are potentially appealing to users by searching
through encoded advertisement vectors [23, 87]. More recently,
LLM systems have also adopted ANN search to improve content
generation quality by retrieving reliable textual knowledge, an ap-
proach known as Retrieval-Augmented Generation (RAG) [16, 37, 62].

Among various ANN search algorithms, graph-based vector
search (GVS) algorithms are particularly popular due to their high
search performance and quality [28, 63, 73], with the latter mea-
sured by recall, the percentage of true nearest neighbors correctly
identified by the search. The key idea of GVS is to construct a prox-
imity graph on database vectors: each vector is a node, and similar
vectors are linked by edges. During a search, the query vector is
compared to a subset of database vectors by iteratively traversing
the graph using best-first-search (BFS), which greedily selects the
best candidate node to evaluate for each search iteration.

Given the rising adoption of ANN search in online systems, an
ideal GVS system should achieve low search latency for real-time
query batches, while being cost- and energy-efficient. However, re-
ducing GVS latency remains challenging due to limitations imposed
by common hardware architectures (CPUs and GPUs) and the inher-
ent difficulty of parallelizing graph traversals. First, CPUs and GPUs
operate on a time-multiplexed basis, executing GVS operations se-
quentially, thus leading to accumulated latency across traversal
iterations. Second, if intra-query parallelization is employed, the
synchronization overhead among CPU cores or GPU streaming
multi-processors [58, 105] is disproportionately high relative to
a single iteration of graph traversal, which typically takes only
microseconds and involves just dozens of distance computations.

While previous research has explored hardware accelerator de-
signs for GVS based on FPGA prototyping [80, 103], these ap-
proaches have three main limitations. Firstly, they only support the
Hierarchical Navigable Small World (HNSW) graph. While HNSW
is widely used today, more efficient graph construction algorithms
are emerging that offer improved recall [28, 70, 72, 73, 81, 107, 111].
Secondly, directly implementing the software-oriented BFS algo-
rithm on these accelerators results in sub-optimal search latency,
because it significantly under-utilizes the accelerators, as we will
further explain in conjunction with the hardware designs. Thirdly,
existing architectures are mainly throughput-oriented and either
do not support [80] or suboptimally support intra-query parallelism
for low-latency search [103].


https://doi.org/10.14778/3749646.3749655
https://github.com/fpgasystems/Falcon-accelerate-graph-vector-search
https://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:info@vldb.org
https://doi.org/10.14778/3749646.3749655
https://www.acm.org/publications/policies/artifact-review-and-badging-current

Table 1: Comparison between Falcon + DST and vector search on existing hardware platforms, including CPUs, GPUs, and prior
FPGA-based accelerators. v and X indicate supported and unsupported features, respectively.

Feature CPU [28,72,73] GPU [34,106] Prior FPGA [80, 103] Falcon + DST (ours)
Minimize Memory Access (§3.2) X X X v
Intra-query Parallelism (§3.3) X X X v

Support Various Graphs (§3.4) v X X v
Hardware-Efficient Traversal Algorithm (§4.3) X X X v

Latency Moderate High Low to Moderate Low
Throughput High Very High High High
Throughput / Bandwidth High High High High
Energy Efficiency Low Low Moderate High

To achieve low-latency GVS while supporting various graphs, we
argue that both algorithm-level and hardware-level optimizations
are essential. To this end, we propose a hardware-algorithm co-
design solution including Falcon, a specialized GVS accelerator, and
delayed-synchronization traversal (DST), an accelerator-optimized
graph traversal algorithm designed to simultaneously improve ac-
celerator search performance and recall. We summarize the advan-
tages of Falcon and DST over existing solutions in Table 1, and
elaborate on the key features of our approach below.

Falcon is an in-memory GVS accelerator with four key features.
Firstly, Falcon involves fast distance computations and sorting units,
and minimizes off-chip memory accesses by using an on-chip Bloom
filter to track visited nodes. Secondly, Falcon supports both intra-
query parallelism, utilizing all compute and memory resources to
process a single query, and across-query parallelism, handling mul-
tiple queries through separate processing pipelines. Thirdly, Falcon
supports general GVS, allowing it to leverage emerging algorithms
offering better recall and performance. Finally, Falcon functions as
a networked service with an integrated TCP/IP stack, thus reduc-
ing end-to-end service latency by bypassing the accelerator’s host
server from the communication path.

Delayed-synchronization traversal (DST) relaxes the greedy graph
traversal order to improve accelerator utilization. The design of the
algorithm is motivated by two key observations. First, from a sys-
tem performance perspective, the synchronous and greedy nature
of the software-oriented best-first search (BFS) limits the amount
of parallelism the accelerator can exploit and thus leads to signifi-
cant accelerator under-utilization. Second, from a traversal-pattern
perspective, we found that relaxing the order of candidate evalua-
tions does not compromise recall. Building on these observations
and drawing inspiration from label-correcting algorithms for par-
allel shortest path computation on graphs [14, 75], DST relaxes
synchronizations that enforce the greedy traversal order, thereby
increasing the amount of parallel workloads that Falcon can handle.
Consequently, DST both reduces search latency by improving accel-
erator utilization and improves recall by allowing the exploration
of search paths that the greedy BFS would otherwise overlook.

We prototype Falcon on FPGAs and evaluate it on various vector
search benchmarks across different types of graphs. In combination
with DST, Falcon achieves up to 4.3X and 19.5X lower online search
latency and up to 8.0x and 26.9X better energy efficiency compared
to CPU and GPU-based GVS systems, respectively. Besides, the
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proposed DST algorithm outperforms the classic BFS by 1.7~2.9%
in terms of latency on Falcon and simultaneously improves recall.
The paper makes the following contributions:

We identify the hardware primitives essential for efficient GVS,
design Falcon, a specialized GVS accelerator, prototype it on
FPGAs, and expose it as a networked service.

We analyze the graph traversal patterns of best-first search and
propose DST, an accelerator-optimized graph traversal algorithm
that reduces GVS latency by relaxing traversal order.

We evaluate Falcon and DST across diverse graphs and datasets,
demonstrating their high performance and energy efficiency.

2 BACKGROUND AND MOTIVATION

In this section, we define the vector search problem (§2.1), introduce
GVS algorithms (§2.2), discuss the limitations of existing processors
for online GVS (§2.3), and motivate the need for an algorithm-
hardware co-design solution for low-latency GVS (§2.4).

2.1 Vector Search: Problem Definition

A k nearest neighbor (kNN) search takes a d-dimensional query
vector q as input and retrieves the k most similar vectors from
a database Y containing d-dimensional vectors, based on metrics
such as L2 distances, dot product, or cosine similarity.

Real-world vector search systems typically adopt approximate
nearest neighbor (ANN) search instead of exact kNN search to boost
search performance (latency and throughput) by avoiding exhaus-
tive scans of all database vectors. The quality of an ANN search is
measured by the recall at k (R@k). Let NN (q) be the set of true k
nearest neighbors to a query q and ANN(q) be the set of k results
returned by the ANN search, recall at k measures the proportion of
the true k nearest neighbors that are successfully retrieved by the

. _ JANNk(q)NNNk(9)|
ANN search: R@k = TINNC@T

2.2 Graph-based Vector Search

Graph-based vector search (GVS) is among the most popular ANN
search methods, renowned for its high search performance and
quality [28, 29, 70, 72, 73, 107, 111]. It involves constructing a prox-
imity graph G(V, E), where V represents the set of nodes, each
is a database vector, and E represents the set of edges between
nodes, with each edge indicating high similarity between the two
connected nodes. Some notable examples of graph construction
algorithms include HNSW[73], NSG[28], and DiskANN [44].



Algorithm 1 Best-First Search (BFS)

Require: graph G, entry node p, query vector g, maximum result
queue size [, number of results to return k (k < [)
Ensure: k approximate nearest neighbors of query ¢
1: C — {p},R « {p}, Visited — {p}
2: while C # 0 and MIN(C.dist) < Max(R.dist) do
3 ¢ « ExTRACT-MIN(C) > pop the nearest candidate
for all neighbors n of ¢ do
if n ¢ Visited then
dist « CompPUTE-Di1sT(q, n)
Visited.add(n), C.add(n, dist), R.add(n, dist)
R.resize(l)
9: return SORT(R)[: k]

4
5
6:
7
8 > keep only the closest [ elements

> return the first k elements

2.2.1 Best-First Search (BFS) for Query Processing. Once the graph
is constructed, query vectors can traverse the graph to find their
nearest neighbors. While various graph construction algorithms
exist [28, 70, 72, 73, 107, 111], the traversal on those constructed
graphs all converges to the classic best-first search (BFS) algorithm.

BFS traverses a graph by greedily evaluating the best candidate
node in each search iteration. As illustrated in Algorithm 1, BFS
begins by adding the typically fixed entry node p to the candidate
queue C, which stores nodes for potential exploration; the result
queue R, which holds the nearest neighbors found so far; and the
visited set Visited, which tracks nodes that have already been vis-
ited. It then searches on the graph iteratively as long as there is at
least one candidate that is reasonably close to the query gq. Here,
reasonably close means that the minimum distance from the can-
didates in C to q is less than the maximum distance of the nodes
currently in R. The algorithm then pops and evaluates the best can-
didate ¢ by visiting all of its neighbors. Each neighbor that has not
been visited is added to the visited set, the candidate queue, and the
result queue, ensuring that no node is processed more than once.
Following the exploration of neighbors, R is adjusted to maintain
only the closest [ elements.

The maximum size of the result queue [ (k < [) controls the
trade-off between search performance and quality. A larger [ in-
creases the threshold distance for considering a candidate, thereby
expanding the number of candidate nodes evaluated during the
search. Although visiting more nodes increases the likelihood of
finding the nearest neighbors, it also leads to higher search latency.

2.3 Limitations of Existing Processors for GVS

Existing GVS systems have been mostly CPU-based, and recent
research has explored their deployments on GPUs and FPGAs. All
these systems adopt the classic BFS algorithm. However, current
solutions remain sub-optimal for latency-sensitive online GVS.

2.3.1  Search on CPU. CPUs have several limitations in online GVS
systems. Firstly, CPUs operate on a time-multiplexing basis, execut-
ing GVS operators such as fetching, computing, and insertion se-
quentially, with only limited timeline overlaps due to data prefetch-
ing. This sequential processing leads to cumulative search latency
for each operator. Secondly, software implementations typically
employ a byte array to track visited nodes for each query [28, 73],
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resulting in additional read and write operations per visited node.
Thirdly, CPUs struggle with random memory accesses to fetch vec-
tors, which are typically less than 1 KB, and to update the visited
arrays (one byte per read or write).

2.3.2  High-throughput GVS on GPUs. GPUs are known for their
massive parallelism, featuring thousands of cores [22]. Thus, GPUs
are well-suited for high-throughput GVS applications, as evidenced
by recent studies [34, 106]. However, GPUs exhibit two shortcom-
ings for online GVS. Firstly, GPUs show much higher GVS latency
than CPUs as shown in our evaluation, because the limited amount
of workload per search iteration makes it infeasible to effectively
parallelize one query across multiple streaming multi-processors.
Secondly, the scale of graphs that GPUs can efficiently serve is con-
strained by memory capacity. GPUs typically use high-bandwidth
memory (HBM), which offers high bandwidth but several times
less capacity compared to DDR memory given the same cost [4].
Although utilizing CPU-side memory is a potential option, search
performance remains a concern: the throughput of fast CPU-GPU
interconnects like the NVLink in NVIDIA Grace Hopper [7] is still
an order of magnitude lower than that of GPU memory.

2.3.3  Specialized GVS Accelerators. Two recent studies [80, 103]
implemented HNSW, a popular GVS algorithm, on FPGAs. Peng
et al.[80] presented the first FPGA-based implementation, while
Zeng et al.[103] further optimized the design by introducing data
prefetching and enabling multi-FPGA search.

However, they are still not optimal for online GVS for the
following reasons. Firstly, supporting only one type of graph
(HNSW) may be inadequate given the rapid emergence of ef-
ficient GVS algorithms [28, 70, 72, 73, 107, 111]. For example,
NSG [28], given longer graph construction time, can achieve better
performance-recall trade-offs than HNSW. Specializing the accel-
erator for HNSW [80, 103] restricts the accelerator’s flexibility in
supporting various types of graphs: HNSW has a unique multi-level
architecture, while the vast majority of graphs in GVS do not incor-
porate a leveled structure. Secondly, applying the software-friendly
BFS on the accelerators leads to sub-optimal search performance.
This is because BFS can cause significant under-utilization of the
accelerators, as we will specify in §4.3. Thirdly, although Zeng et
al. [103] supports intra-query parallelism, an improvement over
Peng et al. [80], the parallel strategy remains suboptimal. Specifi-
cally, the method of partitioning the graph into several sub-graphs
and searching all sub-graphs in parallel [103] leads to significantly
more nodes being visited per query compared to traversing a single,
larger graph, as we will explain further in §3.3.

2.4 Motivation: Algorithm-Hardware Co-Design

In this paper, we aim to achieve low-latency, energy-efficient, and gen-
eral GVS. Given the insufficient hardware support (§2.3) and the in-
herent difficulty of parallelizing BFS (§2.2), we argue that achieving
this goal requires both algorithm-level and hardware-level optimiza-
tions. In the following sections, we present a hardware-algorithm
co-design solution, which includes Falcon (§3), a hardware accel-
erator for GVS, and delayed-synchronization traversal (DST) (§4),
an accelerator-optimized graph traversal algorithm that simultane-
ously improves search performance and recall.
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Figure 1: Falcon overview. It has two architecture variants supporting across-query and intra-query parallelisms.

3 FALCON FOR GVS ACCELERATION

We present Falcon, a low-latency GVS accelerator that we prototype
on FPGAs but also applicable to ASICs (§3.1). Falcon consists of
various high-performance hardware processing elements (§3.2). It
has two variants supporting across-query and intra-query paral-
lelisms, optimized for processing batches of queries and individual
queries, respectively (§3.3). The accelerator is directly accessible as
a networked service and supports various types of graphs (§3.4).

3.1 Design Overview

Accelerator components. Figure 1 shows Falcon, a spatial
dataflow accelerator for GVS. Each query processing pipeline (QPP)
handles one query at a time, containing both control logics and
Bloom-fetch-compute (BFC) units. Falcon is composed of various
processing elements (PEs) interconnected via FIFOs, including sys-
tolic priority queues for storing candidate nodes and search results,
Bloom filters to avoid revisiting nodes, and compute PEs for efficient
distance calculations between query and database vectors.
Parallel modes. Falcon has two variants that support across-
query parallelism and intra-query parallelism, as shown in Fig-
ure 1(a) and (b), respectively. Across-query parallelism processes
different queries across QPPs, while intra-query parallelism min-
imizes per-query latency by utilizing all compute and memory
resources (multiple BFC units) to process one query at a time.
Differences compared to existing accelerators. Falcon dis-
tinguishes itself from previous GVS accelerators [80, 103] in four
aspects, as summarized in Table 1. Firstly, Falcon utilizes on-chip
Bloom filters to manage the list of visited nodes, thereby minimiz-
ing memory accesses (§3.2). Secondly, Falcon’s intra-query parallel
design utilizes all compute and memory resources to traverse a sin-
gle graph rather than partitioned sub-graphs (§3.3). Thirdly, Falcon
supports various GVS algorithms, rather than being limited to a
specific one such as HNSW, allowing it to benefit from emerging al-
gorithms that offer improved search quality and performance (§3.4).
Finally, Falcon employs the proposed accelerator-optimized traver-
sal algorithm that significantly reduces vector search latency (§4).

3.2 Hardware Processing Elements

We now introduce the main types of PEs in the order of their
appearance in Algorithm 1.
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3.2.1  Priority Queues. We adopt the systolic priority queue archi-
tecture [41, 60] for the candidate and result queues in Algorithm 1.
A systolic priority queue is a register array of s elements intercon-
nected by s — 1 compare-swap units. It enables high-throughput
input ingestion of one insertion per two clock cycles by comparing
and swapping neighboring elements in parallel in alternating odd
and even cycles. The queue can be sorted in s — 1 cycles.

3.2.2 Bloom Filters. Once the candidate queue pops a candidate to
be explored, the next step is to check whether each of the candidate’s
neighbors is already visited.

Previous software and specialized hardware implementations
either maintain a visited array or a hash table, but neither is ideal
for Falcon. For example, software-based implementations [28, 73]
maintain an array with a length as the number of nodes in the graph.
Node IDs are used as the array addresses to access the visited tags.
However, this approach leads to extra memory accesses, requiring
one read operation per check and one extra write operation to
update the array for unvisited nodes. Zeng et al. [103] developed
on-chip hash tables as part of the accelerators to track the visited
nodes to avoid off-chip memory accesses. Each entry of the hash
table stores up to four visited node IDs. However, given the limited
on-chip SRAM, it is unlikely to instantiate large hash tables, and
thus collisions would appear during the search. A collision would
not only lead to redundant node visits, but those visited nodes will
be inserted into the candidate and result queues repetitively, thus
eventually degrading recall.

Falcon, in contrast to existing solutions, adopts on-chip Bloom
filters to track visited nodes. A Bloom filter is a space-efficient
probabilistic data structure designed to test whether an element is a
member of a set, e.g., determining whether a node has been visited
based on its ID. A Bloom filter uses multiple (k) hash functions
to map each input to several positions in a b-bit array. To check
if a node has been visited, the same hash functions are used to
check the status of these specific positions: if any of the bits are
not set, the node is definitely not visited; if all are set, the node is
highly likely visited (but not guaranteed, a scenario known as false
positive). Given m inserted elements, the false positive rates can be

m h
calculated by (1 - e_}T) [15].
Compared to hash tables, Bloom filters are significantly more space
efficient for identifying visited nodes. For example, instantiating a



hash table with 1K slots for 4-byte node IDs requires 32Kbit SRAM.
Using a chaining strategy to resolve hash collisions [74], where
collided elements are moved to DRAM, the collision probability for
a new incoming node ID is as high as 63.2% when 1K nodes have
already been visited. In contrast, using the same amount of SRAM,
a Bloom filter can provide 32K slots. With an equivalent number of
nodes visited, the false positive rate for a new node ID is only 3.0%
and 0.07% using a single hash function and three hash functions,
respectively. As we will show in our experiments, the very few false
positives, meaning that an unvisited node is reported as visited, will
not visibly degrade recall. This is because a well-constructed graph
typically offers multiple paths from the query vector to the nearest
neighbors, mitigating the effects of these very few false positives.

Falcon implements Bloom filters in the following manner. Both
the number of hash functions and the size of the Bloom filters are
configurable. Currently, Falcon uses three Murmur2 hashes [5] per
filter. These hash functions are computed in parallel, and each hash
function pipeline can yield a hash code every clock cycle. The size
of the bitmap is set to 256Kbit, which translates to low false positive
rates — only one in 600K for 1K visited nodes.

3.2.3  Fetching Vectors. Upon identifying nodes to visit, the next
step is reading the vectors for each node.

Falcon optimizes bandwidth utilization by pipelining vector
fetches. Rather than waiting for the first vector to return before
issuing a second read, each fetch unit pipelines up to 64 read re-
quests (configurable), thus improving read throughput by hiding
the latency associated with memory and the memory controller.
The data width of the FIFO connecting a fetch unit to the memory
controller is set to 64 bytes.

3.24 Distance Computations. Each vector fetch unit is connected
to a compute PE that calculates L2 distances, dot product, or cosine
similarity between queries and database vectors. A compute PE
instantiates multiple multipliers and adders and pipelines different
compute stages, such that the compute throughput can match the
maximum read throughput of a vector fetch unit.

3.3 Intra-query and Across-query Parallelism

While across-query parallelism for batched queries can be straight-
forwardly implemented by instantiating multiple query processing
pipelines (QPP) on the accelerator, there are two design choices
for intra-query parallelism, which aim to minimize latency for in-
dividual queries. One option involves adopting the architecture
of across-query parallelism by partitioning the dataset into mul-
tiple subsets, querying each subset with an individual QPP, and
aggregating the results, as Zeng et al. [103] described.
Alternatively, our choice is to speed up the traversal of a sin-
gle graph by instantiating multiple BFC units in a single QPP to
utilize all the compute and memory resources for a single query
(Figure 1(b)). This decision stems from the observation that travers-
ing several sub-graphs significantly increases the total amount of
workload per query compared to traversing a single graph. Figure 2
shows that, to achieve a recall of R@10 = 90% on the SPACEV
natural language embedding dataset [9], the total number of visited
nodes per query when using eight subgraphs is 4.2x of that for a
single graph. Thus, the maximum speedup (assuming perfect load
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Figure 2: Traversing one graph versus several sub-graphs.

balancing) that eight partitions and eight QPPs can achieve is only
1.9x that of traversing a single graph with one QPP.

When traversing a single graph using intra-query parallelism,
Falcon leverages its direct message-passing mechanism via FIFOs to
enable low-overhead, fine-grained task dispatching among different
BFC units. This is a significant architectural advantage compared
to CPUs and GPUs, where synchronization overhead among CPU
cores or GPU streaming processors [58, 105] is too high compared to
a single iteration of graph traversal, which only takes microseconds
typically involving dozens of distance computations.

3.4 Accelerator-as-a-Service Implementation

Falcon is implemented with a total of 6.6K lines of code, including
3.6K lines of High-Level Synthesis (HLS) code for the accelerator
kernel, developed using Vitis 2022.1, and 3K lines of C++ code for
the CPU host and client programs. We instantiate and evaluate
Falcon on AMD Alveo U250 FPGAs, but the architecture is portable
to arbitrary FPGA platforms. Falcon operates as a networked service
through a TCP/IP stack and supports various types of graphs.

3.4.1  Network Stack Integration. Vector search systems are typ-
ically wrapped as services for real-time LLM serving or recom-
mender systems. To minimize service latency, we integrate a TCP/IP
network stack [38] into Falcon, as shown in Figure 1. This integra-
tion allows Falcon to function as a networked accelerator service in
data centers [27, 83], facilitating direct communication with clients.
This approach differs from common setups where the accelerator
operates as a PCle-based operator offloading engine, which involves
additional latency including CPU handling requests from the net-
work, accelerator kernel invocation, and data copying between the
CPU and the accelerator. Compared to CPU and GPU-based services,
Falcon can partially overlap communication and query latency: for
a batch of queries, it begins processing the first query upon its
arrival rather than waiting for the entire batch to be received.

3.4.2  Supporting Various Graphs. Falcon supports arbitrary graphs
by representing them with a unified graph format, accommodat-
ing common graph elements including nodes, edges, entry nodes,
and degrees. This approach is naturally compatible with the vast
majority of graphs [28, 72, 107, 111], except for HNSW [73] that
has a unique multiple-layer structure. The upper layers of HNSW
are designed to identify a high-quality entry point into the base
layer, which contains all the database vectors — thus the base layer
is comparable to the entire graph in other GVS algorithms [28, 72].
Instead of customizing the accelerator for this case, we prioritize
the Falcon’s versatility by initiating searches from a fixed entry
point on the base layer of HNSW, which is the same (and only) entry
point used at the top level. We found that this approach, without
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Figure 3: The proposed Delayed-Synchronization Traversal (DST) reduces vector search latency by maximizing accelerator
utilization. It delays synchronizations and allows multiple candidates to be evaluated simultaneously in the processing pipeline.

starting from the optimal entry node at the base layer for each and insertions can partially overlap because these PEs pipeline
query, does not lead to recall degrades (Figure 7), although more the execution of sub-steps, where each sub-step involves one of
hops might be necessary to reach the nearest neighbors, a finding the neighbors of the candidate being evaluated. Between search
also supported by existing research [66, 92]. iterations, an implicit synchronization between all of the PEs ensures

that the queues are sorted, such that the best candidate can be
popped for evaluation in the next iteration.

Unfortunately, directly implementing the software-oriented BFS
algorithm on a parallel GVS accelerator like Falcon can lead to
sub-optimal search performance due to under-utilization of the
accelerator. As shown in Figure 3(a), only a fraction of the PEs are
utilized simultaneously because of the inherently greedy nature of
BFS, which processes only one candidate at a time, offering little
opportunity for parallelization.

3.4.3 Memory Management. To leverage multiple memory chan-
nels, we partition the data — including links and vectors — evenly
across all channels in a round-robin fashion based on node IDs.
This contrasts with the approach of splitting a single vector across
multiple channels, which provides limited bandwidth benefits when
fetching a vector due to the random access latency incurred by each
channel. The number of BFC units is set equal to the number of
memory channels, as each compute unit in a BFC is designed to
fully utilize the maximum bandwidth of a single memory channel.

4.2 Goal: Improving Accelerator Performance
through Traversal Algorithm Redesign

A natural idea to optimize accelerator performance is to maximize
accelerator utilization by minimizing PE idleness. Given the imbal-
anced workloads across different search steps, this approach does
not necessitate all PEs to be always active but rather focuses on
keeping those PEs involved in bottleneck steps consistently busy.
In the context of GVS, the bottleneck steps usually include fetching
neighbor vectors (S3) and calculating their distances relative to the

4 DELAYED-SYNCHRONIZATION TRAVERSAL

Realizing the inefficiencies of BFS on Falcon (§4.1), we investigate
its graph traversal patterns (§4.2) and propose DST, an accelerator-
optimized traversal algorithm applicable for both intra- and across-
query parallelisms (§4.3).

4.1 Inefficiency of BFS on Accelerators

Figure 3(a) visualizes the timeline of BFS on Falcon, where each

unique color represents one of the six search steps (51~S6), and query vectors (S4).

each PE handles a specific step, except for the priority queues that

manage two steps, including distance insertions and sorting (S5 4.2.1  Algorithm-specific Observations. Given the critical role of
and S6). Some steps must wait for the previous step to complete: accelerator utilization in search performance, we ask: Is it necessary
sorting only begins after all distances are inserted into the queues. to strictly follow the BFS traversal order and synchronization pattern
Other steps like filtering, fetching vectors, computing distances, to achieve high search quality?
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Figure 4: Traversal convergence of BFS, MCS, and DST across graphs (HNSW and NSG) and datasets (Deep and SIFT). Each grey
cross is an evaluated candidate, each colored dot a visited neighbor node, and each dark star one of the ten nearest neighbors.

To answer this question, we examine the traversal patterns of
GVS. To address this question, we analyze the traversal patterns of
GVS. The upper section of Figure 4 illustrates the BFS traversal pro-
cess for a sample query on the DeeplM dataset [12] using HNSW
(Figure 4a) and on the SIFT1M dataset [8] using NSG (Figure 4b).
Each grey cross represents an evaluated candidate node, colored
dots denote its neighbor nodes, and black stars mark the ten nearest
neighbors. Notably, while the node distances to the query decrease
at the beginning of the traversal, most subsequent candidates main-
tain similar distances rather than showing a monotonically decreas-
ing trend — an observation consistent across queries, datasets (SIFT,
Deep, and SPACEV), and graphs (HNSW and NSG), although not
all data are visualized due to space limits.

This observation suggests that traversals in GVS do not have
to adhere to a strictly greedy approach — relaxing the tra-
versal order of different candidate nodes should result in
comparable search quality, assuming the same or a similar set
of candidates is evaluated.

4.2.2  Naive Solution: MCS. Leveraging the intuition above, one
straightforward way to improve accelerator utilization is increasing
the number of candidates evaluated per iteration, a strategy we term
multi-candidate search (MCS). As illustrated in Figure 3(b), each
iteration evaluates mc = 4 candidates instead of just the closest one,
because the second to the fourth best candidates per iteration may
also be close to the query and could be on the search path of BFS.

However, the PE utilization is not yet optimal due to the implicit
synchronization operations required between iterations, where the
candidate queue must be sorted before evaluating the next mc near-
est candidates. While increasingmc could push PE utilization rates
towards 100%, this approach can potentially degrade end-to-end
search performance as we will show in the evaluation, because eval-
uating many candidates per iteration means potentially processing
irrelevant candidates.

4.3 Low-latency GVS via DST

To maximize accelerator utilization with minimal overhead (the
number of extra nodes visited), we propose Delayed-Synchronization
Traversal (DST), a parallel, low latency graph traversal algorithm
for GVS. The key idea of DST is to allow on-the-fly processing
of multiple groups of candidates within the query processing
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pipeline by delaying synchronizations between search iter-
ations, thereby improving the utilization of compute units
and memory bandwidth. Here, each candidate group can contain
one or multiple candidate nodes.

4.3.1 DST Procedure. Figure 3(c) demonstrates how DST enhances
accelerator utilization. In this example, there are two candidate
groups (mg = 2), each with two candidates (mc = 2), thus allow-
ing four candidates to be processed simultaneously in the pipeline,
mirroring the MCS setup (mc = 4) in Figure 3(b). Unlike MCS, DST
introduces delayed synchronization: as the evaluation of the candi-
date group containing the 5th and 6th candidates begins, only the
first group, containing the 1st and 2nd candidates, has been fully
evaluated — the delayed synchronization sorts the existing results,
while the synchronization of the second group (with 3rd and 4th
candidates) is deferred. This strategy ensures that the processing
pipeline remains filled and that the bottleneck-step PEs for fetching
vectors and computing distances are fully utilized, thereby avoid-
ing the periods of idleness around synchronizations as shown in
Figure 3(a) and (b). When applying DST to intra-query parallelism,
steps S2~S4 can be parallelized across multiple BFC units, unlike
across-query parallelism, which utilizes one BFC unit per QPP.
Algorithm 2 details the procedure of DST from the accelerator
controller’s perspective. DST starts by evaluating the entry node as
the first candidate group. As soon as a candidate group is evaluated,
DST tries to fill the accelerator pipeline by launching the evaluation
of additional candidate groups, where both the number of groups
in the pipeline (mg) and the number of candidates per group (mc)
can be set by the user. DST terminates when there are no active
groups in the pipeline and there are no more valid candidates.

4.3.2 Performance Benefits. DST achieves significantly higher
throughput than BFS and MCS in terms of the number of can-
didates processed per unit of time. Figure 3 marks the count of
processed candidates by the end of the timeline on the right side.
In this example, BFS completes only three candidates, meaning
that the results for the 3rd candidate have been inserted into the
candidate queue. MCS shows improved throughput, managing to
finish processing five candidates in the same time frame. DST, given
an equivalent number of candidates in the pipeline as MCS (four),
achieves the highest throughput by completing seven candidates



Algorithm 2 Delayed-Synchronization Traversal (DST)

Require: graph G, entry node p, query vector g, result queue size
I, number of candidate groups mg, number of candidates per
group mc, number of results k (k < I)

Ensure: k approximate nearest neighbors of query ¢

1: C«— {p},R « {p}, Visited — {p}
2: LAuNcH-EvAL-NoN-Brock({p}), GroupCnt « 1
3: while GroupCnt > 0 or MIN(C.dist) < Max(R.dist) do
stop if no active groups and qualified candidates
if EARLIEST-EvAL-DONE then > check task status
GroupCnt < GroupCnt — 1
while GroupCnt < mg do
threshold «— Max(R.dist)
Group < EXTRACT-MIN(C, mc, threshold)
if S1ze(Group) > 0 then
LauncH-EvaL-NoN-Brock(Group)
GroupCnt « GroupCnt + 1

>

4
5
6: > fill the pipeline
7
8
9

10:
11:

12: return SOrT(R)|: k] > return the first k elements

by the end of the timeline. Notably, DST fully utilizes the critical
PEs for vector fetching and distance computations, thanks to the
delayed-synchronization mechanism.

4.3.3  Search Quality. Given the algorithmic relaxations in DST
compared to BFS, one might immediately question: Will the re-
ordered traversal in DST degrade recall? Contrary to this concern,
DST can actually improve recall while lowering search latency as
our experiments will demonstrate (Figure 7) for the following rea-
sons. On one hand, BFS traverses the graph in a greedy manner,
striving to avoid visiting nodes that are not sufficiently close to
the query. On the other, DST, by delaying synchronizations and
allowing multiple candidates to be processed in the pipeline, relaxes
the threshold for node evaluation. Considering that the termination
condition remains consistent with BFS (when there is no qualified
candidate left), DST likely evaluates the high-quality candidates on
the search path of BFS and additionally explores other potentially
relevant candidates. Thus, the evaluation of these extra sub-optimal
candidates (a) does not prevent the evaluation of better candidates
close to the queries and (b) may uncover extra paths leading to the
nearest neighbors, thereby potentially improving recall.

Figure 4 compares the search convergence of BFS, MCS, and
DST. All of them find the nearest neighbors in this example, with
DST and MCS visiting more nodes than BFS. This trend remains
consistent across various datasets (SIFT, Deep, and SPACEV) and
graph structures (HNSW and NSG), though Figure 4 only visualized
a subset of experiments due to space constraints.

4.3.4  Parameter Configuration. DST introduces two additional run-
time configurable parameters compared to BFS: the number of can-
didate groups in the pipeline (mg) and candidates per group (mc).
The optimal configuration depends on several factors, including
vector dimensionalities, data distributions, and degrees (number
of neighbors per node). We found it challenging to determine the
optimal parameters by performance modeling due to (a) the signifi-
cant variance in node degrees and (b) the unpredictable proportion
of visited nodes as traversal progresses. Thus, to ensure optimal
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search performance, it is advisable to perform an empirical parame-
ter search using a set of sample queries before system deployment.
Typically, this process only takes minutes, as the search space is
relatively small, with both mg and mc usually not exceeding ten
according to our experiments.

5 EVALUATION

Our evaluation aims to answer the following questions:
e How does Falcon’s search performance and energy efficiency
compare to that of CPUs and GPUs? § 5.2

How much speedup and recall improvement can DST achieve
on Falcon over BFS? § 5.3

Where is the performance cross-over point between intra-query

and across-query parallelism? § 5.4

5.1 Experimental Setup

Baseline systems. For CPUs, we evaluate two popular graphs,
namely HNSW [72] and NSG [28], using their official implementa-
tions. For GPUs, we evaluate GGNN [34], an approximate version of
HNSW optimized for GPU architectures. Additionally, we evaluate
the inverted-file (IVF) index [86], a clustering-based index, using
the Faiss library [2] for both CPUs and GPUs. As the previous FPGA
GVS implementations [80, 103] are not open-sourced, we mainly
compare their traversal strategies with DST based on Falcon in §5.3.

Hardware. We use server-class hardware manufactured in simi-
lar generations of technology (12~16 nm), where the CPU and GPU
hold advantages over the FPGA in terms of bandwidth. We develop
Falcon using Vitis HLS 2022.1, instantiate it on the AMD Alveo
U250 FPGA (16 nm) with 64 GB of DDR4 memory (four channels x
16 GB, 77 GB/s in total), and set the accelerator frequency to 200
MHz. We use a CPU server with 48 cores of Intel Xeon Platinum
8259CL operating at 2.5 GHz and 384 GB DDR4 memory (12 chan-
nels, 256 GB/s). GPU evaluations are performed on NVIDIA V100
with 16 GB HBM2 memory (900 GB/s). Both the CPU and GPU
servers are equipped with Mellanox ConnectX-4 NICs, providing
network bandwidth equivalent to the FPGA at 100 Gbps.

Datasets. We use the SIFT [8], Deep [12], and SPACEV [9]
datasets, containing 128, 96, and 100-dimensional vectors, respec-
tively, thus covering both vision features (SIFT and Deep) and text
embeddings (SPACEV). We evaluate their subsets of the first ten
million vectors, such that the constructed graphs can fit within the
GPU and FPGA memory.

Algorithm settings. Unless specified otherwise, we set the
maximum degree of the graphs to 64, balancing between graph
size and search quality. We set the candidate queue size as 64,
which ensures at least 90% recall for ten nearest neighbors across
datasets. Falcon uses the best-performing DST parameters unless
otherwise specified. For IVF indexes, we set the number of IVF lists
as 4096, approximately the square root of the number of vectors as
a common practice.

5.2 End-to-end Performance and Efficiency

We compare Falcon with baseline systems on the six combinations
between datasets and graphs. The software recall of these experi-
ments is noted in Figure 5: NSG consistently achieves better recall
than HNSW. Falcon always achieves better recall than software
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Figure 6: GVS throughput across processors, without latency
constraints, is strongly related to memory bandwidth.

because DST explores more search paths per query than BFS, as we
will analyze in §5.3.

5.2.1 End-to-end Online Search Latency. For online search, we treat
all systems as a service where both the client and the server are
connected to the same network switch. The network transmission
time between CPU servers and between CPUs and FPGAs are sim-
ilar — around 50us given a batch size of one, only a tiny fraction
of the end-to-end query latency. Figure 5 shows the distributions
of vector search latency for various batch sizes across six graph-
dataset combinations. We set the IVF-based index parameters for
each scenario to achieve at least the same recall as GVS.

Falcon consistently outperforms all baselines in median latency,
achieving speedups of up to 4.3x over CPU with graphs, 19.5X over
GPU with graphs, 102.1x over CPU with IVF, and 6.5 over GPU
with IVF. Falcon achieves the lowest search latency among the com-
pared systems, with its intra-query and across-query parallel modes
preferable for different batch sizes as we will discuss in §5.4. For
CPUs, GVS outperforms the IVF index as the latter requires more
database vectors to scan to achieve comparable recall [29, 63]. As
batch sizes increase, CPU GVS latency becomes closer to that of
Falcon, mainly benefiting from the CPU server’s 3.3 higher band-
width than the FPGA, whose bandwidth is saturated at a batch size
of four. On GPUs, the embarrassingly parallel scan pattern of IVF
results in better latency than GVS. Despite their high bandwidth
and numerous cores, GPUs struggle to efficiently handle queries
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with small batch sizes due to the GPU’s throughput-oriented archi-
tecture, which prioritizes parallel processing of many queries but
results in high latency for individual queries.

5.2.2  Throughput without Latency Constraints. Figure 6 presents
search throughput in queries-per-second (QPS) without latency
constraints by setting the batch size as 10K.

Unsurprisingly, when latency constraints are removed, GVS
throughput primarily becomes a competition of memory bandwidth.
For both CPUs and GPUs, graph-based indexes outperform IVF,
which necessitates scanning more database vectors to reach the
same recall [29, 63]. For GVS, the GPU exhibits superior throughput
thanks to its 12X memory bandwidth over the FPGA, as shown
in the upper half of Figure 6. Upon normalization by bandwidth
(Figure 6 lower), the performance of Falcon and GPUs becomes com-
parable, with GPUs showing a slight edge for SIFT. This is because
the GPU adopts the greedy BFS algorithm, whereas Falcon uses
DST that trades off additional nodes to visit for reduced latency,
as we will analyze in §5.3. The CPU performs the worst in QPS
per unit bandwidth due to additional memory accesses required to
check and update the visit status array.

5.2.3 Energy Efficiency. We measure the power consumption (in
Watt) of CPU, GPU, and Falcon using Intel RAPL, NVIDIA System
Management Interface, and AMD’s Vitis Analyzer. The energy con-
sumption per query batch (in Joule) is calculated by multiplying
power with batch latency.

Falcon is energy efficient, achieving up to 8.0, 26.9X, 231.1X, and
5.5% better energy efficiency than CPU graph, GPU graph, CPU IVF,
and GPU IVF, respectively. For online GVS with batch sizes up to
16, the power consumption of CPU, GPU, and Falcon ranges from
136.9~209.2W, 183.4~324.2W, and 55.2~62.3W, respectively. Con-
sidering energy consumption per batch, Falcon achieves 2.2~8.0x
and 11.9~26.9X better energy efficiency than CPUs and GPUs. For
offline GVS without latency constraints (using batch size of 10K),
Falcon still achieves 1.9~3.9% energy efficiency over CPUs, but
is outperformed by GPUs by 5.3~11.1X, indicating that GPUs re-
main the preferred option for scenarios requiring high-throughput
thanks to their superior memory bandwidth.
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Figure 8: DST consistently outperforms BFS across various
datasets, graph configurations, and parallel modes.

5.3 DST Efficiency on Accelerators

5.3.1 Performance Benefits. We now discuss the speedup achieved
with different DST parameters and the maximum speedup across
various experimental setups.

The impact of DST configurations on performance. We
evaluate the impact of the numbers of candidate groups in the
pipeline (mg) and candidates per group (mc) on DST performance.
Figure 7 (a) and (b) shows the throughput speedup achieved by
DST compared to BFS on the Deep10M dataset with HNSW, across
both the intra-query and across-query parallel versions of Falcon.
BFS is equivalent to mg = 1, mc = 1 (upper-left corner), whereas
MCS, evaluating multiple candidates per iteration without delayed
synchronization, is shown in the first column (mg = 1, mec > 1). All
the other setups are considered as DST. Note that previous FPGA
designs [80, 103] adopts BFS, with Zeng et al. [103] implementing
a prefetching strategy on BFS that, at best (zero miss rate), matches
the performance of MCS with mc = 2.

The optimal configuration for DST varies across use cases, with
intra-query parallelism typically requiring higher parameter values
than across-query parallelism. As shown Figure 7, the optimal pa-
rameters are mg = 6, mc = 2 for intra-query parallelism (Figure 7
(a)) and mg = 4, mc = 1 for across-query parallelism (Figure 7 (b)).
This is because the intra-query version parallelizes the distance
computations, thus achieving a higher throughput of workload
processing per query, leading to a higher throughput of processing
nodes and thus necessitating a greater workload intensity to fully

3806

utilize the accelerator. However, higher mg = 6 and mc = 2 also
lead to a greater amount of query-wise workloads as more hops
are needed before the search terminates, as shown in Figure 7 (c).
Thus, the maximum speedup is determined by the balance between
accelerator utilization and the number of extra hops per query. Fig-
ures 7 (d) and (e) show the compute efficiency—measured as the
number of nodes evaluated per unit time—under different DST con-
figurations. As mg and mc increase, compute efficiency improves
but eventually plateaus. For instance, in Figure 7 (d), setting mg = 5
and mc = 3 yields a 5.03% improvement over BFS. However, fur-
ther increasing parallelism to mg = 7 and mc = 4 results in only a
marginal gain, reaching 5.23% over BFS.

Maximum speedup in various experimental setups. Fig-
ure 8 shows the speedup of DST over BFS across various settings,
including parallel modes, datasets, and graph types, and the maxi-
mum degrees of each graph.

DST consistently outperforms BFS across all setups, achieving
speedups from 1.7~2.9x. DST is particularly advantageous in intra-
query parallelism: with a maximum degree size of 64, it achieves
speedups of 2.5~2.9x over BFS for intra-query parallelism, com-
pared to 1.7~2.5% for across-query parallelism. This is because
intra-query parallelism utilizes more BFC units for a single query
and thus benefits more from increased workloads in the pipeline
when adopting DST. This reason is that lower node degrees reduce
the time required to fetch neighbors and compute distances when
applying BFS, leading to significant accelerator under-utilization,
as we explained in Figure 3.

5.3.2  Recall Benefits. The rightmost heatmap in Figure 7 shows
the improvements in search quality achieved by DST.

In general, larger numbers of candidates in the processing pipeline
(higher mg and mc) lead to increased recall. This is due to the evalu-
ation of a broader range of candidates. Although some candidates
may not be on the optimal search path, they could still lead to paths
that reach the nearest neighbors.

DST consistently achieves better recall than BFS across all exper-
iments. In Figure 7(f), employing the performance-optimal DST
configurations enhances R@10 from 94.11% to 94.55% and 95.33%
for across-query and intra-query parallelism, respectively. Given
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Figure 9: DST achieves significantly better performance scal-
ability than BFS given intra-query parallelism.

various experimental setups as in Figure 8, the R@10 improvements
range from 0.14% to 4.93%.

5.4 Across-query and Intra-query Parallelism

5.4.1 Scalability of Intra-query Parallelism. Figure 9 compares the
scalability of DST and BFS given various numbers of Bloom-fetch-
compute (BFC) units across datasets, with all units sharing a com-
mon control unit to form a query processing pipeline (QPP). For
DST, we use mc and mg that achieve the highest performance.

DST demonstrates better performance scalability than BFS. For
example, for HNSW on the SIFT dataset (Figure 9a), the speedup
of DST over BFS increases from 1.78X to 2.44X as the number
of BFC units grows from one to four. BFS, with four BFC units,
achieves only a speedup of 1.41x over the single BFC version. This
limited scalability of BFS stems from its greedy traversal pattern,
which processes only one candidate at a time, resulting in minimal
parallelizable workloads per iteration while the control overhead
associated with the queues remains constant. In contrast, DST ex-
pands the workloads in the pipeline, ensuring that each BFC unit
has sufficient workload to work with. A similar speedup trend of
DST over BFS is observed across various datasets and graphs (e.g.,
Figure 9b), although not all results are shown here.

5.4.2  Performance Trade-offs between Intra-query and Across-query
Parallelism. Figure 5 compares the performance of the two types
of parallelism, where each accelerator contains four BFC units,
configured as either a single QPP for intra-query parallelism or four
QPPs for across-query parallelism.

The optimal choice of parallel mode is related to batch sizes. As
shown in as shown in Figure 5, intra-query parallelism is always
advantageous for a query size of one. However, since the latency
speedup from intra-query parallelism does not scale linearly with
the number of BFC units (Figure 9), across-query parallelism per-
forms better for queries with batch sizes at least equal to the number
of QPPs (four in our case). For batch sizes that fall between these
two scenarios, the preferred parallel mode depends on the dataset,
vector dimensionality, and graph construction parameters.

5.5 Speedup in Recommender and RAG Systems

We also evaluate the end-to-end speedup achieved by deploying
Falcon in recommender and RAG systems. Due to the wide range of
possible model configurations, the proportion of time spent on retrieval
can vary significantly (and consequently, the achievable speedup), as
we demonstrate below.

Recommender Systems. We instantiate two DLRM models of dif-
ferent sizes, as summarized in Table 2. The smaller model (RM-S) is
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Table 2: Recommendation model configurations.

Model Embedding Embedding Bot. Layers Top Layers
Table Num Dimension
RM-S 26 64 256,128,64 512,512,256,128,1
RM-L 104 64 512,256,128,64 1024,1024,512,256,1
Retrieval RM-S (rank top 16) Retrieval RM-L (rank top 16)
3 100 g 100
g s0 g s0
2 2
3 o 3 o
1 2 4 8 1 2 a4 8]
Retrieval RM-S (rank top 128) Retrieval RM-L (rank top 128)
9 3 100
g 50 g 50
2 g
8 o 3 o
1 2 4 8 1 2 4 8
Batch Size Batch Size

Figure 10: Latency breakdown of end-to-end recommenda-
tion using a CPU for retrieval and a GPU for inference, across
different model sizes and numbers of candidates to rank.

based on the Criteo TB dataset and includes 26 embedding tables,
while the larger model (RM-L) comprises over 100 tables, aligning
with recent industry-scale recommender systems [36, 47, 48]. We
assume that each recommendation request first performs an ANN
search to identify candidate items, followed by ranking the top 16
or 128 candidates via model inference. We adopt NVIDIA’s infer-
ence implementation [6] and evaluate it on a V100 GPU (same as
the vector search baseline), assuming that the embedding tables
fit in GPU memory. For the ANN search, we use the latency on
the SIFT dataset with HNSW as a reference. Figure 10 shows the
latency breakdown when using a typical CPU-GPU architecture,
where the CPU is responsible for ANN search. Depending on the
model sizes and the number of candidates to rank per request, the
percentage of time spent on retrieval can range from 17.56~68.92%.
Thus, by replacing the CPU with Falcon, the end-to-end speedup
for recommender system ranges from 1.03~1.60X.

RAG Systems. Similar to recommender systems, RAG pipelines
can be built using various LLMs [50, 52]. We evaluate the perfor-
mance of LLaMA models of varying sizes (ranging from 1B to 13B
parameters) across different GPUs (from NVIDIA V100 to B100),
using the Generative LLM Analyzer [13]. As in the recommender
setting, we use the latency of vector search on the SIFT dataset with
HNSW as a reference for retrieval time. We assume the prompt, in-
cluding both the query and retrieved documents, has a total length
of 512 tokens [50]. Prompt computation is done with a batch size
of one, as it already performs token-level batching inherently and
can fully utilize the GPU without request-level batching [79, 109].
The left side of Figure 11 shows the inference latency of prompt
computation given a single GPU, while the right side illustrates
the percentage of time-to-first-token (TTFT) latency spent on CPU-
based retrieval. As GPU capability improves, inference latency de-
creases significantly. For example, for the 1B model, TTFT latency
drops from 7 ms on a V100 to just 0.25 ms on a B100. As a result,
the proportion of retrieval time in the overall TTFT latency in-
creases—from 4.83% to 59.20%. Consequently, the end-to-end TTFT
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Figure 11: RAG latency across inference and retrieval stages.

speedup by deploying Falcon depends on both model size and GPU
backend, and can reach up to 1.60% given advanced GPUs.

6 DISCUSSION

We have shown the performance advantages of Falcon and DST
over CPUs and GPUs through FPGA-prototyping. We now dis-
cuss potential future extensions of the prototype to enable broader
deployments, including adding more functionalities, supporting
larger-scale searches, and achieving even higher efficiency.

Handling insertions and updates. To support data insertions,
deletions, or updates in Falcon, one could refer to the designs of
software vector search systems. They typically manage a primary
index for a dataset snapshot, an incremental (smaller) index for
newly added vectors since the last snapshot, and a bitmap marking
deleted vectors [95]. These two indexes are merged periodically,
e.g., daily, into a new primary index. Falcon can adopt this approach
by focusing on serving the primary index, while the incremental
index remains small enough to be efficiently managed by CPUs.

Scale-out the system. We have not yet scaled out Falcon due
to the limited number of FPGAs available. However, we expect the
scale-out design to be similar to software-based GVS systems [26].
Specifically, the dataset is partitioned into subsets, each associ-
ated with a graph managed by a separate Falcon node. Queries are
then directed to one or several of these partitions, with the results
subsequently aggregated.

Effectiveness on various memory and storage backends.
Although Falcon is evaluated using an FPGA prototype with DDR
memory, DST is applicable to a wide range of memory and storage
backends. This is because its key idea — improving the utilization of
compute units and memory bandwidth — is not tied to any specific
hardware. For instance, SSDs exhibit access latencies that are over
an order of magnitude higher (e.g., 20ps [57]) than DRAM (e.g.,
<100ns [17]). Under the high-latency condition and given the BFS
traversal strategy, compute units often remain idle while waiting for
data, as illustrated in stages S1 and S3 of Figure 3. By contrast, DST’s
aggressive node exploration strategy enables on-the-fly processing
of many nodes, thereby improving compute unit utilization and
reducing overall search latency.

Extensions for alternative hardware. The Falcon architecture
is not specific to the FPGA platform used in our evaluation and
can be applied to other hardware backends, including ASICs and
various systems containing FPGAs. For example, Falcon can be
implemented on FPGA-based data processing units (DPUs) acting
as SmartNICs [1, 3]. In such deployments, the FPGA may access
not only its local device memory, but also host server memory and
potentially remote memory, enabling larger-scale vector search.
ASIC-based instantiation will not only offer higher energy effi-
ciency, but also provide flexibility in memory technology choices.
For instance, integrating HBM into an ASIC-based Falcon design
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can deliver both low latency and high throughput that is compara-
ble to GPU-based systems.

7 RELATED WORK

ANN Search Algorithms. Researchers have developed various
ANN search algorithms [24, 30, 42, 46, 71, 77, 88, 93, 100, 108, 110]
and vector data management systems [35, 67, 76, 78, 90, 95, 101].
Many variants of graph construction algorithms for GVS have also
been proposed [11, 28, 29, 70, 72, 73, 81, 97, 107, 111], as GVS can
achieve high recall with low latency. Apart from GVS, other ANN
search indexes offer different trade-offs between indexing cost and
search performance. For example, locality-sensitive hashing (LSH)
and inverted-file (IVF) indexes are indexing techniques that par-
tition the vector space. Locality-sensitive hashing (LSH) [25, 32]
offers theoretical guarantees for ANN search, but empirically does
not perform as well as graph-based algorithms. IVF indexes empiri-
cally outperform LSH, but still require scanning more database vec-
tors than GVS to achieve the same recall [29, 63]. Beyond indexing,
product quantization (PQ) [31, 45] is a widely adopted approach to
compress high-dimensional vectors into compact byte codes. Often
combined with IVF [31, 45] or graph indexes [33, 44], PQ is particu-
larly prevalent in large-scale ANN search, where reducing memory
footprint is crucial, although this lossy compression technique can
degrade recall beyond that caused by the indexes.

Vector search on modern hardware. Beyond software opti-
mizations [10, 82], researchers have proposed various hardware-
based solutions for vector search. Exact kNN search can be accel-
erated by TPUs [21] or FPGAs [69, 102]. For ANN search, Faiss
is a popular GPU-accelerated library [53], and there are several
other implementations for PQ-based vector search [19, 20, 68, 96]
and GVS [34, 106]. Lee et al. [59] study ASIC designs for IVF-PQ,
and several works [49, 51, 104] implement IVF-PQ on an FPGA,
although their designs are constrained by either the limited HBM
capacity or the speed of the CPU-FPGA interconnect. Several works
propose to push down vector search to storage to improve perfor-
mance by reducing data movements [39, 56, 64, 65, 94, 99]. Besides,
the database vectors can be stored in non-volatile memory [84]
or CXL [43] to scale up GVS, while on-disk GVS must carefully
manage I/O costs [18, 44, 61, 91], similar to other graph processing
workloads [85, 89].

8 CONCLUSION

To meet the surging demands of online GVS, we propose Falcon,
a high-performance GVS accelerator, and DST, an accelerator-
optimized traversal algorithm. Evaluated across various graphs
and datasets, they shows up to 4.3X and 19.5X speedup in online
search latency compared to CPUs and GPUs, while being up to 8.0x
and 26.9x more energy efficient. These compelling results show
the potential for Falcon and DST to become the standard solutions
for GVS acceleration.
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