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ABSTRACT
Time series data are generated on an unprecedented scale across

various domains. Although traditional compression techniques re-

duce storage costs, they typically require full decompression be-

fore querying, leading to increased latency and higher resource

consumption. Homomorphic compression (HC), which enables di-

rect computation on the compressed data without decompression,

shows the potential for both reduced storage and improved query

performance. However, the unique complexities of time series data

pose challenges that current HC methods have yet to adequately

address. In this paper, we introduce HC theory in the time series do-

main, transformatively enabling HC to time series database queries.

Building on our theory, we develop CompressIoTDB – a novel homo-

morphic compression framework integrated into Apache IoTDB. By

leveraging our proposed CompColumn structure, our framework

supports a wide range of query operators, including filtering, ag-

gregation, and window-based functions, all while maintaining data

in its compressed form. Furthermore, we incorporate system-level

optimizations such as late decompression and dynamic auxiliary

management to further boost query efficiency. Extensive exper-

iments show that CompressIoTDB significantly enhances query

processing for time series data, achieving an average throughput

improvement of 53.4% and memory usage reduction of 20%.
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1 INTRODUCTION
Time series data are critical in numerous fields, including Internet

of Things (IoT), finance [28, 53, 59, 74], healthcare [23, 64, 75, 91],

and industrial monitoring [17, 86]. Their chronological structure

and exponential growth driven by connected devices and real-time

streams necessitate efficient management and querying [14, 24–

27, 41–43, 63, 72, 81, 85, 95, 100]. Compression techniques have been

used by most time series management systems, such as Apache

IoTDB [9], InfluxDB [40], and OpenTSDB [65], to minimize storage

costs and transmission bandwidth. However, these compression

methods generally require full decompression before querying,

leading to significant delays and increased resource consumption,

particularly when dealing with large datasets.
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Figure 1: IoT data processing in Apache IoTDB.

Figure 1a illustrates a simplified IoT data processing pipeline

in Apache IoTDB, which recently ranked first in the TPCx-IoT

benchmark [79]. IoTDB ingests time series data from various IoT

applications. These data, featured by high-frequency, redundancy,

and regularity, are then compressed using light-weight methods

(e.g., RLE) and stored in the TsFile format. For example, railway

systems generate 300 billion data points daily, requiring 5TB un-

compressed, which is infeasible. TsFile reduces this by up to 95%.

However, query execution still requires full decompression, causing

significant overhead. As shown in Figure 1b and discussed in § 5.3,

while compression cuts disk usage by over 90%, it increases query

latency by 15.8% due to decompression costs—highlighting the need

for direct querying on compressed data.

Fortunately, homomorphic compression (HC) [36] emerges as a

transformative solution, enabling computations directly on com-

pressed text data without decompression. Combining HC with time

series data management presents three key advantages: ➀ It re-

duces query latency. Since operations can be performed directly on

compressed data, the system avoids the overhead of decompression,
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significantly speeding up query execution times. ➁ It improves

memory and storage efficiency, and thus enhances system scal-

ability. Keeping data compressed throughout the query process

minimizes memory usage, allowing large datasets to be processed

without straining system resources. ➂ HC offers a unified theory

framework for direct computation on compressed data, shifting

the paradigm from empirical optimizations to a principled design

methodology. Therefore, this paper investigates how to enable HC

in time series databases (TSDBs).

Although HC has been well-studied, its application to time series

data remains largely unexplored. The unique complexities of time

series data – such as high-frequency sampling, large scale, tempo-

ral alignment, and timestamp-dependent query patterns
1
– pose

challenges that current HC methods do not adequately address. ➀

Current HC prioritizes general-purpose compression algorithms

(e.g., LZW), with limited support for light-weight schemes tailored

for time series data. ➁ Current HC supports only basic operations

(e.g., extract). While decompression overhead consumes up to 65.0%

of total query time (§ 5.4.2), direct timestamp-dependent queries on

compressed time series data are still under-explored. ➂ IoT datasets

can contain over 90% null values [80] due to misaligned sampling.

Current HC, treating data as byte streams, overlook time series

complexities like null bitmap management. As a result, there is a

pressing need for new solutions to bridge HC and TSDBs. While

prior efforts [66, 92, 96] have explored direct computation within

streaming systems, they overlook TSDB-specific needs: high com-

pression, inherent data complexity, and specialized query semantics.

Moreover, existing approaches lack a unified theoretical model, call-

ing for new TSDB-specific innovations, as detailed in § 2.2.

In this paper, we present a novel HC framework tailored for time

series data processing, enabling HC to time series database queries.

Building on HC, we introduce a homomorphic query framework for

time series data, called CompressIoTDB. Our approach, integrated
into Apache IoTDB, introduces a compressed data structure, Comp-

Column, to support direct computation on compressed time series

data.By incorporating light-weight compression schemes such as

Run-Length Encoding (RLE) [33], Dictionary Encoding [83], and

Ts_2Diff [84], it provides robust support for a wide range of query

operators, including filtering, aggregation, and window-based func-

tions, all while maintaining the data compressed. We incorporate

system-level optimizations to manage auxiliary data structures

such as null bitmaps. Together, these techniques significantly im-

prove query performance and system scalability, offering a practical

solution for large-scale time series data management.

We evaluate CompressIoTDB on the IoT-benchmark and five

real-world datasets with diverse scales and characteristics. Results

show a 53.4% average throughput improvement and 20.0% memory

reduction, demonstrating the effectiveness of our approach. The

main contributions of this paper are as follows: ➀ We propose a

theoretical model specialized for time series data that redefines

querying on compressed data and provides formal validation of its

performance advantages. ➁ We design a unified and modular data

structure, CompColumn, to manage compressed time series data

efficiently. It supports key time series database query operators

1
“Timestamp-dependent query patterns” refer to operations on time series data that

explicitly rely on temporal relationships or constraints tied to timestamps, such as

timestamp-based joins.

and ensures seamless interaction with both the storage layer and

query engine. ➂ We develop CompressIoTDB, a homomorphic

compression framework integrated into Apache IoTDB, enabling

efficient query execution on compressed time series data.

2 MOTIVATION
2.1 Problem Definition
Industrial IoT sensors generate high-volume real-time time series

data. In time series data, each data point consists of a timestamp 𝑡

and a data value 𝑑 , formally represented as (𝑡, 𝑑). A time series 𝑆 is

a sequence of such data points ordered by time, formally defined

as 𝑆 = ⟨(𝑡1, 𝑑1) , (𝑡2, 𝑑2) , . . . , (𝑡𝑛, 𝑑𝑛)⟩ , where 𝑡𝑖 is a timestamp

and 𝑑𝑖 is the associated value, for 1 ≤ 𝑖 ≤ 𝑛. For simplicity, we

denote the timestamp sequence as 𝑇 and the value sequence as

𝐷 . Thus, a time series 𝑆 can be represented as 𝑆 = (𝑇, 𝐷), where
𝑇 = ⟨𝑡1, . . . , 𝑡𝑛⟩ and 𝐷 = ⟨𝑑1, . . . , 𝑑𝑛⟩. TSDBs, optimized for this

structure, typically separate time series into two columns: a time

column𝑇 and a value column𝐷 , each stored in a compressed format.

Based on this structure, we define six basic query operators on time

series data [2, 12, 80]. Depending on the operator, computations

are performed on time columns 𝑇 , data columns 𝐷 , or both.

Filter: Filter operators apply conditions to filter data, either on

time column 𝑇 or value column 𝐷 .

Timestamp-based join: The timestamp-based join operatormerges

two time series 𝑆1 = (𝑇1, 𝐷1), 𝑆2 = (𝑇2, 𝐷2) by unifying their time-

stamps: 𝑆 = {(𝑇, 𝐷1, 𝐷2) |𝑇 = 𝑇1 ∪𝑇2}, where timestamps from both

series align. Unmatched timestamps are preserved with null values

for missing data (e.g., (𝑡1, 𝑑1, 𝑛𝑢𝑙𝑙) if (𝑡1, 𝑑1) ∈ 𝑆1 and 𝑡1 ∉ 𝑇2).
Aggregation: Aggregation operators apply functions 𝑓 : 𝐷 → R to

the value column to yield a rational number. Common aggregation

functions include sum, average, variance, max, min, and count.
Group by sliding window: This operator groups time series

into successive time windows. Formally,𝐺 (𝑆, 𝑠𝑡𝑎𝑟𝑡, 𝑒𝑛𝑑,𝑤𝑖𝑛𝑑𝑜𝑤)
groups the series 𝑆 into windows between the specified 𝑠𝑡𝑎𝑟𝑡 and

𝑒𝑛𝑑 times, with a defined window size 𝑤𝑖𝑛𝑑𝑜𝑤 . It is often used

alongside aggregation functions.

Expression: Expression operators perform computations on value

columns, involving both unary and binary operators. Unary opera-

tors include negative, regular match, and null check. Binary
operators include arithmetic (+, −, ×, ÷), comparison (>, <, ≥, ≤,
=, ≠), and logical operations (and, or).
Slicing: This operator extracts a subset of the time series based on

position. It contains two parameters: 1) offset, which defines the

starting position, and 2) limit, which specifies the number of data

points to include in the slice.

Queries, involving various operators, require upfront decompres-

sion, introducing latency and memory bottlenecks, thus calling for

optimized methods for efficient execution on compressed data.

2.2 Revisiting Existing Compression Solutions
Time series compression. Time series compression [4, 6, 15, 38, 44,

55–57, 67, 71, 87], which aims to conserve storagewhilemaintaining

crucial data characteristics for effective retrieval and analysis, can be

typically categorized as either previous-value-based ormodel-based.

Traditional XOR-based compression algorithms [16, 54, 55, 67, 88],

as well as delta-based compression methods [78, 84], typically lack
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support for direct querying over compressed data due to sequen-

tial dependencies. There are also model-based approaches [18–

20, 29, 44, 45, 51, 56, 70, 87, 89] that provide efficient compression,

but they are often lossy and may not satisfy the precision needs of

industrial applications. We focus on lossless lightweight compres-

sion algorithms in this work, which have also been shown to be

effective for query-friendly compression in recent studies [5].

Querying compressed data in databases. Efficient querying of

compressed time series data employs strategies such as columnar

storage for selective decompression [31, 48, 69, 84], index structures

with skip pointers [9, 34, 82], and query-aware metadata [77, 85].

Despite these advancements, the decompression overhead is still a

bottleneck. Many studies have explored direct computation on com-

pressed data [7, 21, 30, 32, 35, 36, 39, 61, 66, 73, 76, 92–94, 96]. And

some studies focus on enabling direct querying of compressed data

in columnar databases [3, 49, 68]. Designed for general-purpose

columnar databases, these approaches do not prioritize light-weight

algorithms suitable for time series compression, and do not take

the complexities of time series data organization and timestamp-

dependent queries into consideration. In this work, we focus on

direct computations for timestamp-dependent operators, with opti-

mizations tailored for time series structures.

Difference from compression in stream systems. Direct query-
ing on compressed data in TSDBs differs significantly from stream

processing in three key aspects. ➀ System design priority: Stream
frameworks favor light-weight compression for low latency over

compression ratio, while TSDBs emphasize higher compression

ratio for efficient storage and maintenance. ➁ Data scope: Stream
processing frameworks typically operate on small sliding windows

(e.g. 512-1024 tuples in each window [96, 97]), whereas TSDBs

must handle large-scale historical data requiring bulk data anal-

ysis. ➂ Query complexity: TSDBs are optimized for complex

timestamp-based queries (e.g., timestamp-based join), while stream

systems focus on simpler queries on real-time streams. These dif-

ferences necessitate specific design for TSDBs. Our work intro-

duces lightweight schemes, timestamp-dependent operators and

TSDB-tailored optimizations with both formal model and practical

implementation, bridging the gap between high compression ratios

and efficient querying.

2.3 Compressed Time Series Data Direct
Processing in Apache IoTDB

Apache IoTDB [9] is a state-of-the-art open-source time series

database developed in Java. It operates on the TsFile format [98],

optimized for sequential time series data management. It employs

a dual-layer compression strategy, combining light-weight algo-

rithms for column encoding with general-purpose heavyweight

compression algorithms to minimize the data footprint. It is promis-

ing to enable direct processing of compressed time series in IoTDB.

However, developing a query framework that supports direct query-

ing of compressed data presents significant challenges, as discussed

in Section 1. To address these challenges, we introduce Compres-
sIoTDB, a novel solution designed to facilitate efficient querying

over compressed time series data.

Basic Idea. The basic idea of CompressIoTDB is to enable efficient,
direct computation on key time series database operators in com-
pressed time series data queries. By framing direct computation as an
algebraic homomorphism problem, we shift the paradigm from empir-
ical optimizations to a mathematically grounded design methodology,
providing performance guarantees while supporting a broad range of
compression algorithms and TSDB operators.
Novelties. To address the aforementioned challenges in Section 1,

we propose the following novel designs:

• Theoretical framework for homomorphic compres-
sion on time series data (§ 3). We present the first formal

framework that models the entire query process over com-

pressed time series data. It captures complex time series

data semantics and highly timestamp-dependent operators,

and provides guidance for compression method selection

and system design. Through theoretical proof, we guaran-

tee the validity of homomorphic queries.

• Homomorphic query framework with modular de-
sign (§ 4.2 and 4.3). We present a query framework built on

HC that enables direct querying of compressed time series

data. By introducing a novel CompColumn structure, our

approach manages compressed time series data efficiently

in memory while supporting a wide range of key time series

database operators such as window-based aggregation.

• System-level optimizations (§ 4.4). We introduce system-

level optimizations to further enhance query performance.

These include dynamic auxiliary encoding for handling

nulls and lazy deletions without compromising compres-

sion, and late decompression that defers general-purpose

decompression until the data is accessed. These optimiza-

tions reduce data access overhead, significantly improving

query throughput and latency.

3 THEORETICAL FRAMEWORK FOR TIME
SERIES DATA

3.1 Definition of Homomorphic Query on Time
Series Data

Homomorphic algebra system for time series data. We define

the uncompressed and compressed algebra systems as (𝑆𝑢 ,Π) and
(𝑆𝑐 ,Θ), where 𝑆𝑢 and 𝑆𝑐 represent uncompressed and compressed

time series, respectively. The sets Π = {F ,J ,A,G, E,S} and Θ =

{F ,J ,A ,G , E ,S } refer to six basic operators for uncompressed

and compressed time series, corresponding one-to-one. Formally,

a compression algorithm that satisfies the paradigm of operating
directly on compressed data can be expressed as a mapping 𝜑 : 𝑆𝑢 →
𝑆𝑐 . If for any 𝑜𝑝 ∈ Π and the corresponding operator 𝑜𝑝′ ∈ Θ, we
have 𝜑−1 (𝑜𝑝′ (𝑐1, . . . , 𝑐𝑛)) = 𝑜𝑝

(︁
𝜑−1 (𝑐1) , . . . , 𝜑−1 (𝑐𝑛)

)︁
, where

𝑐1, . . . , 𝑐𝑛 ∈ 𝑆𝑐 . We call 𝜑 homomorphic compression (HC).
Time series compression algorithms can be specified as four ba-

sic encoding transformations: delta, repeat, bit-packing, and dictio-

nary [22], formally represented as𝐶 = {𝑇𝑑𝑒𝑙𝑡𝑎,𝑇𝑟𝑒𝑝𝑒𝑎𝑡 ,𝑇𝑝𝑎𝑐𝑘 ,𝑇𝑑𝑖𝑐 }.
light-weight time-series-specific compression algorithms typically

use these basic components to encode IoT sensor data into encoded

bit-array: 𝜑 = 𝑇𝑘 ◦𝑇𝑘−1 ◦ . . . ◦𝑇1,𝑇𝑗 ∈ 𝐶 . For example, Gorilla [67]

is a combination of 𝑇𝑑𝑒𝑙𝑡𝑎 , 𝑇𝑟𝑒𝑝𝑒𝑎𝑡 , and 𝑇𝑝𝑎𝑐𝑘 . Table 1 shows how
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different homomorphic operators interact with each encoding com-

ponents. Specifically, 𝑇𝑑𝑒𝑙𝑡𝑎 supports aggregation and expression

computations via its telescoping sum property; random access to

an arbitrary point, however, is restricted. In contrast, compres-

sion methods using 𝑇𝑟𝑒𝑝𝑒𝑎𝑡 , 𝑇𝑝𝑎𝑐𝑘 , and 𝑇𝑑𝑖𝑐 typically allow partial

random access or localized computation, which enables direct eval-

uation of operators in the operator set Π.

Table 1: Operator–encoding component matrix
Operator 𝑇𝑑𝑒𝑙𝑡𝑎 𝑇𝑟𝑒𝑝𝑒𝑎𝑡 𝑇𝑝𝑎𝑐𝑘 𝑇𝑑𝑖𝑐
Filter − ✓ ✓ ✓
Timestamp-based Join − ✓ ✓ ✓
Aggregation ∗ ✓ ✓ ✓
Group by Sliding Window − ✓ ✓ ✓
Expression ∗ ✓ ✓ ✓
Slicing − ✓ ✓ ✓
✓: Direct support; ∗: Conditional support; −: Limited or no support.

Process of compressed series querying inTSDBs. Following [36,
37], we represent the distribution of a multi-step process and the

probability of an event during the process using the following syn-

tax: 𝐷𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 = {𝑜𝑢𝑡𝑝𝑢𝑡 : 𝑃𝑟𝑜𝑐𝑒𝑠𝑠}. And we use 𝑦 ← 𝑓 (𝑥)
to denote 𝑦 as the output of function 𝑓 (𝑥). The traditional query
process on a compressed time series is denoted as:

𝐼𝑢 (𝑐) =
⎧⎪⎪⎨⎪⎪⎩𝑢 :

𝑢0 ← 𝐷𝑒𝑐𝑜𝑚𝑝 (𝑐) , 𝑢1 ← 𝑅𝑒𝑠𝑡𝑜𝑟𝑒 (𝑢0) ,
𝑢2 ← 𝑜𝑝1 (𝑢1) , . . . , 𝑢 ← 𝑜𝑝𝑛 (𝑢𝑛−1)

|︁|︁|︁|︁|︁|︁ 𝑖 ∈ {1, . . . , 𝑛}𝑜𝑝𝑖 ∈ Π
𝑐 ∈ 𝑆𝑐

⎫⎪⎪⎬⎪⎪⎭ ,
where 𝐷𝑒𝑐𝑜𝑚𝑝 refers to data decompression, and 𝑅𝑒𝑠𝑡𝑜𝑟𝑒 refers to

the restoration of auxiliary structures (e.g., deletion lists or null

bitmaps). This equation indicates that to process compressed time

series data, traditional database systems involve three steps: 1)

decompressing the compressed data; 2) restoring auxiliary infor-

mation to decompressed data based on auxiliary structures; and 3)

executing queries on the decompressed data. A more concise rep-

resentation is 𝐼𝑢 (𝑐) = (𝑄𝑢 ◦ 𝑅𝑢 ◦𝑈 ) (𝑐) = 𝑄𝑢 (𝑅𝑢 (𝑈 (𝑐))), where
𝑈 represents the decompression process, 𝑅𝑢 refers to the auxiliary

structure restoration on uncompressed time series data, and 𝑄𝑢

denotes querying on uncompressed time series data.

We define homomorphic query based on the definition of HC.

Definition 3.1 (Homomorphic Query). Given HC 𝜑 : 𝑆𝑢 → 𝑆𝑐 ,

let 𝑄𝑢 = ⟨𝑜𝑝1, . . . , 𝑜𝑝𝑛⟩, 𝑜𝑝𝑖 ∈ Π, be a query on 𝑆𝑢 , and 𝑄𝑐 =⟨︁
𝑜𝑝′

1
, . . . , 𝑜𝑝′𝑛

⟩︁
, 𝑜𝑝′

𝑖
∈ Θ, represents a query on 𝑆𝑐 . 𝑅𝑢 and 𝑅𝑐 refer

to auxiliary restoration for 𝑆𝑢 and 𝑆𝑐 , respectively. If

𝜑−1 ((𝑄𝑐 ◦ 𝑅𝑐 ) (𝑐1, . . . , 𝑐𝑛)) = (𝑄𝑢 ◦ 𝑅𝑢 )
(︂
𝜑−1 (𝑐1) , . . . , 𝜑−1 (𝑐𝑛)

)︂
,

where 𝑐1, . . . , 𝑐𝑛 ∈ 𝑆𝑐 , then𝑄𝑐 is called a homomorphic query (HQ).

3.2 Properties of Homomorphic Query
While homomorphic query builds a mapping from the operations

on compressed time series data to those on uncompressed data, a

valid homomorphic query should satisfy the following property:

Definition 3.2 (Direct Homomorphic Query). Given HC mapping

𝜑 : 𝑆𝑢 → 𝑆𝑐 , and homomorphic query 𝑄𝑐 , if there involves no

computation fragment in the form of 𝑜𝑝′ (𝑢), 𝑜𝑝′ ∈ Θ, where𝑢 ∈ 𝑆𝑢
refers to any uncompressed data segment in the query process, we

consider 𝑄𝑐 to be direct.

This definition stipulates that direct homomorphic queries op-

erate exclusively on compressed data, without requiring decom-

pression at any point. For queries that necessitate decompression

at certain operators, we call it Partially Homomorphic Query
(for a formal definition, please see Appendix A). While sacrificing

full directness, partial homomorphism balances correctness with

reduced decompression overhead for operators that support homo-

morphic mapping, offering practical performance gains without

complexity of full homomorphic.

Definition 3.3 (Effective Restore). Given query𝑄 and HCmapping

𝜑 : 𝑆𝑢 → 𝑆𝑐 , let 𝑅𝑢 and 𝑅𝑐 denote the auxiliary restore processes on

uncompressed and compressed time series data such that 𝜑 (𝑅𝑢 ) =
𝑅𝑐 . If for any 𝑢 ∈ 𝑆𝑢 , the cost of restoring the compressed data,

𝐶𝑜𝑠𝑡 (𝑅𝑐 (𝑐)), 𝑐 ∈ 𝑆𝑐 , is less than that of the uncompressed data,

𝐶𝑜𝑠𝑡 (𝑅𝑢 (𝑢)), we define 𝑅𝑐 as an effective restore.

Definition 3.4 (Effective Homomorphic Query). Given query 𝑄

and HC mapping 𝜑 : 𝑆𝑢 → 𝑆𝑐 , let query on uncompressed time

series data be 𝑄𝑢 = ⟨𝑜𝑝1, . . . , 𝑜𝑝𝑛⟩, 𝑜𝑝𝑖 ∈ Π, and the correspond-

ing homomorphic query on compressed time series data be 𝑄𝑐 =

⟨𝑜𝑝′
1
, . . . , 𝑜𝑝′𝑛⟩, 𝑜𝑝′𝑖 ∈ Θ, where 𝜑 (𝑜𝑝𝑖 ) = 𝑜𝑝′

𝑖
, 𝑖 ∈ {1, . . . , 𝑛}. If for

any 𝑢 ∈ 𝑆𝑢 , we have 𝐶𝑜𝑠𝑡 (𝑄𝑐 (𝑐)) < 𝐶𝑜𝑠𝑡 (𝑄𝑢 (𝑢)), where 𝑐 = 𝜑 (𝑢),
we define 𝑄𝑐 as an effective homomorphic query.

Definition 3.4 highlights that effective homomorphic queries

reduce operation overhead. While homomorphic queries are ex-

pected to achieve performance improvement through reduced I/O

overhead, memory usage, and redundant computations, some com-

pression algorithms may introduce additional overhead due to the

need for maintaining extra data structures, making direct queries

on compressed time series data slower than those on uncompressed

data. Such query is considered ineffective and is referred to as an

Ineffective Homomorphic Query.

Lemma 3.5. Given time series 𝑆𝑢 , for any query:

𝑄𝑢 (𝑢0 ) =
⎧⎪⎪⎨⎪⎪⎩𝑢𝑛 :

𝑢1 ← 𝑜𝑝
1
(𝑢0 ) ,𝑢2 ← 𝑜𝑝

2
(𝑢1 ) ,

. . . ,𝑢𝑛 ← 𝑜𝑝𝑛 (𝑢𝑛−1 )

|︁|︁|︁|︁|︁|︁ 𝑖 ∈ {0, . . . , 𝑛}
𝑜𝑝𝑖 ∈ Π
𝑢𝑖 ∈ 𝑆𝑢

⎫⎪⎪⎬⎪⎪⎭ ,
we have 𝑆𝑖𝑧𝑒 (𝑢0) ≥ 𝑆𝑖𝑧𝑒 (𝑢1) ≥ . . . ≥ 𝑆𝑖𝑧𝑒 (𝑢𝑛−1) ≥ 𝑆𝑖𝑧𝑒 (𝑢𝑛),
where 𝑆𝑖𝑧𝑒 (𝑢) denotes the size (in bytes) of time series 𝑢.

Proof. Let Π = {F ,J ,A,G, E,S} denote the operator set. For
time series 𝑢 ∈ 𝑆𝑢 , we analyze each operator: 1) Filter (F ). A
filter F (𝑢) = 𝑢′ removes data points violating condition. Since

𝑢′ ⊆ 𝑢, 𝑆𝑖𝑧𝑒 (𝑢′) ≤ 𝑆𝑖𝑧𝑒 (𝑢). 2) Timestamp-based join (J ). For𝑢1 =

(𝑇1, 𝐷1) and 𝑢2 = (𝑇2, 𝐷2), J (𝑢1, 𝑢2) = {(𝑇, 𝐷1, 𝐷2) | 𝑇 = 𝑇1 ∪𝑇2}.
Since 𝑇1 ∪ 𝑇2 ⊆ 𝑇1 + 𝑇2 (timestamps may overlap), 𝑆𝑖𝑧𝑒 (𝑆) ≤
𝑆𝑖𝑧𝑒 (𝑆1) + 𝑆𝑖𝑧𝑒 (𝑆2). 3) Aggregation (A). An aggregation A(𝑢) =
𝑑 ∈ R maps a series to a scalar. As 𝑑 requires constant storage,

we have 𝑆𝑖𝑧𝑒 (𝑑) ≤ 𝑆𝑖𝑧𝑒 (𝑢). 4) Group by sliding window (G).
Let𝐺 (𝑆, 𝑠𝑡𝑎𝑟𝑡, 𝑒𝑛𝑑,𝑤𝑖𝑛𝑑𝑜𝑤) partition𝑢 into subseries {𝑢1, . . . , 𝑢𝑚}.
If followed by aggregation (e.g., A(𝑢𝑖 )), each group reduces to

a scalar: 𝑆𝑖𝑧𝑒 ({A(𝑢1), . . . ,A(𝑢𝑚)} ≤ 𝑆𝑖𝑧𝑒 (𝑢). If no aggregation,

𝑆𝑖𝑧𝑒 (𝐺 (𝑢)) = 𝑆𝑖𝑧𝑒 (𝑢). 5) Expression (E). Expression operators

transform values without altering timestamps. Since no new data

points are added and value transformations preserve cardinality, we

have 𝑆𝑖𝑧𝑒 (𝑢′) = 𝑆𝑖𝑧𝑒 (𝑢). 6) Slicing (S). S(𝑢, 𝑜 𝑓 𝑓 𝑠𝑒𝑡, 𝑙𝑖𝑚𝑖𝑡) = 𝑢′

extracts a contiguous subset. As 𝑢′ ⊆ 𝑢, 𝑆𝑖𝑧𝑒 (𝑢′) ≤ 𝑆𝑖𝑧𝑒 (𝑢). Since
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for any operator sequence 𝑜𝑝1, . . . , 𝑜𝑝𝑛 ∈ Π, each step satisfies

𝑆𝑖𝑧𝑒 (𝑢𝑘 ) ≤ 𝑆𝑖𝑧𝑒 (𝑢𝑘−1). By reduction,

𝑆𝑖𝑧𝑒 (𝑢0) ≥ 𝑆𝑖𝑧𝑒 (𝑢1) ≥ . . . ≥ 𝑆𝑖𝑧𝑒 (𝑢𝑛) .
□

Lemma 3.5 indicates that the total data size decreases mono-

tonically as query operations are performed, which is a common

characteristic in real-world queries.

Proposition 3.6. Given compressed time series 𝑆𝑐 , an auxiliary
restore process 𝑅𝑢 and a query 𝑄𝑢 = ⟨𝑜𝑝1, 𝑜𝑝2, . . . , 𝑜𝑝𝑛⟩, 𝑜𝑝𝑖 ∈ Π on
uncompressed time series, along with an effective auxiliary restore 𝑅𝑐
and an effective homomorphic query𝑄𝑐 = ⟨𝑜𝑝′

1
, 𝑜𝑝′

2
, . . . , 𝑜𝑝′𝑚⟩, 𝑜𝑝′𝑖 ∈

Θ on compressed time series, there exists a mapping 𝜑 : 𝑆𝑢 →
𝑆𝑐 such that 𝜑−1 ((𝑄𝑐 ◦ 𝑅𝑐 ) (𝑐)) = (𝑄𝑢 ◦ 𝑅𝑢 )

(︁
𝜑−1 (𝑐)

)︁
. we have

𝐶𝑜𝑠𝑡 (𝐼𝑢 (𝑐)) ≥ 𝐶𝑜𝑠𝑡 ((𝐼𝑐 (𝑐))), where 𝐼𝑢 (𝑐) = (𝑄𝑢 ◦ 𝑅𝑢 ◦𝑈 ) (𝑐)
and 𝐼𝑐 (𝑐) =

(︁
𝐼 ′𝑢 ◦𝑄𝑐 ◦ 𝑅𝑐

)︁
(𝑐), 𝑐 ∈ 𝑆𝑐 .

Proof. Given 𝐶𝑜𝑠𝑡 (𝐼𝑢 (𝑐)) and 𝐶𝑜𝑠𝑡 (𝐼𝑐 (𝑐)), we have
Cost (𝐼𝑢 (𝑐)) − Cost (𝐼𝑐 (𝑐))
=
(︁
Cost (𝑈 (𝑐)) − Cost

(︁
𝑈

(︁
𝑐 𝑗
)︁ )︁ )︁
+ (Cost (𝑅𝑢 (𝑢)) − Cost (𝑅𝑐 (𝑐)))

+
(︂
Cost

(︁⟨︁
𝑜𝑝1, 𝑜𝑝2, . . . , 𝑜𝑝 𝑗

⟩︁
(𝑢0)

)︁
− Cost

(︂
⟨𝑜𝑝′

1
, 𝑜𝑝′

2
, . . . , 𝑜𝑝′𝑗 ⟩ (𝑐0)

)︂)︂
.

According to Lemma 3.5, we have 𝑆𝑖𝑧𝑒 (𝑐) ≥ 𝑆𝑖𝑧𝑒
(︁
𝑐 𝑗
)︁
, which

implies that 𝐶𝑜𝑠𝑡 (𝑈 (𝑐)) ≥ 𝐶𝑜𝑠𝑡
(︁
𝑈

(︁
𝑐 𝑗
)︁ )︁
. Furthermore, by Defini-

tion 3.4, we obtain the inequality 𝐶𝑜𝑠𝑡
(︁
⟨𝑜𝑝1, 𝑜𝑝2, . . . , 𝑜𝑝 𝑗 ⟩ (𝑢0)

)︁
≥

𝐶𝑜𝑠𝑡

(︂
⟨𝑜𝑝′

1
, 𝑜𝑝′

2
, . . . , 𝑜𝑝′

𝑗
⟩ (𝑐0)

)︂
. By Definition 3.3, it follows that

𝐶𝑜𝑠𝑡 (𝑅𝑢 (𝑢)) ≥ 𝐶𝑜𝑠𝑡 (𝑅𝑐 (𝑐)). Thus, we conclude that
𝐶𝑜𝑠𝑡 (𝐼𝑢 (𝑐)) ≥ 𝐶𝑜𝑠𝑡 (𝐼𝑐 (𝑐)) .

□

Due to space constraints, a concise proof is provided here, with

the details presented in Appendix C. Proposition 3.6 identifies three

cost-determining factors for homomorphic and traditional queries:

time series data decompression, auxiliary restoration, and
operator computation. Although partial homomorphic queries

cannot avoid time series data decompression, they delay decompres-

sion until necessary, reducing the decompressed data sizes. This

minimizes overhead, enabling effective homomorphic queries to

outperform traditional ones. Even ineffective homomorphic queries

show significant potential by offsetting operational costs through

reduced decompression and I/O overhead.

4 COMPRESSIOTDB
4.1 Overview of System Modules
Guided by the theoretical framework established in Section 3, we

propose a novel solution, calledCompressIoTDB. It consists of three
modules: Data Structure Module, Operator Module, and Opti-
mization Module, as shown in Figure 2. These modules enable

direct computation on compressed time series data within IoTDB’s

query layer. The data structure module serves as the system’s foun-

dation, providing essential structures that ensure directness (Defini-
tion 3.2) for the operator and optimization modules. The operator

module implements effective homomorphic queries (Definition 3.4)

by facilitating direct computation on compressed time series data for

key time series operators, as listed in § 2.1. The optimization module

enhances the overall performance by accelerating the construction

of compressed time series data structures and data transmission via

effective restore (Definition 3.3). For implementation details, please

refer to Appendix D.
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Figure 2: Framework of CompressIoTDB

Workflow. The workflow of CompressIoTDB proceeds in three

stages, as shown in Figure 2. ❶ CompressIoTDB loads compressed

time series data chunks from the storage layer into the chunk cache.

❷ It retrieves compressed time series data from the chunk cache

and constructs CompColumn in two phases: 1) late decompression
for TsFile (§ 4.4.2), which defers general-purpose decompression

until the data is actually accessed; 2) dynamic auxiliary manage-
ment (§ 4.4.1), which avoids light-weight decompression and uses a

dynamic encoding strategy to restore auxiliary in a compact form.

❸ It executes homomorphic operators directly on the compressed

time series data stored in CompColumn (§ 4.3), leveraging the Com-
pression Offset Index (§ 4.2.2) and 𝐻𝑖𝑛𝑡𝐼𝑛𝑑𝑒𝑥 (§ 4.2.3) for efficient

data access. Intermediate results are passed between operators as

CompColumns, and the final query results are returned to the client

in uncompressed form.

Compression algorithm selection. We use three different com-

pression algorithms for our homomorphic query framework: 1) the

repeat-based RLE algorithm, suitable for a variety of data types,

2) the Dictionary encoding algorithm, commonly used for text

data, and 3) the delta-based Ts_2Diff algorithm, suitable for nu-

merical data. In Apache IoTDB, Dictionary encoding combines

dictionary-based and run-length encoding by first encoding strings

with dictionary and then compressing the result with RLE.

4.2 Data Structure Module
The data structure module provides key structures for storing and

accessing compressed time series data, especially the CompCol-
umn structure, which ensures the directness of CompressIoTDB.
The primary goals of this design are to maximize performance while

minimizing memory usage.

Design concept. Homomorphic queries improve performance by

reducing I/O costs and avoiding decompression overhead. However,
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enabling direct computation on compressed data requires query

operators to be aware of and adapt to the compression scheme, ne-

cessitating extensive code modifications and engine disruptions [1].

To address this, we propose the CompColumn data structure, which

efficiently manages compressed time series data and provides uni-

fied interfaces for operators. These interfaces abstract compression

details, enabling direct computation (e.g., writing, slicing, reversing,

and (de)serialization) without exposing algorithm-specific logic,

ensuring efficient data access and manipulation. To further stream-

line data access, we incorporate a Compression Offset Index and a

𝐻𝑖𝑛𝑡𝐼𝑛𝑑𝑒𝑥 within CompColumn.

Listing 1: CompColumn definition in CompressIoTDB
1 class CompColumn implements Column{
2 public:
3 CompColumn(int arrayOffset , int positionCount ,
4 Column [] values , int[] patternOffsetIndex );
5 public ColumnEncoding getEncoding ();
6 // reading
7 Object getObject(int position );
8 Pair <Column[], int[]> getCompBlocks ();
9 // slicing
10 Column getRegion(int positionOffset , int length );
11 Column subColumn(int fromIndex );
12 // reversing
13 void reverse ();
14 private:
15 Column [] values; // compression block array
16 int[] compressionOffsetIndex;
17 int hintIndex;
18 };
19 class CompColumnBuilder implements ColumnBuilder {
20 // writing
21 CompColumnBuilder writeCompressionBlock(
22 Column value , int logicPositionCount );
23 ColumnBuilder write(Column column , int index);
24 };
25 class CompColumnEncoder implements ColumnEncoder {
26 // deserialization
27 Column readColumn(ByteBuffer input ,
28 TSDataType dataType , int positionCount );
29 // serialization
30 void writeColumn(DataOutputStream output ,
31 Column column );
32 };

4.2.1 CompColumn Design. CompColumn is designed as a mod-

ular class that inherits from the abstract class Column, which pro-

vides a unified data representation in Apache IoTDB. As shown

in Listing 1, in CompColumn, each compression block is stored

as a Column, and a compressed time series is constructed as an

array of these Columns, referred to as values. The two key data

structures within CompColumn, compressionOffsetIndex (here-

after denoted as coIndex) and hintIndex, are crucial for enabling
fast access to compressed time series data. The getEncoding func-

tion returns the compression algorithm used for the stored val-

ues. The getObject and getCompBlocks functions offer data ac-

cess at different granularities, either at the individual data point

level or at the compression block level. Functions like getRegion
and subColumn allow for slicing operations on CompColumn, and

reverse reverses the order of data stored in values. Two helper

classes, CompColumnBuilder and CompColumnEncoder, handle the
writing and (de)serialization processes of CompColumn. CompCol-

umn’s modular design enables operators to access both compressed

and uncompressed data via unified interfaces, allowing them to

focus on computation. This design also allows new compression

schemes to be easily integrated by inheriting from the Column class

and implementing required interfaces.

4.2.2 Compression Offset Index. A key distinction between com-

pressed and uncompressed data is that uncompressed data supports

random access, while compressed data, despite retaining some struc-

tural organization, lacks efficient random access capabilities. This

often necessitates traversing the entire compressed dataset to re-

trieve a single tuple, resulting in significant overhead. To achieve

fast compressed time series data locating, we implement offset

indexing between compressed and uncompressed data.

The compression offset index is structured as a two-tiered map-

ping. The first tier consists of block-level entries that map uncom-

pressed data blocks to their compressed counterparts. Each block

stores a reference to the starting position of the corresponding

compressed segment. The second tier contains fine-grained off-

sets within each block, mapping specific uncompressed tuples to

their relative position within the compressed block. This allows

for efficient narrowing down of the search scope during data re-

trieval. During access, we first map through the offset index to the

target segments within the compressed data, and then conduct a

narrow-scoped search to retrieve the desired tuple or compression

block. For example, as shown in Figure 3, to fetch data at position

𝑡𝑎𝑟𝑔𝑒𝑡𝑂 𝑓 𝑓 𝑠𝑒𝑡 = 18, we first consult the compression offset index

and locate at coIndex[3], with 𝐻𝑖𝑛𝑡𝐼𝑛𝑑𝑒𝑥 = 3 (explained further

in § 4.2.3). This index points to a compression block spanning from

position 17 to 22. Then, we retrieve data from the second compres-

sion block, i.e., Values[3]. Since the value array is RLE-encoded

(where each block represents a run of repeated values), the target

value at position 18 is 7.

0 1 2 3 4

0 1 2 3 4
3 8 3    4    5    3 

130 4 17

7

Compression
Offset Index
(coindex[5])

Value Array
(values[4])

3  3  3  3  8  8  8  8  8  8  8  8  8  3  4  5  3  7  7  7  7  7 

targetOffset=18
HintIndex=3

#

22

position = 18

Figure 3: An example of the CompColumn for RLE

4.2.3 𝐻𝑖𝑛𝑡𝐼𝑛𝑑𝑒𝑥 . In time series database queries, data is often ac-

cessed sequentially during scans. To optimize access, CompColumn

employs a 𝐻𝑖𝑛𝑡𝐼𝑛𝑑𝑒𝑥 , a 4-byte integer that stores the last accessed

position in the compression offset index. When retrieving data,

CompColumn first checks if the 𝐻𝑖𝑛𝑡𝐼𝑛𝑑𝑒𝑥 falls within the seg-

ment containing the target data. If it does, CompColumn directly

accesses and returns the data. If not, the system determines whether

the target data lies beyond the current indexed segment. If so, it

continues traversing the compression offset index from the current

position and updates the 𝐻𝑖𝑛𝑡𝐼𝑛𝑑𝑒𝑥 . Otherwise, traversal begins

from the start. This design avoids traversing the index from scratch

on each access [47]. For example, when handling large-scale time

series data exceedingmemory capacity, slicing is necessary. Assume

that CompColumn is split into fixed-length sub-columns (e.g., 8,000

points) for memory efficiency. ℎ𝑖𝑛𝑡𝐼𝑛𝑑𝑒𝑥 is initialized to 0. When

accessing the first (0, 8000) interval, we directly retrieve the starting
position. Upon reaching the 8,000th position, traversal identifies

index 100 (assuming coIndex[100] maps to the original uncom-

pressed segment 7,800–8,100). We then update the ℎ𝑖𝑛𝑡𝐼𝑛𝑑𝑒𝑥 to 100
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and perform compressed data slicing at this boundary. For next

requests for (8,001, 16,000), we leverage the ℎ𝑖𝑛𝑡𝐼𝑛𝑑𝑒𝑥 value 100 as

the starting point for index lookup, eliminating full index traversal

and achieving 𝑂 (1) query complexity through stateful index point-

ers. Experimental results show that the 𝐻𝑖𝑛𝑡𝐼𝑛𝑑𝑒𝑥 hits the correct

segment in most cases, yielding a notable 11.7% improvement in

throughput (detailed in § 5.4).

4.3 Operator Module
The operator module provides support for direct computation on

key operators in TSDBs, with a focus on implementing effective

homomorphic query operators that ensure directness and effective
homomorphic query. We implement six core operators as detailed

in Section 2.1. Using homomorphic query techniques, Compres-
sIoTDB avoids decompression, effectively utilizing the compact

information in the compressed time series data to reduce redun-

dant computations and enhance query performance.

4.3.1 Operator Design. In CompressIoTDB, we provide full sup-
port for RLE and Dictionary encoding. Queries with operators

from Π = {F ,J ,A,G, E,S} are mapped to a fully homomorphic

queries, while others are handled as partial homomorphic queries.

For Ts_2Diff, we support aggregation and expression operators.

Operations are pushed down to allow direct access to compressed

data, minimizing transmission overhead [90]. For queries involving

columns compressed using different algorithms, each column is

read sequentially through unified interface as compression block

and processed according to its specific algorithm.

Filter operator. The value filter operator, supporting unary predi-

cates, binary comparisons, and regular expressions, are evaluated

run- or dictionary-wise. For RLE algorithm, we scan RLE pattern

blocks, where repeated data points are computed only once to re-

duce redundant calculations. For dictionary algorithm, we probe

the dictionary directly and reuse the resulting bitmap efficiently.
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Figure 4: Homomorphic aggregation on RLE-encoded data

Aggregation operator. We implement common aggregation op-

erators, including average, variance, sum, max, min, and count,

processing compressed data incrementally using temporary state

accumulators. Figure 4 illustrates homomorphic aggregation over

RLE-compressed data, where cumulative variables are updated dur-

ing traversal to avoid loading all data at once. For variance, three
variables are maintained:𝑚2 (sum of squared deviations from the

mean), 𝑣 (current mean), and 𝑛 (number of processed data points).

The final variance is derived from𝑚2. For sum and average, we
track the running sum of the series, while for max/min, we maintain

the current minimum or maximum value. Each time the operator

receives the next data run, represented as (𝑛′, 𝑣 ′), the cumulative

variables are updated incrementally. This allows efficient aggrega-

tion without iterating through every individual values. For Ts_2Diff,

aggregations are computed by applying formulas to each compres-

sion block. For instance, the block sum is derived as Σ𝑛
𝑖=0
((𝑛− 𝑖)𝑑𝑖 ),

where 𝑛 is the block size and 𝑑𝑖 is the i-th delta value. For brevity,

we skip further details here.

Expression operator. Expression operators encompass arithmetic,

logical, and comparison operations. For unary operations, RLE-

compressed data is processed by traversing RLE patterns, comput-

ing each repeated value only once. Dictionary encoding traverses

the dictionary table without modifying the actual data sequence.

In Ts_2Diff, addition and subtraction operations are performed ex-

clusively on base values, avoiding iterating through all data points.

Algorithm 1: Homomorphic Join with RLE-Encoding

Input: 𝑏𝑙𝑜𝑐𝑘𝑠 : data block array, rows: selected join-row index list.

Output: 𝑟𝑒𝑠𝑢𝑙𝑡𝐵𝑢𝑖𝑙𝑑𝑒𝑟 : builders for output columns.

1 for each column index 𝑗 in 𝑏𝑙𝑜𝑐𝑘𝑠 do
2 𝑏𝑢𝑖𝑙𝑑𝑒𝑟 ← 𝑟𝑒𝑠𝑢𝑙𝑡𝐵𝑢𝑖𝑙𝑑𝑒𝑟 .𝑔𝑒𝑡 ( 𝑗 ) ;
3 𝐶𝑜𝑚𝑝𝐶𝑜𝑙𝑢𝑚𝑛 ← 𝑏𝑙𝑜𝑐𝑘𝑠.𝑔𝑒𝑡𝐶𝑜𝑙𝑢𝑚𝑛 ( 𝑗 ) ;
4 if 𝐶𝑜𝑚𝑝𝐶𝑜𝑙𝑢𝑚𝑛 is RLE then

/* Process each run in the RLE column */
5 for each run 𝑟 in𝐶𝑜𝑚𝑝𝐶𝑜𝑙𝑢𝑚𝑛 do
6 𝑠𝑢𝑏𝑠𝑒𝑡 ← { 𝑘 ∈ 𝑟𝑜𝑤𝑠 | 𝑘 ∈ 𝑟 .𝑟𝑎𝑛𝑔𝑒 } ;
7 if 𝑟 represents a single repeated value then
8 for each 𝑠𝑒𝑞 in 𝑠𝑢𝑏𝑠𝑒𝑡 do
9 𝑏𝑢𝑖𝑙𝑑𝑒𝑟 .writePattern(seq = null_seq ? null :

r.value, |seq |) ;
10 else
11 𝑣𝑎𝑙𝑠 ← [ 𝑟 .𝑔𝑒𝑡𝑉𝑎𝑙𝑢𝑒 (𝑘 − 𝑟 .𝑠𝑡𝑎𝑟𝑡 ) or null | 𝑘 ∈

𝑠𝑢𝑏𝑠𝑒𝑡 ] ;
12 𝑏𝑢𝑖𝑙𝑑𝑒𝑟 .writePattern(𝑣𝑎𝑙𝑠 , |subset |) ;
13 else

/* Traditional join */
14 return 𝑟𝑒𝑠𝑢𝑙𝑡𝐵𝑢𝑖𝑙𝑑𝑒𝑟 ;

Timestamp-based join operator. In TSDBs, data is typically

joined using timestamp alignment. Aligned data is pre-aligned

on disk during writes, shifting alignment costs to ingestion and

eliminating query-time operations. For unaligned data, joins may

introduce null values We dynamically encode the inserted nulls

while compacting the joined series without requiring fully decom-

pression. Algorithm 1 shows an example of homomorphic joins

on RLE-encoded data via column-wise processing. Given selected

row index list, for each column, we first initialize output buffers

and load compressed data (Lines 1-3). On RLE-encoded columns

(Line 4), we process runs (Line 5) by: ➀ Identifying overlapping row

ranges (Lines 6). ➁ For constant runs, we directly write uniform

values or nulls (Lines 7-9); For non-constant runs, we extract values

sequentially (Lines 10-12). Uncompressed columns use standard
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row-wise joins (Line 13) and results are return as a builder (Line 14).

The algorithm’s ideal time complexity is𝑂 (𝑅𝐶), where 𝑅 and𝐶 are

the number of RLE runs and columns, outperforming traditional

solution (𝑂 (𝑁𝐶), 𝑁 is the number of selected rows) when 𝑅 ≪ 𝑁 .

Group by sliding window operator. This operator is often used

in conjunction with aggregation operators. Based on the intervals

specified by time windows, we divide the data columns into small

chunks in compressed format. We perform direct calculations on

the compressed time series data within each of these chunks.

Slicing operator. Slicing enables efficient sequential scans of large

historical time series by processing data in batches to avoid memory

overload. This operator directly identifies the startOffset and

endOffset using the HintIndex. It then extracts the corresponding

sub-array for values and incrementally updates the Compression
Offset Index during traversal.

Besides above core operators, we implement two more basic

operations to support a broader range of queries. 1) Reversal is
performed when queries require results in order of time. By default,

Apache IoTDB returns query results in ascending time order. When

a ORDER BY TIME DESC clause is used, the results are reversed.

2) (De)Serialization is used for data transmission. By serializing

CompColumn into a compact byte stream, it reduces transmission

overhead. The serialized format varies by encoding algorithm.

4.3.2 Running Example of HomomorphicQuery. Using RLE-encoded
time series 𝑠 = ⟨(4, 3), (9, 8), (5, 7), (4, ⟨3, 4, 5, 3⟩)⟩ as depicted in Fig-

ure 3, we illustrate the query processing by query: SELECT s/2
FROM series WHERE s > 3 OFFSET 11 LIMIT 4.

➀CompColumn construction andfilter push down.Wefirst

load time series data from the storage layer into memory as Com-

pressed Data Chunks. it is constructed into CompColumn, restoring

32-bit integers via bit-unpacking first. In the CompColumnBuilder,
we pack each pattern into a compression block (values) within
CompColumn. At the same time, we calculate each block’s start

offset to build the compression offset index, with coIndex[0] ini-
tialized to 0. Notably, the filter operator is pushed down to CompCol-

umn construction phase to reduce the overhead of CompColumn

building and data transmission. Specifically, for the first pattern

(4, 3), since 3 fails the filter, this pattern is filtered out and will not

participate in the construction. For the second pattern (9, 8), since

8 > 3, it is retained, and thus we initialize values[0] to ⟨8⟩ and
set coIndex[1] to 9. For the pattern (4, ⟨3, 4, 5, 3⟩), batch filtering

is impossible, requiring per-value checks. Among these, only 4 and

5 satisfy the filtering condition; hence, the pattern is transformed

into (2, ⟨4, 5⟩). We set values[1] to ⟨4, 5⟩, and set coIndex[2] to
11. For the last pattern (5,7), the computation procedure is the same.

After filtering, the final values array is ⟨8, ⟨4, 5⟩, 7⟩, with coIndex
initialized to ⟨0, 9, 11, 16⟩. The hint index is initialized to 0.

➁ Expression operator. First, we retrieve the first pattern

(𝑣 = 8) in CompColumn. Instead of computing run lengths, we

directly perform calculations on the value, yielding 𝑣 = 8/2 = 4.

Subsequently, for the next non-run-length-encoded pattern, we

process each data point individually; the last value 𝑣 = 7 undergoes

the same computation to produce 𝑣 = 3.5. This yields a compressed

values array ⟨4, ⟨2, 2.5⟩, 3.5⟩, while coIndex remains unchanged.

➂ Slicing operator. To retrieve 5 data points at offset 11, we

finally execute the slicing operator. With 𝐻𝑖𝑛𝑡𝐼𝑛𝑑𝑒𝑥 initialized to

0, we first locate the offset 11 via CoIndex. This yields index = 1

(coIndex[1] = 9 and coIndex[2] = 11). Consequently, we discard

values[0] and update coIndex[1] to 11−11+1 = 1, setℎ𝑖𝑛𝑡𝑖𝑛𝑑𝑒𝑥 =

1, and retain only the last element of values[1]. For end offset 11 +
4 = 15, we traverse from ℎ𝑖𝑛𝑡𝑖𝑛𝑑𝑒𝑥 to avoid full scans, identifying

index = 2 (coIndex[2] = 11, coIndex[3] = 16). The coIndex[2] is
updated to coIndex[1] + 15 - coIndex[2] = 5. The resulting value

array becomes ⟨2.5, 3.5⟩, with the reconstructed coIndex as ⟨0, 1, 5⟩.
Given that Group by sliding window operator partitions time

series similarly to the slicing operator, using time windows instead

of offsets, further details of this operator are omitted for brevity.

➃Aggregation operator.Consider query SELECT variance(s)
FROM series WHERE s > 3, we execute aggregation operator on

CompColumn constructed after filtering in ➀, using incremental

temporary state accumulators. With 𝑛, 𝑣 ′, and𝑚2 both initialized

to 0, we proceeds as follows: Initially, we iterate over CompColumn,

fetching the first pattern (𝑣 ′ = 8). The𝑛′ is computed as coIndex[1]
− coIndex[0] = 9. Then, using the formula shown in Figure 4 for

incremental computation, we obtain𝑚2 = 0, 𝑣 = 8, and 𝑛 = 9. Next,

we move to the following pattern, which is not in run-length for-

mat. Each value is processed incrementally with 𝑛′ = 1, resulting in

𝑚2 = 20.55, 𝑣 = 7.36, and 𝑛 = 11, as shown in Figure 4. For the last

pattern 𝑣 ′ = 7, 𝑛′ is computed as coIndex[3] − coIndex[2] = 5.

As a result, we get 𝑚2 = 21, 𝑣 = 7.25, and 𝑛 = 14, yielding a

variance of 1.31.

4.4 Optimization Module
The objective of the optimization module is to facilitate effective
restore and effective homomorphic queries in CompressIoTDB by

reducing data transmission and reading overhead. This is achieved

through two key optimizations: 1) dynamic auxiliary management,

and 2) late decompression for TsFile.

4.4.1 Dynamic Auxiliary Management. Time series data can be

either unaligned (each column has its own time column) or aligned

(columns share a time column), as show in Figure 5 (a) and (c). To

handle nulls in aligned formats, databases typically use a compact

layout where non-null values are stored contiguously, with nulls

tracked via a bitmap [1, 10, 11]. Additionally, lazy deletion strategies
are employed to avoid physical modifications by maintaining a

deletion list that records the positions of deleted data.

Analysis. This compact layout and lazy deletion strategy, while

optimizing storage and I/O, introduce complexity for homomorphic

queries. Nulls must be scattered into their correct positions using

the bitmap, leading to overhead during series scan. Lazy deletion

requires checking the deletion lists, further complicating data access.

These techniques disrupt the structure of compressed data, which

negatively impacts the performance of homomorphic queries.

Design. Instead of decompressing the entire dataset for each query,

we introduce a dynamic encoding strategy that maintains data in

a compact form while handling auxiliary structures, such as nulls

and deletion lists. For unaligned data, we directly traverse each RLE

pattern, and adjust its run-length by skipping deleted entries, never

decompress the data. For aligned data, we use dynamic encoding

to handle nulls without disturbing the compressed data structure.

First, based on the deletion list, we slice the null sequence into runs

3413



(c) Aligned data logical layout

T

0

1

2

3

4

5

(d) Aligned data compact layout

D1

(3,11)

(2,{13,12})

Bitmap1

1

1

0

1

1

1

Deletion 
List

4

D1 D2 D3

11 7 6

11 NULL NULL

NULL NULL 6

11 7 NULL

13 (deleted) 7 6

12 4 (deleted) NULL

D2

(3,7)

(1,4)

Bitmap2

1

0

0

1

1

1

Deletion 
List

5

D3

(3,6)

Bitmap3

1

0

1

0

1

0

Deletion 
List

empty

D2

11

11

11

13 (deleted)

12

T1

0

1

3

4

5

(a) Unaligned data logical layout

D3

6

6

6

T3

0

2

4

(b) Unaligned data compact layout

T

0

1

2

3

4

5

D2

(3,7)

(1,4)

Deletion 
List

5

D3

(3,6)

Deletion 
List

empty

T2

0

3

4

5

T3

0

1

4

T2

0

3

4

5

D2

7

7 

7

4 (deleted)

D2

(3,11)

(2,{13,12})

Deletion 
List

4

T1

0

1

3

4

5

Figure 5: Compact layout example using RLE encoding

that align with each RLE pattern. Then, we encode and merge con-

tinuous null runs directly back into the compressed data, preserving

its structure. For non-continuous nulls, as their insertion disrupting

the compressed data, we revert the affected segment to its original

format for simplify parsing in subsequent queries. For example,

in the unaligned layout (Figure 5 (b)), the deletion list indicates

that the entry at timestamp 4 in 𝐷1 has been deleted, so it is re-

moved, resulting in compressed series 𝐷1 = ⟨(3, 11), (1, 12)⟩. In the

aligned layout (Figure 5 (d)), 𝐷2 initially consists of six-bits bitmap

(100111) and RLE data ⟨(3, 7), (1, 4)⟩. After checking the deletion

list and bitmap, two nulls are inserted and a value is deleted, re-

sulting in compressed 𝐷2 = ⟨(1, 7), (2, 𝑁𝑈𝐿𝐿), (2, 7)⟩; 𝐷3 degrades

into ⟨(6, ⟨6 𝑁𝑈𝐿𝐿 6 𝑁𝑈𝐿𝐿 6 𝑁𝑈𝐿𝐿⟩)⟩, which no longer suits RLE

encoding, so we revert it to its original form. This dynamic encod-

ing strategy is applied during the series scan and does not require

full de-compression and re-compression, preserving the directness
of the query process.

4.4.2 Late Decompression for TsFile. To minimize decompression

and transmission costs, we employ late decompression for TsFile,

delaying general-purpose decompression until data access.

Analysis. As shown in Figure 6 (a), in Apache IoTDB’s original

approach, compressed data is stored in TsFile, where each page is

compressed using light-weight algorithms like RLE or Gorilla, fol-

lowed by general-purpose compression (e.g., LZ4). However, during

queries, the entire chunk undergoes general-purpose decompres-

sion even if only a small subset of data is needed. For example,

querying the first 200 data points in a chunk requires decompress-

ing all pages within the chunk, leading to wasted CPU cycles.

Design. We address this inefficiency by deferring general-purpose

decompression until the series scan phase, as illustrated in Fig-

ure 6 (b). Specifically, we defer general-purpose decompression to

the series-scan phase: chunks are read in their dual-compressed

form and iterated page by page, invoking heavyweight decompres-

sion only when the specific page is accessed and bypassing the

light-weight layer by directly instantiating CompColumn. This en-

sures that only the data actually scanned is decompressed, cutting

CPU overhead. This feature has been integrated into the Apache

TsFile
2
storage layer, enhancing overall system performance in

Apache IoTDB. Additionally, we encapsulate decompression logic

within CompColumn to support partially homomorphic queries,

2
https://github.com/apache/tsfile
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Figure 6: Illustration of late decompression strategy

exposes uncompressed views for operators that do not support di-

rect computation on compressed time series data. This design keeps

data compressed as long as possible, minimizing transmission costs

by reducing the volume of transferred data.

5 EVALUATION
5.1 Experimental Setup
Baselines. We evaluate CompressIoTDB with three baselines, Un-
compressed, CompressIoTDB-NoLate, and IoTDB. Uncompressed
stores and queries data without compression. CompressIoTDB-
NoLate represents CompressIoTDBwithout the late decompression

optimization. IoTDB refers to the original Apache IoTDB, without

any of our enhancements. We use two light-weight compressions:

Run-Length Encoding (RLE) for numerical data and Dictionary En-

coding for string data. Meanwhile, for delta-based Ts_2Diff, we con-

duct queries with expression and aggregation operators to demon-

strate its performance. All light-weight compressed data is further

processed with LZ4 to improve compression efficiency.

Datasets. We evaluate CompressIoTDB using five open-source

real-world time series datasets as well as synthetic datasets with

diverse characteristics generated by IoT-benchmark, thereby assess-

ing the system under both practical conditions and varying dataset

configurations. For details on the data generation algorithms and

parameters, refer to Appendix B. We extend IoT-benchmark to sup-

port expression queries. Table 2 provides dataset statistics. These

datasets have been widely used in previous studies [8, 52, 84, 87, 92].

Table 2: Datasets
Name Attr # Length

Weather Forecast (WF) [99] 6 910,576

AMPds [60] 11 10,490,860

Smart Grid (SG) [46] 5 100,000,000

Linear Road (LR) [13] 6 108,437,193

Computer Monitor (CM) [62] 4 144,370,688

IoT-benchmark [58, 84] 5 10
5 − 10

9

Benchmark queries. We use ten queries derived from real-world

applications, combining various operators discussed in § 3.1. The de-

tailed applications of these queries are provided in Appendix E.For
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Table 3: Queries
Query Detail

Q1 SELECT AVG (9 * bottom_temperature / 5 + 32) AS AvgBottomTemp_F
FROM root.air.wf WHERE bottom_temperature > 20;

Q2 SELECT AVG (wind_level), AVG (wind_direction) FROM
root.air.wf GROUP BY ((2013-09-01T06:00:56.000+08:00,
2013-9-01T06:16:00.000+08:00], 1m);

Q3 SELECT STDDEV (I) AS CurrentStandardDeviation, VARIANCE (I)
AS CurrentVariance FROM root.amp;

Q4 SELECT SUM (S) AS TotalApparentEnergy_kVAh, SUM(P) AS
TotalRealPower_kWh FROM root.amp;

Q5 SELECT AVG (plug) FROM root.sg
GROUP BY ((2013-09-01T06:00:56.000+08:00,
2013-9-02T12:05:00.000+08:00], 1d);

Q6 SELECT SUM (house) FROM root.sg
GROUP BY ((2013-09-01T06:00:56.000+08:00,
2013-9-02T12:05:00.000+08:00], 1d);

Q7 SELECT VARIANCE (direction) FROM root.lr WHERE
lane = 0 GROUP BY ((2013-09-01T06:00:56.000+08:00,
2013-9-02T12:05:00.000+08:00], 1d);

Q8 SELECT AVG (speed) FROM root.lr
GROUP BY ((2013-09-01T06:00:56.000+08:00,
2013-9-02T12:05:00.000+08:00], 1d);

Q9 SELECT VARIANCE (cpu) FROM root.cm
GROUP BY ((2013-09-01T06:00:56.000+08:00,
2013-09-02T22:07:06.688+08:00], 1d);

Q10 SELECT VARIANCE (priorities) FROM root.cm
GROUP BY ((2013-09-01T06:00:56.000+08:00,
2013-09-02T22:07:06.688+08:00], 1d);

QT1 SELECT AGG (v1), ... , AGG (v5) FROM data WHER time > ? AND
time < ?;

QT2 SELECT AGG (v1), ... , AGG (v5) FROM data WHERE v1 op ? AND
... AND v5 op ?;

QT3 SELECT EXP (v1), ... , EXP (v5) FROM data WHERE v1 op ? AND
... AND v5 op ?;

IoT-benchmark, we run three basic queries [50, 58] to compare the

baselines. Specifically, the three queries are 1) aggregation with a

time filter, 2) aggregation with value filters, and 3) expression with

value filters. Each query involves data from five sensors. Details of

each query are provided in Table 3.

Platform. We perform experiments on a server equipped with an

Intel(R) Core(TM) i9-9900K CPU @ 3.60GHz and 64 GB of RAM.

5.2 Overall Evaluation
5.2.1 Performance. We explore the overall performance on five

real-world datasets. Specifically, we evaluate the latency of Com-
pressIoTDB by measuring the number of queries processed within

a given time period. Each query in Table 3 is executed 200 times,

with the first 50 rounds used for system warm-up. We then measure

the total query time for the subsequent 150 rounds to calculate the

average latency. The results are presented in Figure 7.

These results lead to several key conclusions. ➀ CompressIoTDB
consistently accelerates queries, reducing latency by 33.1% (53.4%

throughput gain) over IoTDB and 20.3% (29.9% throughput gain)

against Uncompressed, highlighting its dual benefit of minimizing

decompression overhead while enhancing compressed data process-

ing.➁ The performance gains correlate with compression efficiency.

For instance, Ampds (highest compression ratio) achieves 39.0%

latency reduction over IoTDB, while Linear Roads (20% compres-

sion ratio) shows modest gains (18.9%). This is because datasets

with higher compression ratios present more opportunities for I/O

optimization and efficient computation of compressed data. ➂ Com-
pressIoTDB outperforms its variant without late decompression

(CompressIoTDB-NoLate) by 14.5% in latency, demonstrating its ef-

fectiveness at reducing unnecessary decompression and improving

overall efficiency.

5.2.2 Space Saving and Late Decompression. Figure 8 presents

the compression ratios for each real-world dataset, calculated as:

Compression Ratio (CPR) = 1− size of compressed data

size of uncompressed data
. The bottom

dark blue bars in Figure 8 represent the compression ratios achieved

by light-weight compression, while the upper light bars show the

additional compression from applying general-purpose compres-

sion to the light-weight-compressed data. Several key observations

can be made. ➀ For most datasets, the majority of space reduc-

tion results from the light-weight compression algorithm, with

general-purpose compression contributing relatively little. This val-

idates our approach of performing direct queries on light-weight-

compressed data while delaying decompression for general-purpose

compression. ➁ The impact of late decompression is proportional to

the contribution of general-purpose compression. For example, in

the Computer Monitor dataset, general-purpose compression con-

tributes only 7.5% (to a total of 92.7%), so late decompression yields

only a 1.7% speedup. In contrast, for the Linear Roads dataset, the

light-weight compression alone gives 20%, but general compression

boosts this to 52.7%. Without the late decompression strategy, the

cost of decompression outweighs the performance benefits of ho-

momorphic querying, causing CompressIoTDB-NoLate to perform

worse than Uncompressed.

5.3 Macro-Benchmark Evaluation
Building on our evaluation of CompressIoTDB on real-world datasets,

we further assess its performance via macro-benchmarks. Specifi-

cally, we analyze three basic queries across datasets with varying

repetition rates
3
and sizes, generated using the IoT-benchmark.

The datasets comprise monotonically non-decreasing time series

with a mean value of 1 × 104, repetition rates ranging from 0 to 1,

and lengths up to 1.5 × 108. Each dataset simulates five sensors per

device with FLOAT data (generation algorithm in Appendix B).”

3
Repetition rate refers to the ratio of consecutive repeated data in the dataset. Lengths

of consecutive repeated data sequences are not correlated with repetition rates.

3415



0.1 0.3 0.5 0.7 0.9
2.5

5.0

7.5

Th
ro

ug
hp

ut
 (p

oi
ns

ts
/s

)

QT1

0.1 0.3 0.5 0.7 0.9
Repetition Rate

0.5

1.0

QT2

0.1 0.3 0.5 0.7 0.9

3

4

5
×107 QT3

Uncompressed IoTDB CompressIoTDB-NoLate CompressIoTDB

Figure 9: Throughput across varying repetition rates

5.3.1 Evaluation on Datasets with Varying Repetition Rates. Empiri-

cal analyses indicate a strong correlation between the performance

of CompressIoTDB and the dataset’s compression ratio. Specifically,

datasets with higher repetition rates, which are conducive to Run-

Length Encoding (RLE), yield better performance. This outcome

is expected as low repetition reduces RLE effectiveness, incurring

additional overheads in data maintenance during homomorphic

queries. Figure 9 illustrates the query latency and throughput re-

sults for datasets with a length of 1 × 108 and varying repetition

rates. We draw several key observations. ➀ Higher repetition rates

boost CompressIoTDB’s throughput significantly, while IoTDB sees

modest gains andUncompressed remains stable.➁CompressIoTDB
outperforms IoTDB by 36.9% on average (up to 75.5% at 0.9 repeti-

tion) and surpasses CompressIoTDB-NoLate by 4.4%, underscoring

late decompression’s efficacy across all repetition rates. ➂ At low

repetition rates,CompressIoTDB slightly lagsUncompressed due to
minimal RLE compression and auxiliary overhead. However, such

cases are rare in practice, as administrators optimize compression

strategies based on data traits.

5.3.2 Evaluation on Datasets with Varying Size. We conduct exper-

iments on datasets of different series length, from 10
5
to 10

9
, all

with a repetition rate of 0.5. The speedup ratios of CompressIoTDB
compared to Uncompressed and IoTDB are shown in Figure 10. The

speedup ratio is defined as: Speedup Ratio =
latency of baseline

latency of CompressIoTDB .

We have the following observations. ➀ CompressIoTDB improves

performance across all series lengths of the datasets. Compres-
sIoTDB achieves an average speedup of 48.0% compared to IoTDB
and 35.4% compared to Uncompressed. ➁ While IoTDB’s I/O and

decompression overheads grow with data size, CompressIoTDB’s
time-range query (QT1) performance improves with larger datasets,

as late decompression minimizes unnecessary processing, main-

taining stable decompression and data transfer costs. However, for

Uncompressed, the rising I/O costs are offset by avoiding decom-

pression, narrowing CompressIoTDB’s advantage at scale. ➂ Com-
pressIoTDB maintains stable performance for full data queries. For

queries without time-range filters (QT2, QT3), where the amount of

queried data scales with the dataset size, the performance improve-

ment of CompressIoTDB remains consistent relative to IoTDB and

Uncompressed, demonstrating strong scalability. ➃ When series

length reaches 10
9
, IoTDB times out (60s threshold) on queries on

full series (QT2, QT3).

We further conduct experiments on sequence lengths ranging

from 1× 108 to 1× 109. As shown in Table 4, IoTDB fails to support

query types QT2 and QT3 at 7×108 due to scalability constraints. In
contrast, while theUncompressed incurs significant I/O overhead, it

remains functional by avoiding the critical decompression cost. Our

proposed CompressIoTDB, while maintaining data compression
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Figure 11: Performance on queries with multi-selectivity

to conserve storage and memory resources, achieves an average

latency reduction of 7.3% compared toUncompressed. This advance-
ment effectively pushes the upper bound of system performance

by harmonizing efficient compression with rapid query execution.

Table 4: Micro-analysis on datasets of varying series length

Series

Length

QT1 QT2 QT3

Uncomp. IoTDB Uncomp. IoTDB Uncomp. IoTDB

2 × 10
8

1.46 2.02 1.72 1.55 1.47 1.40

5 × 10
8

1.25 1.43 1.35 1.29 1.21 1.20

7 × 10
8

1.21 1.38 1.04 – 1.00 –

1 × 10
9

1.35 2.11 – – – –

Speedup ratios compared to baseline methods; “–” denotes timeout cases.

5.3.3 Evaluation of Queries with Multi-Selectivity. We conduct ex-

periments on a dataset of size 10
8
with a repetition rate of 0.5,

executing time-range queries (QT1) with selectivity ranging from

0.1% to 90%. The latency and speedup ratios, as defined in § 5.3.2,

are illustrated in Figure 11. Our findings are as follows. ➀ As se-

lectivity increases, CompressIoTDB effectively keeps latency from

rising too sharply, maintaining a considerable speedup across all

selectivity. It achieves a 32.4% latency reduction compared to IoTDB
and 28.3% improvement over the Uncompressed baseline, demon-

strating the effectiveness of our method. ➁ Under extreme low

selectivity conditions (0.1%), CompressIoTDB attains a peak 42.9%

latency reduction versus IoTDB. This is because our late decom-

pression effectively limits unnecessary decompression (explained

in detail in § 5.3.2). ➂ At extremely low selectivity, the speedup

over Uncompressed is less pronounced than over IoTDB. This is
because uncompressed data avoids decompression overhead. Al-

though uncompressed storage incurs significant I/O costs, the query

bottleneck remains tied to decompression operations. Thus, our

method, which optimizes decompression efficiency, yields smaller

relative gains in low-selectivity scenarios where decompression

dominates execution time.

5.4 Detailed Analysis
5.4.1 Evaluation of HintIndex. As discussed in § 4.2.2, Compres-
sIoTDB leverages 𝐻𝑖𝑛𝑡𝐼𝑛𝑑𝑒𝑥 to record the last accessed position,

avoiding unnecessary traversal of the index from the start during

sequential data access. We conduct an ablation study to evaluate the
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performance gains attributed to 𝐻𝑖𝑛𝑡𝐼𝑛𝑑𝑒𝑥 . As shown in Figure 12,

𝐻𝑖𝑛𝑡𝐼𝑛𝑑𝑒𝑥 provides an average performance improvement of 11.7%.

Furthermore, it can be observed that the absolute time saved by

𝐻𝑖𝑛𝑡𝐼𝑛𝑑𝑒𝑥 is positively correlated with the amount of data accessed

during the query. For queries without time-range filters (QT2, QT3),

where the queried data volume is larger, 𝐻𝑖𝑛𝑡𝐼𝑛𝑑𝑒𝑥 provides more

substantial time savings.

5.4.2 Execution Time Breakdown. We evaluate the execution time

for each phase across datasets with varying repetition rates and a

length of 1 × 108, using query “SELECT VARIANCE(*) FROM data”.
The query execution is divided into three phases: chunk reader

construction, series scan, and operator execution. For detailed ex-

planation of query phases, please refer to Appendix G.Figure 13

presents the breakdown of execution time for Uncompressed (left

bar), IoTDB (middle bar), and CompressIoTDB (right bar). The key

observations are as follows.➀Chunk reader speedup: Our approach

delivers a 20.8× average speedup over the Uncompressed by re-

duced data-transfer costs, and a 4.4× speedup over IoTDB thanks

to late decompression that defers decompression to the series scan

phase. ➁ Series scan dominates query execution time. It accounts

for 48.2% of runtime on Uncompressed, 65.0% on IoTDB, and 79.5%

in CompressIoTDB due to its deferred decompression to this phase.

Despite the higher share, we still cut overall latency by 39% ver-

sus IoTDB by skipping light-weight decompression and efficiently

managing auxiliary structure restoration, highlighting the effec-

tiveness of our optimizations. ➂ CompressIoTDB’s homomorphic

operator execution runs 5.5× faster average than Uncompressed.
This speedup increases as the repetition rate increases, reaching

12.1× at a repetition rate of 0.9, underscoring the effectiveness of

CompressIoTDB for homomorphic queries.

5.4.3 Memory Usage. Wemeasure the memory usage of the Comp-

Column structure using the compression ratio (CPR =CompColumn

size/uncompressed size) under the same query and dataset settings

as in § 5.4.2. Table 5 shows IoTDB’s memory use stays stable across

repetition rates, while CompColumn achieves a 20% reduction on

average. However, for CompressIoTDB, a low repetition rate can

result in higher memory usage. This is because, under low repeti-

tion rate, the RLE-compressed data closely resembles raw data, and

additional data structures introduced by CompColumn to manage

compression lead to increased memory overhead. Nevertheless, as

illustrated in Figure 13, even at a repetition rate of 0.1, Compres-
sIoTDB achieves an 22.7% reduction in latency compared to IoTDB,

demonstrating the effectiveness of CompColumn structure.

5.5 Discussion on Capability
We summarize prevalent time series compression schemes, includ-

ing all encoding algorithms implemented in Apache IoTDB, and

Table 5: Memory usage (GB) of CompColumn

Repetition Rate 0.1 0.3 0.5 0.7 0.9 Average

IoTDB 3.08 3.08 3.08 3.08 3.08 3.08

CompressIoTDB 3.90 3.28 2.44 1.69 0.99 2.46

CPR 1.27 1.07 0.79 0.55 0.32 0.80

how they are combined from the basic components (detailed in § 3),

as shown in Table 6. Key observations are outlined below. ➀ Nearly

all these algorithms employ bit-packing to reduce storage overhead.

➁ Many algorithms compress data based on the repeat encoding,

capitalizing on the frequent occurrence of repeated or uniformly

incremental values in time series data. ➂ Several algorithms are op-

timized for the delta-encoding. For delta-encoding-based schemes,

our analysis (Section 3) reveals limited homomorphic support. In the

preceding experiments, due to the delta-based method’s insufficient

support for certain operators, we employed RLE and Dictionary

encoding, compensating for the Dict, Repeat, and Bit-Packing com-

ponents. To evaluate the efficacy of our approach in delta-based

encoding, we implement Ts_2Diff and conduct an evaluation on

aggregation query with expressions: “SELECT AGG(EXP(*)) FROM
data ”, using the same dataset described in Section 5.3.3. Results

show that our method achieves a 43.2% reduction in latency com-

pared to IoTDB and 18.9% to Uncompressed baselines, demonstrat-

ing its performance advantages.

Table 6: Basic components of time series compression
Comp. ZigZag RLE Bitmap Dict. Ts_2Diff Gorilla Chimp RLBE

Dict − − ✓ ✓ − − − −
Delta − − − − ✓ ✓ ✓ ✓
Repeat − ✓ − ✓ − ✓ ✓ ✓
Pack ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Remark:CompressIoTDBmaintains compatibilitywithmainstream

database systems. Detailed discussions and preliminary experimen-

tal results are provided in Appendix F.

6 CONCLUSION
In this paper, we present a novel homomorphic compression frame-

work for time series data. Based on a formal model, we propose

CompressIoTDB. It supports homomorphic computation for key

time series database operators with unified modular design and

system-level optimizations, significantly reducing decompression

overhead and I/O costs. Our experimental results show that Com-
pressIoTDB achieves significant performance improvement.

Supplemental Materials: The code and an appendix are available at

https://github.com/yuxin370/CompressIoTDB/tree/master.
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