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ABSTRACT
Cloud-native database systems with multi-primary shared-storage
architecture have emerged due to their superior performance over
primary-secondary architecture on write-intensive workload sce-
narios. However, these systems face performance degradation as the
proportion of shared data increases, adversely affecting their Cost-
Performance Ratio (CPR). In this paper, we identify frequent page
ownership transfers between primaries as a key factor contribut-
ing to these performance bottlenecks. To address this challenge,
we propose Chimera, a multi-primary database system that em-
ploys a two-phase transaction scheduling mechanism, combined
with a delay-fetch ownership transfer strategy to effectively re-
duce the overhead of ownership transfers. Extensive experiments
on SmallBank and TPC-C benchmarks demonstrate that Chimera
outperforms existing schedule methods for multi-primary systems,
achieving performance gains of 1.86× ∼19.03× on throughput.
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1 INTRODUCTION
Recently, multi-primary architectures for cloud databases have
attracted significant research interest. Compared to traditional
primary-secondary architecture [1, 26, 50], they offer improved
write scalability and fault tolerance, making them well-suited for
write-intensive cloud-native applications. Existing multi-primary
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Figure 1: A motivating example. Poor transaction scheduling
leads to frequent page ownership transfers.

architectures can generally be categorized into two types: shared-
nothing and shared-storage. In the shared-nothing architectures
[10, 20, 47, 55], data is partitioned across nodes (also called pri-
maries), with each partition managed exclusively by a single pri-
mary. Transactions involving only one partition are treated as local
transactions and handled directly by the corresponding primary.
However, it faces challenges with cross-partition transaction pro-
cessing, necessitating the two-phase commit (2PC) [6] for consis-
tency, which introduces potential performance bottlenecks.

In the shared-storage architecture [14, 27, 54], data is stored
in the storage layer, and primaries can process any transaction
without restrictions. When a primary 𝑁 handles a read (𝑅(𝑥)) or
write (𝑊 (𝑥)) operation on data item 𝑥 for a transaction 𝑇 , the
process involves these steps: ❶ 𝑂𝑇 (𝑥 .𝑝): Transfer ownership of
the page 𝑥 .𝑝 , where 𝑥 resides, to 𝑁 if it doesn’t already have it. ❷
𝐿𝑇 (𝑥 .𝑝): Acquire the latch on page 𝑥 .𝑝 , ❸ 𝑅(𝑥 .𝑝): Read page 𝑥 .𝑝 , ❹
𝐿𝐾 (𝑥): Acquire a shared (for read) or exclusive (for write) lock on 𝑥 ,
❺𝑅(𝑥)/𝑊 (𝑥): Perform 𝑅(𝑥) or𝑊 (𝑥) on 𝑥 , and ❻𝑈𝐿(𝑥 .𝑝): Release
the latch on page 𝑥 .𝑝 . As page 𝑥 .𝑝 is not bound to any specific
primary, the remote operation 𝑂𝑇 (𝑥 .𝑝) is frequently invoked.

Page ownership transfers are costly in shared-storage archi-
tectures primarily because they require coordination through the
Global Page Lock Manager (GPLM). When a primary 𝑁 requests
ownership of a page 𝑥 .𝑝 via 𝑂𝑇 (𝑥 .𝑝), the GPLM instructs the cur-
rent owner to release it and grants ownership to 𝑁 . This process,
along with synchronizing page data, involves four network round-
trip times (RTTs) (detailed in Section 2). To illustrate, we conduct
an experimental study over the SmallBank benchmark [3] using
the multi-primary architecture implemented in [27]. The results,
reported in Table 1, show that when the ownership transfer rate is
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Table 1: Effect of ownership transfer on performance.

The Percentage of Ownership Transfers 5% 15% 25% 35% 45%

Throughtput 1.0x 0.37x 0.24x 0.18x 0.15x

45%, the throughput is 85% lower compared to when the transfer
rate is 5%. Experimental results from several commercial systems
have similarly demonstrated a significant decline in performance
as the proportion of shared data increases [14, 27, 54]. This is fun-
damentally attributed to the frequent transfer of ownership.

Existing methods to reduce page ownership transfers primarily
depend on data partitioning, which assigns co-accessed pages to
the same primary(i.e., the pages in this partition have an affinity
with the primary). Transactions are then routed to the primary
that holds most of the pages accessed according to the partition-
ing strategy. However, challenges arise in shared-storage designs
where cross-node page accesses can disrupt consistency between
actual page owners and their affinity-assigned nodes. Specifically,
the existing “first-come, first-served” (FCFS) transaction scheduling
strategy could lead to frequent and substantial transfers of page
ownership among different nodes, a phenomenon we refer to as the
“ping-pong” effect. Take Figure 1 as an example. The pages accessed
by each transaction are marked with slashed rectangles. 𝑃1 and
𝑃2 are assigned to primary 𝑁1 while 𝑃3 and 𝑃4 are assigned to pri-
mary 𝑁2, and transactions are routed to different primaries based
on the assignment. However, the problem of frequent transfers of
ownership has not beenmitigated due to poor scheduling of transac-
tions, resulting in eight ownership transfers. In contrast, a different
scheduling strategy (discussed later in Figure 5) results in only two
ownership transfers. Therefore, we argue that a judicious trans-
action scheduling strategy is crucial for reducing the number
of ownership transfers, yet remains overlooked in existing
literature on multi-primary shared-storage databases.

To further reduce the number of ownership transfers and address
the gaps in existing research, we formally define the transaction
scheduling problem in multi-primary databases. Let 𝑁 .T be the
collection of transactions executed on primary 𝑁 . ∀𝑇 ∈ 𝑁 .T , let
𝑝𝑜𝑡 (𝑇 ) be the number of pages not owned by node 𝑁 during the
time 𝑁 executes 𝑇 . Given a set of primaries N , the number of
page ownership transfers is quantified as Σ𝑁 ∈N (Σ𝑇 ∈𝑁 .T𝑝𝑜𝑡 (𝑇 )).
Intuitively, a primary 𝑁 should retain ownership of its current page
𝑃 as long as possible to process as many transactions routed to
𝑁 accessing 𝑃 before the ownership of 𝑃 is transferred to other
nodes. However, while the intuition reduces the number of page
ownership transfers for 𝑃 , it may make transactions routed to other
nodes accessing 𝑃 to wait for the ownership. Given this dilemma,
we formalize that an ideal transactions scheduling strategy should
maximize database throughput by minimizing the total number of
ownership transfers, Σ𝑁 ∈N (Σ𝑇 ∈𝑁 .T𝑝𝑜𝑡 (𝑇 )) while ensuring that
the latency of executing each transaction remains reasonable.

Solving the transaction scheduling problem is non-trivial for
several reasons. First, predicting future transactions is inherently
difficult, making it hard to determine how long a primary should
keep ownership of its pages to avoid the “ping-pong” effect while
preventing blocking on other nodes. For example, it is hard to de-
cide whether a primary 𝑁 should release ownership of 𝑃 when

other nodes need it, as future transactions routed to 𝑁 may access
𝑃 . Second, acquiring page ownership has global effects, causing
transactions on the other primaries to wait. Even worse, in a multi-
primary database, each primary schedules transactions indepen-
dently, without visibility into the transactions scheduled on other
nodes. This lack of coordination makes it more difficult to achieve
global optimization of page ownership transfers.

Given the challenges above, we propose Chimera, a shared-
storage cloud-native database system that adopts a generic multi-
primary design while specifically focusing on solving the transac-
tion scheduling problem without assuming knowledge of future
transactions or having visibility into transactions on other nodes. To
achieve this, Chimera employs a two-phase transaction schedul-
ing (short for 2PS) mechanism, which divides transaction execution
into two alternating phases: the partitioned phase and the global
phase. For clarity, transactions that access pages affiliated with
a single primary are referred to as intra-node transactions, while
transactions accessing pages across multiple primaries are referred
to as inter-node transactions. In the partitioned phase, each primary
retains ownership of pages within its affinity partition, and only
intra-node transactions are scheduled, maximizing the number of
transactions performed on pages already residing in each primary
without ownership transfers. The inter-node transactions are de-
ferred to the global phase for execution. A well-designed switching
mechanism ensures that the latency of transactions stays close to
group commit [15] latency and remains imperceptible to users.

Additionally, we introduce a delay-fetch ownership transfer
(short for delay-fetch) mechanism in the global phase where pri-
maries compete for ownership of pages necessary for processing
inter-node transactions to avoid the “ping-pong” effect. Specifically,
for any operation of node 𝑁 accessing a page 𝑃 owned by other
nodes, the system delays acquiring ownership of 𝑃 until either a
sufficient number of operations targeting 𝑃 have accumulated, or
a predefined timeout is reached. After 𝑁 acquires ownership of
the delayed page 𝑃 , all operations targeting this page during the
delay period can be scheduled within a single ownership cycle,
thereby reducing ownership transfers significantly. To achieve fine-
grained scheduling, we designed a proactive transaction switching
algorithm, ensuring that transaction operations are fully executed
without unnecessary blocking. We leverage coroutines to imple-
ment the suspend-and-resume mechanism of transaction for this
algorithm. The primary contributions are summarized below:
• We identify the frequent page ownership transfer as a primary

factor limiting the performance of multi-primary database sys-
tems in cloud-native shared-storage architectures.

• In order to reduce the frequent page ownership transfer cost, we
introduce Chimera, which employs a novel two-phase transac-
tion scheduling mechanism, eliminating ownership transfers for
intra-node transactions processed in the partitioned phase.

• We propose a delay-fetch ownership transfer mechanism that
groups the operations accessing the same pages, further reducing
the ownership transfers in the global phase.

• We present a theoretical analysis demonstrating that Chimera
effectively reduces the ownership transfer cost. Experimental
results showcase its superior performance and scalability com-
pared to existing scheduling algorithms.
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2 BACKGROUND
In this section, we shall describe how primaries correctly read and
write pages in a multi-primary cloud-native database.

2.1 Hierarchical Page Locking Mechanism
In the single-primary database architecture, latch (a local short-
term page lock) is commonly used to prevent other threads from
reading/writing a page while one thread is writing to it. Before
a thread operates on a page, the thread competes for the latch of
this page to ensure that no conflicting operations are performed.
When the system scales to a multi-primary architecture, latches
alone cannot resolve conflicts caused by concurrent operations
from multiple primaries, as a latch is maintained in a primary’s
local memory and is not visible to other primaries. Therefore, the
global page lock is introduced to coordinate the concurrent accesses
to one page by multiple primaries.

Most multi-primary database systems employ a hierarchical
page-lock mechanism to avoid conflicts among multiple primaries
accessing pages concurrently [14, 54]. This model comprises a
Global Page Lock Manager (GPLM), a global component respon-
sible for managing page ownership across primaries, and a Local
Page Lock Manager (LPLM), maintained within each primary to
manage latches among local threads. When a transaction within
a primary needs to read or write a page, the node must hold the
ownership of the page, and then it can compete for the latch. Only
then can the read/write operation be performed.

Figure 2 illustrates an example of two primaries 𝑁1 and 𝑁2,
concurrently accessing pages in a multi-primary architecture. Each
primary maintains its own LPLM and buffer pool. The LPLM keeps
track of the latch and ownership status of pages within the latch
and global lock fields, respectively. The buffer pool caches pages
like most centralized databases [28, 35]. The GPLM is deployed on
a meta server to track the ownership of each page across nodes. For
example, 𝑁1 and 𝑁2 hold the shared ownership of 𝑃1 in Figure 2.
Suppose a transaction on 𝑁2 is attempting to write to 𝑃101. It first
checks with its LPLM and detects that the global lock is 0, indicating
that 𝑁2 does not hold ownership of 𝑃101. Consequently, it must
request the exclusive ownership on 𝑃101 from GPLM (➀) via a
network message. When GPLM receives the request, it tracks that
𝑃101 is now owned by 𝑁1 (indicated by its Lock field), and when
𝑁1 releases the ownership, the GPLM grants ownership of 𝑃101
to 𝑁2 (➃) and informs 𝑁2 of the successful ownership granting,
accompanied by the page validity information of 𝑃101 from GVT
(➄), which will be described in detail in the next subsection.

There are two strategies for releasing the ownership of a page.
A straightforward strategy is to release ownership as soon as the
primary no longer needs the page, which we refer to as Eager-
Release in this paper. For example, when a transaction releases
its latch on 𝑃101(➁), it checks the reference of 𝑃101 indicating the
number of pending read/write operations on 𝑃101 within the node.
If the reference count reaches zero, 𝑁1 releases the ownership of
𝑃101 back to GPLM(➂-a) instantly. Another strategy is called Lazy-
Release, where the ownership is not released voluntarily by the
primary holding the ownership of the page. If another primary
requests it, GPLM notifies the current holding node to release the
ownership. For example, assume that before 𝑁2 requests ownership

Figure 2: Concurrent page access in multiple primaries.

of 𝑃101, 𝑁1 releases the latch on 𝑃101 and the reference count of 𝑃101
drops to zero. At this point, the ownership of 𝑃101 on 𝑁1 becomes
available for release, but it is still temporarily retained by 𝑁1. If 𝑁1
reads/writes 𝑃101 again, 𝑁1 can compete for the latch directly with-
out acquiring ownership from GPLM.When 𝑁2 requests ownership
of 𝑃101 from GPLM, the GPLM receives the request and notifies
𝑁1 to release the ownership on 𝑃101(➂-b). Since Lazy-Release sig-
nificantly reduces the number of remote ownership requests, it is
widely adopted by most systems. Therefore, the discussions in this
paper are based on this strategy.

2.2 Distributed Cache Coherence
When a transaction obtains page ownership and writes to the page,
the corresponding pages in the buffer pools of other nodes become
stale. Distributed cache coherence protocols are used to ensure that
all nodes can access the latest data. Cache coherence is typically
maintained through two main approaches: snooping-based and
directory-based protocols. Snooping-based cache coherence pro-
tocols [2, 38, 43] rely on extensive broadcasting and are well-suited
for buses in multi-core processors. However, in multi-primary sys-
tems where multiple nodes are connected via a network, increasing
nodes significantly raises network overhead due to broadcasting.

In multi-primary cloud-native databases, most systems use the
directory-based cache coherence protocol [27, 54], which keeps
track of the state of cache entities at a designated location known
as the meta server. The nodes access the directory, a structure we
refer to as the Global Valid Table (GVT), to determine whether the
cached entity is invalid. As shown in Figure 2, recall that when 𝑁1
writes 𝑃101 and subsequently releases the ownership of the page,
the cached page of 𝑃101 in the buffer pools of 𝑁2 becomes stale.
Therefore, 𝑁1 clears the set of currently valid nodes in the GVT and
assigns its node id in the Valid field of 𝑃101 when releasing the own-
ership. This makes nodes that access this page later aware that the
latest page is located on 𝑁1. When GPLM grants 𝑁2 the exclusive
ownership of 𝑃101, GPLM sends the set of valid nodes with the latest
of 𝑃101 to 𝑁2 (➄). If 𝑁2 is not included in this set, 𝑁2 synchronizes
the latest page with any valid node (➅). If the valid set is empty,

3370



it means that no primary caches the latest version in its buffer
pool, prompting a synchronization request to be sent to the storage
layer. The process by which a primary requests ownership and is
subsequently granted ownership, along with the synchronization
of the page, is referred to as an ownership transfer.

3 ARCHITECTURE OVERVIEW
Chimera is amulti-primary, cloud-native OLTP database that adopts
the compute-storage disaggregated architecture. As depicted in
Figure 3, Chimera consists of a shared storage layer that stores
data pages and logs, a meta server maintaining the GPLM and
GVT, multiple primaries for transaction execution, a transaction
router for forwarding transactions to primaries, and a coordinator
responsible for scheduling the phase of all nodes and ensuring
fault tolerance. The components of Chimera are interconnected via
TCP/IP-based Local-Area-Network (LAN) within a data center. In
the following, we describe each component of Chimera in detail.
Transaction Router. The transaction router is responsible for re-
ceiving transactions from clients on the fly and routing them to
a primary for processing. To enable efficient transaction routing,
Chimera establishes affinity between data and primaries by logi-
cally partitioning the database using range partitioning. Each page
only stores tuples that belong to the same partition. The number
of partitions matches the number of primaries with the partition-
ing strategy defined by users or adaptive workload-aware meth-
ods [12, 39, 40, 62]. The router maintains partition meta, where each
partition 𝑃𝑎𝑟𝑖 is uniquely affiliated with a primary 𝑁𝑖 . Upon receiv-
ing a transaction, the router identifies its accessed partitions. If the
transaction accesses only one partition, it is classified as an intra-
node transaction and forwarded to the primary affiliated with this
partition. Conversely, if the transaction spans multiple partitions,
it is classified as an inter-node transaction and forwarded to one
of the primaries associated with the accessed partitions.

Chimera assumes that at least one key in the read/write set is
known, rather than requiring the entire read/write set to be pre-
acknowledged [17, 18, 45, 48, 63]. This design is particularly friendly
to transactions with internal read-write dependencies. The trans-
action router utilizes the exposed keys to determine the partitions
accessed by a transaction. While this may misclassify inter-node
transactions as intra-node transactions, the correctness of the sys-
tem remains unaffected, as explained in Section 4. The transaction
router can scale out without performance bottlenecks.
Coordinator. Chimera proposes a two-phase transaction schedul-
ingmechanism, which divides the system execution into partitioned
phases and global phases, executing in interleaving. The coordina-
tor is responsible for synchronizing phase states across all primaries
and adjusting phase durations in Chimera, as detailed in Section
4. Additionally, it monitors the heartbeat of each primary. In the
event of a primary failure, the coordinator detects the issue and
informs the remaining active nodes to recover and ensure consis-
tency. Further details are provided in Section 7. The coordinator can
be deployed on one or multiple physical machines and maintains
high availability through Paxos or Raft protocols.
Primary nodes. A primary in Chimera can execute any trans-
action and access all database pages. The transaction execution
process in a primary follows the two-phase transaction scheduling

Distributed Shared Storage

Meta Server (GPLM & GVT)

LPLM

Bufferpool

...

T1:W(x);W(y); T2:W(x);W(z);
...
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Transaction Router
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Scheduler §4

Heartbeat 
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Bufferpool
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Phase Switch

…

Partition Meta
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𝑘𝑒𝑦 ∈ 100,200 : 𝑃𝑎𝑟2 → 𝑁2

Figure 3: The architecture of Chimera.

mechanism, which transits between the partitioned phases and
global phases interleavingly (detailed in Section 4). The primary
executes transactions using the MV2PL [5, 16] protocol, a variant
of the MVCC [53] protocol, and each tuple in pages maintains the
row lock. When a transaction has taken ownership and latch of
a page, and is going to read or write a tuple, it acquires the row
lock on this tuple. If another transaction already holds the row
lock, the system follows a No-Wait deadlock prevention policy [4],
immediately aborting the transaction. The row lock is held until the
transaction is committed. Additionally, each primary maintains a
local page lock manager (LPLM), which manages the latches of the
node. Chimera introduces a delay-fetch ownership transfer mecha-
nism to reduce the ownership transfer frequency during the global
phase, which is detailed in Section 5.
Meta Server. To manage page ownership and ensure cache coher-
ence, Chimera employs a meta server and includes the global page
lock manager (GPLM) and the global valid table (GVT), as described
in Section 2. The meta server can be distributed by partitioning the
metadata. As metadata updates are performed alongside ownership
transfers during transaction execution, rather than at the granular-
ity of entire transactions, the updates do not involve cross-partition
operations. This design enables the meta server to scale out without
introducing coordination overhead.
Distributed Shared Storage. The shared storage pool comprises
nodes equipped with high-capacity SSDs, providing data access
interfaces for primaries. Chimera ensures high availability by main-
taining multiple replicas and employing Paxos [25] or Raft [37]
protocols for data replication. Following the Log is the database
principle [50], primaries persist write-ahead logs (WALs) to the
storage layer before committing transactions. Storage nodes asyn-
chronously replay these logs to update pages, minimizing network
I/O by avoiding direct page flushing.

Similar to many high-performance transactional databases [33,
44, 60], Chimera is primarily designed for stored procedure-based
transactions, though it also supports long-running and interactive
transactions, as explained in Section 4.4. Chimera defaults to seri-
alizable isolation and also supports read-committed isolation. The
brief proof of serializability is provided in Section 7.1.
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Figure 4: Chimera divides the system into the partitioned
phase and the global phase

4 TWO-PHASE TRANSACTION SCHEDULING
MECHANISM

This section explains how the two-phase transaction scheduling
(2PS) mechanism in Chimera helps reduce ownership transfers be-
tween intra-node and inter-node transactions. Chimera divides the
system into two alternating phases: the partitioned phase and the
global phase, with the system starting in the partitioned phase.
Algorithm 1 describes the detailed steps of our 2PS algorithm. Each
primary in Chimera includes a phase-switching thread to man-
age transitions between two phases and multiple worker threads
responsible for executing transactions. The two phases last for
dynamically determined durations, with the partitioned phase run-
ning for 𝑡𝑝 ms and the global phase for 𝑡𝑔 ms, as detailed in Section
4.3. Upon startup, the primary initializes its resources and the phase-
switching thread notifies the coordinator of its readiness to enter
the partitioned phase (line 4). Once all primaries report readiness,
the coordinator responds to the sysEpoch function and signals
them to commence the partitioned phase.

4.1 Partitioned Phase
Receiving the coordinator’s message indicates that each primary
is allowed to enter the partitioned phase. Before execution, each
primary requests from the GPLM to acquire ownership of all pages
indicated by its affinity partition yet it does not currently own. At
the same time, it requests from the GVT the set of pages that have
already been invalidated within its partition (line 5). After that, the
node transitions its state to 𝑝𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛𝑒𝑑 (line 6) and can read and
write to pages within its affinity partition freely. Worker threads
detect this state change and begin executing transactions (line 23).

During the partitioned phase, the primary processes only intra-
node transactions, similar to shared-nothing systems handling non-
distributed transactions. If a transaction, incorrectly identified by
the router, accesses a page outside its affinity partition, it is aborted
and deferred for re-execution in the global phase. As shown in the
Figure 4, pages 𝑃1 and 𝑃2 (blue) are affiliated with 𝑁1, while 𝑃3
and 𝑃4 (green) are affiliated with node 𝑁2. During the partitioned
phase, 𝑁1 executes transactions that only access 𝑃1 and 𝑃2 (e.g., 𝑇1,
𝑇5, 𝑇10), whereas other transactions (e.g., 𝑇3, 𝑇8) are deferred to the
global phase for execution.

Since the logical partitions handled by each primary are non-
overlapping, there are no page conflicts between nodes during the
partitioned phase. This allows primaries to execute transactions

Algorithm 1: 2PS Mechanism
1 Function PhaseSwitchThread():
2 𝑒𝑝𝑜𝑐ℎ_𝑖𝑑 ← 0, node.phase← 𝑝ℎ𝑎𝑠𝑒 :: 𝑖𝑛𝑖𝑡 ;
3 while node.is_running do
4 𝑒𝑝𝑜𝑐ℎ_𝑖𝑑 ← sysEpoch (𝑒𝑝𝑜𝑐ℎ_𝑖𝑑) ; // sys all nodes

5 invalid_page_set← requestPagesInPartition ();
6 node.phase← 𝑝ℎ𝑎𝑠𝑒 :: 𝑝𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛𝑒𝑑 ;
7 sleep(𝑡𝑝 ) ; // run intro-node txns for 𝑡𝑝 ms

8 node.phase← 𝑝ℎ𝑎𝑠𝑒 :: 𝑠𝑤𝑖𝑡𝑐ℎ𝑖𝑛𝑔;
9 waitAllWorkersStop ();

10 𝑒𝑝𝑜𝑐ℎ_𝑖𝑑 ← sysEpoch (𝑒𝑝𝑜𝑐ℎ_𝑖𝑑);
11 node.phase← 𝑝ℎ𝑎𝑠𝑒 :: 𝑔𝑙𝑜𝑏𝑎𝑙 ;
12 sleep(𝑡𝑔) ; // run inter-node txns for 𝑡𝑔 ms

13 node.phase← 𝑝ℎ𝑎𝑠𝑒 :: 𝑠𝑤𝑖𝑡𝑐ℎ𝑖𝑛𝑔;
14 waitAllWorkersStop ();
15 releasePagesOutPartition ();
16 end
17 return
18 Function WorkerThread():
19 while node.is_running do
20 if node.phase = 𝑝ℎ𝑎𝑠𝑒 :: 𝑠𝑤𝑖𝑡𝑐ℎ𝑖𝑛𝑔 then
21 stopThisThread ();
22 else if node.phase = 𝑝ℎ𝑎𝑠𝑒 :: 𝑝𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛𝑒𝑑 then
23 runIntraNodeTxns () ; // exec a intra-node txn

24 else if node.phase = 𝑝ℎ𝑎𝑠𝑒 :: 𝑔𝑙𝑜𝑏𝑎𝑙 then
25 runInterNodeTxns () ; // exec a inter-node txn

26 end
27 end
28 return

locally without requiring page ownership transfers or encountering
newly generated page invalidations. During this phase, when an
intra-node transaction accesses a page, it does not need to check the
global lock field in the LPLM. Instead, it only verifies whether the
page is in the invalidated set. If it is, the primary synchronizes the
page to the latest version, removes it from the invalidated set, and
then competes for the latch to perform read or write operations us-
ing theMV2PL protocol. Notably, the invalidated set allows pages to
be synchronized only when necessary, which reduces unnecessary
data page transfer overhead.

After running the partitioned phase for 𝑡𝑝 milliseconds, the
phase-switching thread transitions the phase state to switching
(line 8) and waits for all worker threads to complete their current
transactions (line 9). Once the worker threads finish their ongoing
transactions, they pause and wait for the system to transition to
the next phase (line 21).

4.2 Global Phase
Once the coordinator receives readinessmessages from all primaries
to enter the global phase, it notifies them to start the global phase
(line 11). Any transactions, including those initially marked as
inter-node transactions by the router or identified as a inter-node
transaction during execution in the partitioned phase, are handled
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during the global phase. Unlike the partitioned phase, primaries in
this phase can access any page across all logical partitions. At the
start of the global phase, primaries only own the pages within their
affinity partition. As shown in Figure 4, both 𝑁1 and 𝑁2 can process
transactions that operate on any partitions during the global phase.
When 𝑇4 needs to access 𝑃1, it checks the global lock status of 𝑃1
in the LPLM on 𝑁2. Since 𝑇3 on 𝑁1 has just written 𝑃1 and holds
ownership, 𝑁2 must request GPLM to transfer exclusive ownership
of 𝑃1 from 𝑁1 and synchronize the page. After that,𝑇4 writes tuples
on 𝑃1. Subsequently, both 𝑇8 and 𝑇7 follow the same process to
write 𝑃1. When the global phase runs for 𝑡𝑔 milliseconds and all
worker threads have stopped, the primary releases ownership of all
locally held pages outside its partition and updates the GVT table
if it was operated during the ownership period (line 15).

The 2PS mechanism eliminates the ownership transfers for intra-
node transactions, as the ownership of pages accessed by these
transactions does not transfer during the partitioned phase. As
shown in Figure 1, eight ownership transfers occur during the
execution of ten transactions. However, in Figure 4, intra-node and
inter-node transactions do not interfere with each other, resulting
in only four ownership transfers.

4.3 Dynamic Phase Durations
In Chimera, the durations of the partitioned phase (𝑡𝑝 ms) and the
global phase (𝑡𝑔 ms) are dynamically determined, while the total
iteration time remains fixed. As shown in Equation 1, the partitioned
phase and the global phase each constitute an epoch, and their
combined durations form the iteration time, denoted as 𝑒 . The value
of 𝑒 is adjustable and can be configured by users. Its default value is
aligned with the group commit interval set by the system, such as
the binlog_group_commit_sync_delay parameter in MySQL. Group
commit is a strategy commonly adopted by most databases [15],
where a group of transactions in a specified interval is delayed and
committed in batch, amortizing the cost of flushing Write-Ahead
Log (WAL). This ensures the blocking time for most transactions
remains below or near the group commit latency, preventing a
noticeable increase in perceived latency.

𝑡𝑝 + 𝑡𝑔 = 𝑒 (1)
𝛼𝑝𝑡𝑝

C −
𝛼𝑔𝑡𝑔

1 − C = 0 (2)

The coordinator in Chimera periodically collects each primary’s
throughput in the partitioned phase, 𝛼𝑝 , and in the global phase, 𝛼𝑔 ,
as well as the ratio of intra-node transactions, C. Thesemetrics allow
the coordinator to calculate and communicate the appropriate dura-
tions for both phases to all primaries according to Equation 2. The
principal goal is to align the ratio of transactions executed in the two
phases with the actual workload distribution. This minimizes the
risk of certain transactions being deferred across multiple epochs
before execution. Phase switching in the system is a strongly syn-
chronized operation among primaries. However, since each phase
typically lasts hundreds of milliseconds, the switching overhead has
minimal impact on system performance. Note that transactions are
assumed to arrive randomly and uniformly, with any transaction
being executed before the end of the subsequent phase. Thus, the
latency of transactions between partitioned and global phases is

symmetric. To reduce logging overhead, Chimera adopts the group-
commit approach, where at the end of each partitioned and global
phase, all transactions from that epoch are committed across all
partitions. Therefore, the expected transaction latency is 1

2𝑒 .

4.4 Support for Long-Running Transactions
Chimera supports both long-running stored procedures and interac-
tive transactions that may span multiple phases. When the system
enters the phase::switching state, denoted as 𝑡𝑠 , worker threads are
granted additional time, 𝑡Δ, to complete ongoing transactions. The
duration is approximately the execution time of a short transaction,
ensuring that most short transactions can finish within 𝑡𝑠 +𝑡Δ. After
this moment, any remaining transactions are then suspended and
resume only when the corresponding phase begins in the next cycle.
Transactions in the next phase that access tuples held by suspended
transactions will abort, avoiding system blocking. This behavior is
inherent under the default No-Wait deadlock prevention strategy.
When extended to Wait-Die, each primary can broadcast its list
of suspended transactions during the phase switch, enabling each
primary to recognize transactions suspended on other nodes.

We implement the suspend-and-resume mechanism using corou-
tines. Each thread contains two coroutines: 𝐶𝑜𝑟𝑜0 handles intra-
node transactions during the partitioned phase, while another corou-
tine,𝐶𝑜𝑟𝑜1, processes transactions in the global phase. Phase checks
are inserted at the end of page operations. If the current time ex-
ceeds 𝑡𝑠 + 𝑡Δ, the worker thread halts the execution and signals its
readiness to transition to the next phase. In the subsequent phase,
the worker thread switches to another coroutine to execute transac-
tions. The previously suspended coroutine resumes processing after
the next transition. Notably, in the next section, we use multiple
coroutines,𝐶𝑜𝑟𝑜1..𝑛 , to process transactions during the global phase.
Similarly, the system transitions to the next phase and switches to
𝐶𝑜𝑟𝑜0 only when all coroutines, 𝐶𝑜𝑟𝑜1..𝑛 , are suspended.

5 DELAY-FETCH OWNERSHIP TRANSFER
MECHANISM

Although the 2PS mechanism eliminates the transfer of ownership
for intra-node transactions, frequent transfers remain noticeable
during the global phase. As illustrated in Figure 4, transactions 𝑇3,
𝑇4,𝑇8, and𝑇7 alternately access 𝑃1 between two primaries, resulting
in three ownership transfers.

To address this issue, Chimera incorporates a delay-fetch own-
ership transfer mechanism, which delays the timing of fetching a
page to further reduce the frequency of ownership transfers. Specif-
ically, when a primary encounters a page ownership miss while
processing transactions, Chimera does not instantly request the
ownership from the GPLM. Instead, the request is added to a re-
quest set, which is maintained by each primary and shared among
its worker threads. The deferred transaction sends its ownership
request to the GPLM when the number of accumulated requests
reaches a certain threshold or a timeout occurs. This approach
leverages the delay window to group more transactions operating
on the same page, ensuring that these operations can be completed
within a single ownership cycle.

The delay-fetch mechanism operates during transaction execu-
tion, making it challenging to yield the CPU and efficiently handle
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Algorithm 2:Delay-Fetch Ownership Transfer Mechanism
1 Function LockPage(lock_mode):
2 𝑒𝑛𝑡𝑒𝑟, 𝑙𝑜𝑐𝑘_𝑠𝑢𝑐𝑐𝑒𝑠𝑠 ← 𝑓 𝑎𝑙𝑠𝑒;
3 while ¬𝑒𝑛𝑡𝑒𝑟 do
4 if 𝑖𝑠_𝑛𝑜𝑡𝑖 𝑓 𝑖𝑒𝑑_𝑟𝑒𝑙𝑒𝑎𝑠𝑒 then Yield () ;
5 else
6 𝑒𝑛𝑡𝑒𝑟 ← 𝑡𝑟𝑢𝑒;
7 𝑟𝑒 𝑓 ← 𝑟𝑒 𝑓 + 1 ;
8 end
9 end

10 while ¬𝑙𝑜𝑐𝑘_𝑠𝑢𝑐𝑐𝑒𝑠𝑠 do
11 if global_lock covers lock_mode then
12 𝑙𝑜𝑐𝑘_𝑠𝑢𝑐𝑐𝑒𝑠𝑠 ← LockLocal ();
13 if lock_success then 𝑟𝑒 𝑓 ← 𝑟𝑒 𝑓 - 1 ;
14 else
15 if ¬𝑖𝑛_𝑟𝑒𝑞𝑢𝑒𝑠𝑡_𝑠𝑒𝑡 then
16 𝑡𝑠_𝑑𝑑𝑙 ← 𝑡 .𝑛𝑜𝑤 () + 𝑡𝑖𝑚𝑒𝑜𝑢𝑡 ;
17 𝑖𝑛_𝑟𝑒𝑞𝑢𝑒𝑠𝑡_𝑠𝑒𝑡 ← true;
18 else if 𝑟𝑒 𝑓 > 𝑟𝑒 𝑓𝑡ℎ𝑜𝑙𝑑 or 𝑡 .𝑛𝑜𝑤 () > 𝑡𝑠_𝑑𝑑𝑙 then
19 LockRemote () ;
20 else Yield () ;
21 end
22 end
23 return

other transactions during the delay period. Traditional techniques
rely on an excessive number of worker threads (e.g., 256 worker
threads on a 12-core CPU) and the operating system controlled
schedule, potentially leading to excessive and random thread con-
text switching and significantly degrading system performance. To
address this, we designed a proactive transaction-switching algo-
rithm to ensure efficient system operation during the delay period.

Algorithm 2 describes how a transaction acquires the page lock
when accessing a page under the delay-fetch mechanism. When
accessing a page, the transaction calls LockPage() (line 1) with the
desired lock mode (e.g., shared or exclusive). First, it initializes two
key variables: 𝑒𝑛𝑡𝑒𝑟 , indicating whether the operation can proceed,
and 𝑙𝑜𝑐𝑘_𝑠𝑢𝑐𝑐𝑒𝑠𝑠 , tracking lock acquisition status (line 2). If the
page has not yet been notified to release ownership, the operation
proceeds to the locking process and increases the page counter, 𝑟𝑒 𝑓
(lines 5–7). Next, the algorithm checks whether the current node has
held the corresponding ownership (line 11), if so, it attempts to grant
the latch locally (line 12). Upon success, the page counter 𝑟𝑒 𝑓 of the
corresponding page is decremented (line 13). Otherwise, it needs to
acquire global page ownership from the GPLM. If the page is not yet
in the request set, the transaction adds it to the set and calculates
the timeout threshold, 𝑡𝑠_𝑑𝑑𝑙 (lines 15-17) for this request. If the
page is already in the request set, the transaction checks whether
𝑟𝑒 𝑓 has reached the threshold, 𝑟𝑒 𝑓𝑡ℎ𝑜𝑙𝑑 , or the current time has
exceeded 𝑡𝑠_𝑑𝑑𝑙 . If either condition is met, a remote lock request is
issued (lines 18-19). Otherwise, we proactively perform a context
switch (i.e. Yield()) to process another transaction (line 20).

To prevent starvation, if other nodes request ownership of this
page (𝑖𝑠_𝑛𝑜𝑡𝑖 𝑓 𝑖𝑒𝑑_𝑟𝑒𝑙𝑒𝑎𝑠𝑒 = 𝑇𝑟𝑢𝑒), further locking attempts from

Figure 5: Chimera utilizes the delay-fetch mechanism to re-
duce ownership transfers further.

this node on the page are not permitted during the current own-
ership cycle. The algorithm switches to the next transaction to
process (line 4). This step is necessary because other active trans-
actions will not resume execution unless we proactively switch.
A potential deadlock scenario occurs when a suspended transac-
tion has acquired page ownership but has not resumed. If another
node subsequently requests the page, the request is blocked since
ownership is only released when 𝑟𝑒 𝑓 reaches zero.
Implementation. To implement this proactive transaction switch-
ing algorithm, we leverage coroutines to suspend and resume trans-
actions. Specifically, we allocate multiple coroutines, 𝐶𝑜𝑟𝑜1..𝑛 , for
each worker thread, with each coroutine bound to a transaction exe-
cution function. Within a worker thread, these coroutines are orga-
nized in a circular linked list. The collaboration of these coroutines
is managed by a coroutine scheduler. When a transaction switch is
triggered, the current coroutine yields to the next coroutine in the
list, ensuring that all transactions have an equal opportunity to be
scheduled. Notably, the Yield() process in the algorithm aligns per-
fectly with the coroutine switching interface (i.e. yield(fun())),
making the implementation surprisingly seamless.

Example 5.1. Figure 5 provides a concrete example of the delay-
fetch mechanism. During the global phase, 𝐶𝑜𝑟𝑜1 on 𝑁2 begins
executing 𝑇4, which first attempts to write to 𝑃1. However, as 𝑁2
does not currently hold ownership of 𝑃1, 𝐶𝑜𝑟𝑜1 performs a context
switch (i.e., yield) and adds 𝑃1 to the local request set instead of
immediately issuing a remote request. The coroutine scheduler
then switches to 𝐶𝑜𝑟𝑜2 to process 𝑇7. Since 𝑁2 holds ownership of
𝑃4, 𝑇7 locks the target tuple and updates it. Later, 𝑇7 also attempts
to write to 𝑃1, but since 𝑃1 is already in the request set and has
not timed out, the scheduler switches back to 𝐶𝑜𝑟𝑜1. When 𝐶𝑜𝑟𝑜1
resumes, it finds the ownership request for 𝑃1 has timed out and
issues a request to the GPLM. Once ownership of 𝑃1 is acquired, 𝑇4
attempts to write 𝑃1 and 𝑃4. If the target tuple is locked by another
transaction, 𝑇4 follows the No-Wait policy and aborts to ensure
serializability. After 𝑇4 finishes, the scheduler switches back to
𝐶𝑜𝑟𝑜2 to process its 𝑃1 operation in𝑇7. Ownership of 𝑃1 is retained
until both transactions complete their operations on it.

□

Conditional Delay. The delay-fetch mechanism has two poten-
tial problems. First, the delay-fetch mechanism does not benefit
all pages uniformly. For instance, delaying access to "cold" pages
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may fail to group subsequent transactions targeting the same page.
Second, setting an excessively high threshold for the expected refer-
ence count or timeout can cause all coroutines in a worker thread to
enter a delayed state, leading to CPU idling. To address these chal-
lenges, Chimera employs a conditional delay strategy. Specifically,
each primary periodically collects page access frequency statistics
and identifies the topH most frequently accessed pages to apply
the delay-fetch mechanism. The reference threshold is set toK , and
the timeout value is determined empirically. Assuming a primary
hasW worker threads, each equipped with Q coroutines.

H · K −W · (Q − 1) ≤ 0 (3)

Equation 3 provides the relationship governing this process. The
maximum number of transactions managed by the coroutines isW·
Q, while the maximum number of transactions triggering the delay-
fetch mechanism isH · K . This equation ensures that, under most
conditions, at leastW transactions will not enter the delay state,
allowing the system to receive and process transactions consistently.
Meanwhile, the conditional delay mechanism selectively applies the
delay-fetch strategy to hot pages, ensuring that delaying ownership
acquisition for these pages is generally beneficial.

6 ANALYSIS OF OWNERSHIP TRANSFERS
REDUCTION

In this section, we analyze the reduction in ownership transfers
achieved by the 2PS and delay-fetch mechanism. Consider a system
with N primaries (𝑁1...𝑛). For a given page 𝑃𝑖 , letM denote the
total number of operations performed on 𝑃𝑖 within one iteration.
The proportion of intra-node transactions is C, and for inter-node
transactions, each primary accesses 𝑃𝑖 with equal probability.

Assume 𝑃𝑖 has an affinity with node 𝑁1. Operations by an intra-
node transaction on 𝑃𝑖 at 𝑁1 are denoted as 𝑁 P1 , while those per-
formed by an inter-node transaction at any node 𝑁𝑖 are denoted
as 𝑁 G

𝑖
. The sequence of operations on 𝑃𝑖 can be represented as:

[𝑁 P1 , 𝑁
G
2 , 𝑁

G
1 , 𝑁

G
3 , . . .]. Two operations are considered an owner-

ship transfer if they are adjacent but executed on different nodes.
As a result, (C + 1−C

N )M represent the number of operations on
𝑃𝑖 performed by𝑁1, whichwe abbreviate as𝑂1, and (1−C) (N−1)𝑁

M
denote the total operations by 𝑁2...𝑛 , denoted as𝑂2...𝑛 . We evaluate
the worst-case scenario for different scheduling strategies.

FCFS Scheduling.

• Case 1: 𝑂1 ≥ 𝑂2...𝑛 . In this arrangement, the worst schedule
occurs when the operations of 𝑁 G2...𝑛 alternate with those of
𝑁 P1 and 𝑁 G1 . The sequence of operations follows the pattern
[𝑁 P1 , 𝑁

P
1 , 𝑁

G
2 , 𝑁

G
1 , 𝑁

G
3 , 𝑁

P
1 , . . . ]. Therefore, the number of

ownership transfers is approximately:

TFCFS =
2(1 − C)(N − 1)

N · M (4)

• Case 2:𝑂1 < 𝑂2...𝑛 . In this case, since the probabilities of each
primary accessing 𝑃𝑖 in inter-node transactions are equal, the
number of nodes satisfies N ≥ 3. Under worst-case schedul-
ing, the operation sequence can alternate sequentially among
𝑁2...𝑛 , like [𝑁 G2 , 𝑁

G
3 , . . . , 𝑁

G
𝑛 , 𝑁

G
2 , . . . ]. And then𝑁

P
1 and𝑁 G1

operations are interspersed within this sequence. This implies
that each consecutive operation triggers an ownership transfer.
Hence, the total number of ownership transfers is given by:

TFCFS = (C +
1 − C
N )M + ( (1 − C)(N − 1)N )M =M (5)

Add 2PS Scheduling. With the introduction of the 2PS mechanism,
ownership transfers for 𝑁 P1 are eliminated entirely. To simplify the
analysis, we disregard minor ownership operations that may occur
during phase transitions. For 𝑁 G1 , . . . , 𝑁

G
𝑁
, the worst-case scenario

resembles Case 2 under the FCFS scheduling strategy, where own-
ership rotates sequentially among all primaries. Consequently, the
total number of ownership transfers can be expressed as:

T+2PS = (1 − C)M (6)

Add Delay-Fetch Scheduling. When the delay-fetch mechanism is
further introduced, for operations 𝑁 G1 , . . . , 𝑁

G
𝑁
, we assume that the

coroutine mechanism captures up to K operations accessing the
same page. Thus, within a single ownership cycle, the minimum
number of operations that can be executed is K . Consequently, the
number of ownership transfers can be expressed as:

T+2PS+delay-fetch =
(1 − C)M
K , (𝐾 ≥ 1) (7)

Based on the above formula, we derive the following inequality:

TFCFS ≥ T+2PS ≥ T+2PS+delay-fetch (8)

This theoretically demonstrates that the 2PS and delay-fetch mech-
anism can separately reduce the number of ownership transfers.

7 DISCUSSION
7.1 Correctness
Physical consistency. In Chimera, primaries must hold page own-
ership and synchronize pages to the latest before read/write opera-
tions, ensuring the physical consistency of serializing page modifi-
cations among primaries. At the end of global phases, pages that do
not belong to the affinity partition of the primary are released and
GVT is updated, with the coordinator ensuring strong synchroniza-
tion of phase transitions. During the partitioned phase, primaries
exclusively own pages and retrieve the set of invalid pages from
GVT within their partitions, restricting access by other nodes. In
the global phase, primaries access the GPLM and GVT to acquire
ownership and valid information for pages they do not own and
update them upon releasing ownership. Since all operations on
any page are completed within a single phase, Chimera ensures
physical consistency even for long-running transactions.
Serializability Both the partitioned and global phases employ the
MV2PL concurrency control algorithm which guarantees serializ-
ability. The serial order of transactions corresponds to the order in
which row locks are acquired. In the global phase, the ownership
acquisition is delayed, but transactions do not acquire row locks
until they have obtained page ownership, thereby it does not affect
the serializable scheduling of transactions.
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7.2 Fault Tolerance
Leveraging the multi-primary architecture, Chimera can continue
processing transactions on the remaining live primaries even if
some nodes fail. The coordinator tracks the status of all primaries
within the cluster. Upon detecting a node failure, the system redis-
tributes the pages of the logical partition owned by the failed node
to active nodes and updates the router accordingly.

For page ownership held by a failed node, the GPLM periodi-
cally monitors and proactively releases ownership, enabling other
primaries to re-acquire it as needed. Chimera employs the WAL
logging technique, utilizing the Logical Log Sequence Number
(LLSN) [54], to establish a partial order for logs related to the same
page across different primaries. Redo/Undo logs are forced to flush
at two critical points. First, logs are flushed to disk before transac-
tions are committed. If a primary caching the latest page fails, other
primaries can replay committed transactions using the redo log.
Second, when a primary releases page ownership or evicts a page
from the buffer pool, any relevant redo/undo logs must be flushed
to disk. This process ensures that, before any primary modifies a
page, all previous logs of changes made by other nodes to that page
have been safely persisted. In the event of a node failure, the surviv-
ing primaries can use the LLSN to undo uncommitted transactions
from the failed node, thus maintaining database consistency.

8 EVALUATION
8.1 Experimental Setup
8.1.1 Setup. We evaluate our system on nine machines in an En-
hanced Data Rate (EDR) cluster. Eight nodes serve as primaries,
each equipped with 16-core 2.30 GHz virtual Intel(R) Xeon(R) Gold
5218 CPUs and 40GB of DRAM. An additional node, equipped with
32 cores of the same CPU model and 80GB of DRAM, is used to
deploy the GPLM, GVT, and storage services. The network between
nodes delivers over 10 Gbits/s throughput as measured using iperf.
The nodes communicate via bRPC[7]. Boost.coroutine2 from Boost
1.63.0 is used to manage coroutines. In our experiment, we deploy
12 worker threads on each node.

8.1.2 Workloads. We evaluate our algorithms using two widely-
used OLTP benchmarks, Smallbank [3] and TPC-C [49].
Smallbank. SmallBank is a popular benchmark for evaluating
OLTP systems. It simulates a banking environment with opera-
tions typical of financial transactions and consists of five primary
transactions. In our evaluation, we set the number of accounts to
300,000, some of which are designated as hotspots. The proportion
of hotspot accounts is adjustable, while their access frequency is
fixed at 80%. Real-world workloads often exhibit spatial locality
in data access patterns [13, 42]. To simulate this characteristic, we
prioritize placing hot data items on the same page by default. Under
this layout, the range of hotspot items and hotspot pages is roughly
equal. Hotspot pages are evenly distributed across primaries.
TPC-C. The TPC-C workload is a well-established benchmark de-
signed to evaluate the performance of OLTP systems. It consists of
nine tables and five kinds of transactions, simulating a warehouse-
centric order processing application. In our experiments, we follow
the standard transaction mix as defined by the TPC-C benchmark,
with the number of warehouses set to 48. We adjust the default ratio

of remote accesses to vary the proportion of intra-node transactions.
Following the settings of existing work [19, 47, 54], we assume that
our evaluation is performed under load balancing across primaries;
otherwise, dynamic repartitioning techniques [12, 39, 46, 62] can
be used to adjust the affinity between data and primaries.

8.1.3 Multi-Primary systems. To enable fair comparison, we im-
plemented the following multi-primary systems in C++ within a
unified code framework. We process transactions using the read-
committed isolation level across all methods.
Eager-Release: This strategy is the most straightforward page
ownership acquisition algorithm in shared-storage multi-primary
systems. The primary requires ownership from GPLM before oper-
ations and reverts it back to GPLM once no longer needed.
Lazy-Release: This strategy is employed by PolarDB-MP and Tau-
rus MM. Instead of immediately releasing ownership when the
primary is not actively operating on the pages, ownership is re-
tained until another primary requests it. Both the Eager-Release and
Lazy-Release strategies employ the FCFS scheduling algorithm.
Two-Phase Commit (2PC): 2PC is an atomic commit protocol
for shared-nothing architectures. To ensure a fair comparison, we
decouple the system into compute and storage layers. Each primary
exclusively accesses a data partition. In distributed transactions, the
coordinator forwards remote read/write operations to the relevant
primary and commits the transactions using 2PC.
Leap: Leap [29] follows a design philosophy similar to Lazy-Release,
acquiring ownership only when a miss occurs. However, unlike
Lazy-Release, Leap acquires ownership at the tuple level rather than
pages. Additionally, it maintains only exclusive ownership globally,
without shared ownership.
Chimera: This is the system proposed in this paper, as described in
Sections 3 and 4. In Chimera, the iteration duration is configured
to be 100 ms, and each worker thread has 16 coroutines. Further
details will be provided in Section 8.4.

8.2 Performance Comparison
8.2.1 Throughput of each approach. We first compare Chimera
with standard approaches using SmallBank and TPC-C workloads,
varying the percentage of intra-node transactions. We report the
throughput of committed transactions in Figures 6(a)-(d). For Small-
Bank, as the proportion of intra-node transactions increases, the
performance of all methods except Eager-Release improves, with
Chimera consistently leading. At the 10% intra-node transaction
ratio, Chimera achieves 2.16x throughput of Lazy-Release under a
1% hotspot range. However, for 10% and 100% hotspot ranges, the
improvement is less pronounced, as only 10% intra-node transac-
tions limit the reduction in ownership transfers. In contrast, for
highly concentrated hotspots, the delay-fetch mechanism captures
more same-page accesses, resulting in greater performance gains.

Once the intra-node transaction ratio exceeds 30%, Chimera out-
performs all other systems across hotspot ranges, achieving 1.33-
3.38x higher throughput than Lazy-Release. The peak gain appears
at the 1% hotspot ratio and 50% intra-node transactions, where 2PS
and delay-fetch jointly contribute. Notably, Chimera performs even
better than under dispersed hotspots, as delay-fetch becomes more
effective in concentrated access. Leap achieves 1.48–1.80x Lazy-
Release’s performance at the 1% hotspot range but remains similar
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Figure 6: Performance comparison of each approach on SmallBank and TPC-C
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Figure 7: Percentage of ownership transfers of each approach on SmallBank and TPC-C

otherwise, benefiting from tuple-level ownership granularity that
reduces contention. Eager-Release suffers from high network over-
head and limited scalability due to immediate ownership release.
While 2PC scales better, its two-phase communication incurs higher
overhead than Lazy-Release. Overall, Chimera delivers performance
improvements ranging from 1.86x to 19.03x over Eager-Release and
2PC. Under TPC-C, the New Order transactions dominate and fre-
quently update the District table, leading to a high frequency of
ownership transfers. Since Leap enforces exclusive ownership for
all accesses, even for reads, it underperforms Lazy-Release. Across
various intra-node transaction ratios, Chimera demonstrates signif-
icantly better performance than the baseline systems, achieving up
to 3.17x the throughput of Lazy-Release, 8.93x that of 2PC, 9.24x
that of Leap, and 13.31x that of Eager-Release.

8.2.2 Percentage of ownership transfers of each approach. Since
2PC does not involve ownership transfers, we compare the percent-
age of ownership transfers among Eager-Release, Lazy-Release, Leap,
and Chimera, as shown in Figure 7(a)-(d). Eager-Release requests
ownership from the GPLM and releases it immediately, resulting in
an almost 100% transfer ratio. Under SmallBank, Chimera consis-
tently exhibits a lower transfer ratio than Lazy-Release and Leap.
Specifically, at 10% intra-node transaction ratio and 1% hotspot
range, Lazy-Release reaches its highest transfer ratio of 47.2%, while
Chimera remains at 24.2%. As the intra-node transaction ratio in-
creases, all methods exhibit a declining trend. At 90% intra-node
transactions, both Leap and Lazy-Release reduce their transfer ratios
below 10%, while Chimera maintains a 39.8%–50.8% lower trans-
fer ratio than Lazy-Release and 62.2%–68.1% lower than Leap. For
TPC-C, Chimera achieves a 9.18%–83.6% reduction in ownership
transfers compared to Lazy-Release and Leap.

8.2.3 Latency of each approach. We analyze the latency of each
approach, as shown in Table 2, which reports the 50th and 90th per-
centile latencies under a workload with 50% intra-node transactions.

Table 2: Latency (ms) of each approach: P50 / P90

Eager-Release Lazy-Release 2PC Leap Chimera
SmallBank 55.6/96.1 55.4/95.4 56.6/91.7 54.3/94.4 17.2/123.2
TPC-C 84.5/130.8 76.4/118.9 82.8/123.72 90.6/145.9 30.8/152.7

All methods use the group commit mechanism. For the SmallBank
workload, Eager-Release, Lazy-Release, 2PC, and Leap exhibit uni-
form transaction processing rates, resulting in a 50th percentile
latency of approximately 50 ms and a 90th percentile latency of
around 90 ms. In contrast, Chimera benefits from the conflict-free
process of partitioned phases, enabling it to achieve lower 50th
latency. However, due to the possibility of deferred execution, its
90th-percentile latency can exceed that of other methods. Under
TPC-C, where contention and ownership transfers are more fre-
quent, overall latency increases. While Chimera ’s 90th percentile
latency is slightly higher than other methods, typically within tens
of milliseconds, this remains acceptable in cloud environments.

8.2.4 Throughtput of each approach with long-running transactions.
We evaluate the impact of mixing a certain proportion of long-
running transactions into short-running transactions on system
performance. The length of a long transaction is set to be 10 times
that of a short transaction. We vary the proportion of long transac-
tions and report performance in Figure 8(a). When the proportion
of long transactions is 0%, Chimera achieves 1.53-3.97x the per-
formance of other systems. As the proportion increases, Chimera
’s performance gradually decreases. However, even at 25%, it still
maintains 1.01-3.56x the throughput of other systems. Since long
transactions are typically rare in real-world scenarios, especially in
OLTP systems, Chimera retains an advantage over other systems.

8.2.5 Throughput of each approach with random hotspot distribu-
tion. We evaluate throughput under different hotspot distributions
in SmallBank, where hotspot accounts are randomly spread across
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Figure 8: Performance comparison with long-running trans-
actions and under random hotspot distribution

pages. In our implementation, each page stores 56 tuples, so with a
1% hotspot range, about half of the pages are hot, but most of them
contain only 1∼2 hotspot accounts. The results are presented in
Figure 8(b). When the intra-node transaction ratio is low, Chimera
shows little advantage. As the ratio increases, it achieves only up
to 1.26x Lazy-Release ’s throughput, less than its gains under the
default hotspot distribution. This is because the dispersed hotspot
pages hinder the delay-fetch mechanism from capturing multiple
accesses to the same page. Moreover, increased contention on in-
dividual data items within the same page raises the likelihood of
transaction aborts, further limiting Chimera ’s benefit.

8.3 Batch/Epoch-Based Database Comparison
We implemented Calvin[48] and Star[33] in our prototype system
for comparative evaluation. Unlike Chimera and other standard
methods, Calvin requires collecting a batch of transactions and
determining their execution order before processing. In our imple-
mentation, each node employs a sequencer thread for transaction
ordering and a scheduler thread for execution coordination, while
the remaining CPU cores serve as worker threads. Star follows
an asymmetric replication shared-nothing architecture, where a
"super node" maintains a full replica. Like Chimera, Star employs
an epoch-based two-phase execution model, but only a single pri-
mary exclusively processes all distributed transactions in the second
phase. To ensure a fair comparison, we decouple Star into storage
and compute layers, allocating equal memory resources to each
primary node and maintaining the full replica at the storage layer.

We report the results on SmallBank workloads under hotspot
ranges of 10% and 100%, with varying percentages of intra-node
transactions, in Figure 9(a) and 9(b). Calvin’s performance remains
unaffected as the intra-node ratio increases due to its fixed transac-
tional messaging pattern. It requires only a single round of read-
write set synchronization when sub-transactions across nodes have
dependencies. However, its throughput is constrained compared
to Chimera, as it relies on a single scheduler, whereas Chimera
allows worker threads to compete for locks in parallel, achieving
1.15–10.75x Calvin’s throughput. When the hotspot range is 100%,
Star achieves only 0.42–0.73x of Chimera’s throughput due to the
limited computational power, memory, and network I/O capacity
of a single primary node. In contrast, Chimera leverages a logical
shared memory pool across multiple primaries for higher efficiency.
At the 1% hotspot range, Star improves performance by avoid-
ing ownership transfers and caching most accessed pages locally.
Nonetheless, Chimera maintains a slight performance advantage
due to the effectiveness of delay-fetch mechanisms.

 Star  Chimera

% of intra-node transactions

Figure 9: Compare with batch/epoch-based database

8.4 Analysis of Chimera
8.4.1 Sensitivity Analysis. We analyze the impact of iteration du-
ration and the number of coroutines on throughput. As shown in
Figure 10, throughput increases rapidly as the iteration duration
grows from 10 ms, and then the growth rate slows significantly
around 100 ms. Based on this observation, we set 100 ms as the
iteration duration for high performance and low latency. As shown
in Figure 11, throughput increases rapidly as the number of corou-
tines rises from 1, eventually leveling off after reaching 20, with a
peak improvement of 2.28x compared to a single coroutine.

8.4.2 Ablation Study. This experiment examines the effects of the
2PS and delay-fetch mechanisms on system performance. We imple-
mented three variants: Chimera(PS), Chimera(DF), and Chimera.
Chimera(PS) extends Lazy-Release with the 2PS mechanism, while
Chimera(DF) incorporates the delay-fetch mechanism. The full
Chimera algorithm combines both mechanisms. As shown in Figure
12, Chimera(DF) greatly improves throughput at lower intra-node
ratios, achieving 1.47–1.64x over Lazy-Release. This improvement
stems from most transactions being inter-node, which causes high
contention for page access. Chimera(DF) reduces ownership trans-
fers by effectively grouping transactions that access the same pages.
As the intra-node transaction ratio increases, Chimera(DF)’s ben-
efits decline, while Chimera(PS) shows greater performance im-
provements, achieving 1.97–2.68x the throughput of Lazy-Release
due to the increased elimination of ownership transfers for intra-
node transactions. Combining both mechanisms, Chimera reaches
2.16–3.17x the throughput of Lazy-Release strategy, 1.35-1.98x that
of Chimera(PS), and 1.31-2.68x that of Chimera(DF).

8.4.3 Performance impact of misclassifying transactions. Figure 13
shows Chimera’s throughput under known and partially unknown
read/write sets varying intra-node ratios. The results show that
performance degradation remains within 10% across all intra-node
transaction ratios. This is because the throughput of partitioned
phases significantly exceeds that of global phases. At low intra-node
transaction ratios, the cost of speculative execution and rollback
misclassified inter-node transactions is negligible compared to the
execution overhead in the global phase. At high intra-node ratios,
fewer transactions are misclassified. Thus, transactions with un-
known read/write sets have minimal impact on overall performance.

8.5 Scalability Experiment
In this experiment, we study the scalability of Chimera. We report
the result in Figure 14. We set the intra-node transaction ratio to
50%. As the number of primary nodes increases, Chimera at 8 nodes
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has 2.34x throughput greater than Chimera at 2 nodes. For Lazy-
Release, performance peaks at four nodes but then declines as the
number of nodes grows, primarily due to the increased frequency of
page ownership transfers, which degrades performance. In contrast,
Eager-Release begins with relatively low performance and scales
nearly linearly. However, as the node number increases, a single
GPLM may become a bottleneck due to the need to request locks
from the GPLM for every operation. For 2PC, performance plateaus
between 6 and 8 nodes, likely due to the storage service bottleneck
caused by the high overhead of remote log writes.

9 RELATEDWORK
This section reviews related work on transaction processing of
multi-primary database systems.
Shared-Nothing database systems. Shared-nothing systems pro-
vide linear scalability but suffer performance drops in distributed
transactions due to 2PC and replica synchronization [10, 20, 23, 47,
55]. Consequently, some works [24, 34, 58, 60, 61] combine 2PC
with replica synchronization to minimize network round-trips and
reduce the overhead of distributed transactions. Additionally, some
approaches, such as Schism [12] and Sword [39], reduce distributed
transactions by analyzing historical workloads to optimize data par-
titioning and migration. These methods are orthogonal to Chimera
and can be integrated to enhance page-primary affinity, increasing
the ratio of intra-node transactions. Star [33] employs the asym-
metric replication, relying on a single node with the full replica for
processing all cross-partition transactions. While it avoids 2PC, its
performance is constrained by the limited memory, network I/O,
and lack of parallel processing of a single instance in the cloud. In
contrast, Chimera maintains parallelism, offers higher fault toler-
ance, and better adapts to workloads with temporal locality [8, 29].
Shared-Storage database systems. Unlike shared-nothing multi-
primary database systems, another class of multi-primary databases
adopts a shared-storage architecture that allows each primary to
access all data. Traditional systems [9, 21], are based on non-cloud
environments and rely on specialized hardware, leading to a high to-
tal cost of ownership (TCO). In contrast, recent work[14, 27, 50, 54]
leverages the elasticity of cloud resources to reduce database con-
struction costs. These systems employ either pessimistic or opti-
mistic strategies to detect and resolve concurrent update conflicts
at the page level, with most relying on RDMA two-sided verbs to
expedite ownership acquisition, page synchronization, or log replay.
However, RDMA technology [22, 51, 56, 57, 59, 60, 64] is costly and
generally limited to a single data center, which poses a significant
challenge to high availability and cloud service providers’ network
conditions. Tell [31] and LEAP [29] maintain data ownership at the
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Figure 14: Scalability
experiment on SmallBank

tuple level, but still suffer from performance degradation due to
frequent migrations, a challenge that Chimera effectively mitigates.
Full replica database systems.Another category of multi-primary
systems deploys multiple full replicas across nodes. Some stud-
ies [30, 32, 36, 48] adopt deterministic execution, ensuring that
each replica processes transactions in the same pre-determined or-
der to achieve replica consistency. Other works [11, 52, 63] leverage
Conflict-Free Replicated Data Types (CRDTs) [41] to merge conflicts
without coordination, supporting low-latency reads and writes in
geo-distributed environments. However, these methods often re-
lax consistency levels, and the CRDT merge rules are hard-coded,
limiting their applicability to specific scenarios where strong trans-
actional consistency is required.

10 CONCLUSION
In this paper, we identify frequent page ownership transfers as a key
bottleneck limiting the performance of multi-primary databases.
To address this challenge, we propose Chimera, a multi-primary,
shared-storage, cloud-native database designed to optimize frequent
ownership transfers and enhance system throughput. Chimera
adopts a two-phase transaction scheduling mechanism that alter-
nates between partitioned and global phases. In the partitioned
phase, intra-node transactions are aggregated to reduce ownership
transfers. In the global phase, Chimera employs a delay-fetch own-
ership transfer mechanism to maximize operations on a page within
a single ownership cycle. These strategies together alleviate trans-
fer overhead in multi-primary systems. Evaluation on SmallBank
and TPC-C benchmarks shows that Chimera outperforms other
approaches in most scenarios.
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