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ABSTRACT
Many GaussDB customers, particularly small and medium-sized

enterprises (SMEs), require high transaction throughput with oc-

casional analytical queries. HTAP systems that deploy both OLTP

and OLAP engines on a single server to manage hybrid workloads

have become increasingly popular among customers for achiev-

ing high cost-efficiency and data freshness. However, co-locating

these systems can lead to resource contention, particularly for mem-

ory, potentially degrading overall system performance and causing

Service-Level Agreements (SLA) violations. To address this issue,

we propose 𝑇 2
(Twisted Twin), an adaptive memory management

approach that dynamically allocates memory between OLTP and

OLAP components. This approach ensures OLTP meets SLA while

optimizing the efficiency of OLAP query processing. However, this

is non-trivial, as memory allocation triggers a cascade of effects,

including in-memory column selection and data synchronization,

both critical in HTAP systems. To overcome these challenges, we in-

troduce a Bayesian optimization framework tailored for fluctuating

workloads that adjusts memory allocation responsively. Experi-

ments conducted on the real-world HTAP system, GaussDB-HTAP,

demonstrate the effectiveness and efficiency of 𝑇 2
.
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1 INTRODUCTION
Popular HTAP (Hybrid Transactional/Analytical Processing) sys-

tems [9, 21, 29, 33, 48] employ two specialized engines with dedi-

cated data stores to handle transactional and analytical workloads,

with periodic data synchronization between the two. However, the

underlying storage architectures and synchronization mechanisms
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Figure 1: The Impact of Buffer Allocation Between Row Store
and Column Store (HyBench)

vary across these systems. After several years of marketing HTAP

systems, we have observed that many GaussDB [22] customers,

particularly small and medium-sized enterprises (SMEs), primar-

ily require high transaction throughput with occasional analytical

queries. Simultaneously, these customers want to avoid the risks

associated with outdated data impacting decision-making.

To meet these needs, GaussDB has co-located OLTP and OLAP

systems within the same machine, similar to other widely used

HTAP commercial systems (eg. Oracle [27], SQL Server [29], PolarDB-

IMCI [48]). It employs a row-native architecture that persists row-

oriented data while utilizing in-memory column stores as secondary

storage. Updates are written to an in-memory delta table, ensuring

complete data freshness. However, this architecture suffers from

poor performance isolation [30, 39, 41], raising concerns among

customers about a severe drop in OLTP throughput, which may

critically disrupt business operations and service responsiveness.

Therefore, we aim to identify an approach that ❶ ensures OLTP

performance meets the Service-Level Agreement (SLA), and ❷ op-

timizes OLAP queries as much as possible.

Memory allocation remains a critical factor influencing the per-

formance of HTAP systems. As shown in Figure 1, the x-axis denotes

the memory partition ratio between OLTP and OLAP components.

TPS (transactions per second) measures transactional throughput,

while QPS (queries per second) reflects analytical query perfor-

mance. Each configuration was executed repeatedly to confirm the

robustness of the observed trends. The solid lines in the figure rep-

resent the averaged results, and the dashed lines indicate individual

runs. The results show that increasing memory allocation enhances
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the performance of both components, albeit in a nonlinear manner.

For OLTP workloads, additional memory helps retain hot records

in memory, thereby reducing I/O overhead. For OLAP workloads,

allocating more memory to the column store increases the likeli-

hood of columnar data being cached, reducing the need to fall back

to the row store during analytical query execution.

This trade-off highlights the memory competition between the

OLTP and OLAP components in the HTAP system, which behave

like twisted twins, each competing for memory to optimize its

performance. However, in real-world applications the peak periods

of OLTP and OLAP typically do not coincide. This creates a collab-

orative opportunity to improve memory utilization by adjusting

memory allocation dynamically to achieve goals ❶ and ❷.

There exists extensive research on memory allocation in tradi-

tional database systems [35, 42, 44, 52]. However, no established

methods specifically address memory allocation for the two sub-

systems of HTAP. In fact, it is non-trivial task:

1) For the OLTP system, it is difficult to manually determine

how much memory should be allocated to meet SLA requirements.

For the OLAP system, both the amount of memory allocated and

the selection of which columns to load into memory under this

memory constraint directly impact OLAP performance.

2)The interference betweenOLTP andOLAPmakes the situation

even more complex. Insufficient memory allocation for OLAP may

prevent analytical queries from accessing data in the in-memory

column store, resulting in increased disk I/O, which in turn affects

OLTP performance. Besides, data updates between OLTP and OLAP

components must be periodically synchronized, which also affects

both systems. Frequent synchronizations can reduce transactional

query throughput, while infrequent ones force analytical queries

to read from delta tables, thereby degrading OLAP’s performance.

3) Given that OLTP and OLAP workloads typically exhibit stag-

gered peak resource demands, it is essential to reallocate memory

when workload shifts, which expands the problem’s search space.

Moreover, loading new columns from disk into column store incurs

additional costs that must be considered during reallocation, further

complicating the problem in dynamic scenarios.

In this paper, we introduce𝑇 2
(Twisted Twin), an adaptive mem-

ory management approach for HTAP systems to address the above

challenges. Given the complexity of the system and the numer-

ous influencing factors, we design a comprehensive optimization

framework. Specifically, we identify three critical modules in HTAP

systems that require optimization: column selection, data synchro-

nization, and memory allocation. To reduce the problem’s search

space, we propose a two-layer solution. First, we optimize memory

management for static workloads. Then, for dynamic workloads,

we decompose them into discrete static workloads and apply the

static approach at appropriate times. In summary, this paper makes

the following key contributions:

• We adopt a Bayesian optimization framework to efficiently allo-

cate memory while optimizing column selection and data syn-

chronization strategies within the loop. This framework intro-

duces a lightweight yet effective algorithm to provide a holistic

solution for static workloads.

• We developed an adaptive memory management strategy for

dynamic hybrid workloads, using a time-series prediction model

to forecast query patterns and a heuristic algorithm to optimize

reorganization timing, improving memory utilization.

• We built 𝑇 2
on GaussDB and evaluated its performance using

HTAP benchmarks. Our results demonstrate that𝑇 2
outperforms

existing solutions by dynamically adjusting key components.

The paper is organized as follows: Section 2 presents the de-

sign of𝑇 2
and defines the memory management problem. Section 3

discusses static workload handling, while Section 4 covers optimiza-

tion for dynamic workloads. Section 5 evaluates our system with

HTAP benchmarks, Section 6 reviews related work, and Section 7

concludes the paper. To improve readability, we provide a list of

symbols in the technical report
1
.

2 OVERVIEW
In this section, we first provide an overview of the GaussDB-HTAP

system, clearly defining our problem and overall objective. We then

present the system design of 𝑇 2
to achieve the defined objective.

2.1 Design of GaussDB-HTAP
As mentioned, our target users mainly require OLTP processing

with occasional lightweight OLAP queries. To address this, we use

GaussDB as a case study and integrate OLAP components into the

original GaussDB to enhance its HTAP capabilities. The resulting

system is referred to as GaussDB-HTAP.

The architecture of GaussDB-HTAP, shown in Figure 2, features

a router that directs queries to either the OLAP or OLTP modules

based on their processing requirements and characteristics. Specifi-

cally, transactional queries are routed to the Row Execution Engine,

while analytical queries are sent to the Vector Execution Engine.

To support these modules, the buffer pool is divided into two com-

ponents: a row store buffer that caches all data, and a column store

buffer that stores a user-specified subset of columns in columnar

format for efficient OLAP processing. For transactional queries, the

row engine retrieves data from either the row store buffer or disk

as needed. For analytical queries, vector engine initially attempts to

fetch data from the column store buffer. If the required data is not

available in the column store, the query falls back to retrieving data

from the row store buffer or disk. The data in the column store buffer

is not persisted to disk and is rebuilt after each GaussDB-HTAP

restart. Like many other HTAP systems (e.g., [27, 29, 40]), we use

delta tables to record incremental changes in the row store, such as

inserts, updates, and deletions, which are periodically synchronized

with the column store (see 3.2 for details).

Although 𝑇 2
was developed based on GaussDB’s system archi-

tecture and data synchronization techniques, the core ideas and

methodologies we propose are equally applicable to other systems

[27, 29, 48] that utilize row store as primary storage, supplemented

by an in-memory column store to optimize OLAP performance. In

our technical report, we provide a more detailed discussion on how

𝑇 2
can be applied to other HTAP systems.

2.2 Problem Definition
Our approach prioritizes meeting the service level agreement (SLA)

of the OLTP workload while enhancing the efficiency of the OLAP

1
Technical Report:https://yplusone.github.io/files/TwistedTwin_tech_report.pdf
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Figure 2: Architecture of GaussDB-HTAP System and Auto Memory Management Algorithm 𝑇 2

workload. In this paper, we focus on dynamically adjusting memory

allocation between the two buffers to achieve our goal. Let M
total

represent the total memory available for the whole buffer pool. The

memory allocation must satisfy the following constraint:

Mrow +M
col

≤ M
total

,

where Mrow and M
col

denote the memory allocated to the row

and column store buffers, respectively. Let𝑊 (𝐶) denote the size of
selected column set 𝐶 in the column store. Naturally, we have:

𝑊 (𝐶) ≤ M
col
.

A strong dependency is observed between the transactional through-

put of the system andMrow, which we model through the function

POLTP (Mrow). A comprehensive discussion of other contributing

parameters is provided in Section 3.3.1.

2.2.1 Static Workload. In the static scenario, the SLA threshold

of the OLTP workload is fixed as 𝜃 . The objective is to guarantee

service responsiveness by ensuring that the system’s TPS, repre-

sented by POLTP (Mrow), remains greater than or equal to 𝜃 . With

this constraint, the focus shifts to optimizing OLAP workloadWap

by efficiently utilizing the remaining memory resources. The cost

of executing the analytical workload is denoted by CostWap
(𝐶),

and the cost of reading and synchronizing delta tables is given by

CostΔ (𝐶,K). Here,K represents the data synchronization strategy.

The static scenario yields the following optimization problem:

Minimize CostWap
(𝐶) + CostΔ (𝐶,K)

Subject to P𝑂𝐿𝑇𝑃 (Mrow) ≥ 𝜃,
Mrow +M

col
≤ M

total
,

𝑊 (𝐶) ≤ M
col
.

(1)

The solution is to develop an algorithm that determines the optimal

memory allocations Mrow and M
col

, selects the appropriate set

of columns 𝐶 , and chooses the data synchronization strategy K to

minimize the total cost while satisfying the constraints on OLTP.

2.2.2 Dynamic Workload. In real-world scenarios, TPS require-

ments and OLAP workloads often fluctuate over time (e.g., by hour

or day), making static memory allocation insufficient. When OLTP

load is low, more memory can be allocated to OLAP; when OLTP

demand is high, the system should prioritize OLTP throughput.

To capture such dynamics, we divide time into equal-sized win-

dows 𝑡0, 𝑡1, ..., 𝑡𝑛 and adapt memory allocation in each window

accordingly. However, triggering dynamic memory reallocation in-

curs a switching cost, as new columns must be loaded from disk into

the column store buffer. We denote this switching cost as Cost
𝑡𝑖
switch

.

Frequent modifications to the column store content can lead to sub-

stantial overhead. Therefore, the main objective is to minimize the

overall cost, as described below:

Min.

∑︂
𝑡𝑖
CostW′

ap
(𝑡𝑖 ) (𝐶𝑡𝑖 ) + CostΔ (𝐶𝑡𝑖 ,K) + F(𝑡𝑖 ) · Cost𝑡𝑖

switch
(2)

This dynamic scenario introduces two key components beyond

the static case: (1) a workload predictor that estimates future OLTP

and OLAP demands, denoted as 𝜃 ′𝑡𝑖 and W′
ap
(𝑡𝑖 ), respectively. The

system must ensure that the OLTP SLA is satisfied in each interval

by meeting the constraint P𝑂𝐿𝑇𝑃 (M𝑡𝑖
row

) ≥ 𝜃 ′𝑡𝑖 . (2) a reallocation
strategy 𝐹 (𝑡𝑖 ) that determines whether memory should be reallo-

cated at the beginning of each time window.

We designed the algorithm for OLTP-prioritized HTAP systems,

which is the most common usage scenario. However, the framework

is flexible: it can be adapted to OLAP-prioritized settings by modi-

fying constraints (e.g., bounding OLAP latency while optimizing

TPS). These extensions are further discussed in the technical report.

2.3 Design of 𝑇 2

Solving the optimization problem is challenging due to the non-

linear relationships between variables, constraints, and objectives.

To approach an optimal solution efficiently, we design a workflow

with the following components: To solve the optimization problem

in a static scenario, we design three modules. The first, ❶ Column
Selection, identifies the optimal column set 𝐶 within the memory

constraint M
col

. The second, ❷ Data Synchronization Strategy,
uses a cost-based model to determine the optimal timing for data

synchronization and estimates the additional cost, CostΔ. This cost

is then integrated into the Column Selection module to account

for the impact of data updates. Finally, ❸ Memory Allocation
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allocates memory between Mrow and M
col

, based on Bayesian

optimization. This module also includes a performance estimator

to predict the performance of both OLTP and OLAP workloads,

guiding the optimization process and achieving goals of 𝑇 2
.

To solve the optimization problem in a dynamic scenario, we first

need the ❹ Workload Forecaster to predict the characteristics of

OLTP and OLAP workloads using a time-series prediction network.

The predicted characteristics will be used by components ①, ②,

and ③. Additionally, they will guide the ❺ Trigger Reallocation
module in determining the optimal time for memory reallocation.

This triggers the algorithm for the static scenario problem, which

reallocates memory and updates the selected columns.

3 𝑇 2 FOR STATIC WORKLOADS
In this section, we address the static workload scenario from Sec-

tion 2.2.1. Under a static workload, memory allocated to the OLAP

component is fixed, and our objective is to select the most valuable

columns for the column store. This selection process must account

for two critical factors: 1) the impact of selected columns on query

performance, and 2) the additional costs of updating these columns.

We can model the column selection challenge in HTAP systems

as analogous to the knapsack problem, where each column repre-

sents an item, the total memory capacity is the knapsack’s limit, and

the impact of a column on query performance reflects the item’s

value. However, our scenario introduces complexities beyond the

classical knapsack problem, as columns are interdependent. These

interactions substantially enlarge the search space and complicate

both modeling and solution. Additionally, accounting for the cost

of updating columns further complicates the problem, making it

even more difficult to model and resolve. We begin by addressing

the first challenge.

3.1 Column Selection with No Updates
In GaussDB-HTAP, users explicitly load specific columns into the

column store buffer using statements such as "ALTER TABLE or-

derline COLVIEW(ol_w_id, ol_d_id)". This manual process requires

users to decide which columns to load, which can be labor-intensive.

Moreover, column choices based on intuition or experience may

not lead to optimal performance improvements.

A key challenge in column selection is that the performance ben-

efit depends on the presence of a complete set of columns required

by a query. Column selection typically follows an all-or-nothing

principle: a query can only benefit from a "Column Scan" when

all required columns are present in the column store buffer. As

illustrated in Figure 3, a "Seq Scan" (i.e., a full table scan on the row

store) can be replaced by a more efficient "Column Scan" only if all

four referenced columns are loaded into column store. Otherwise,

the query must fall back to accessing data from the row store.

We have developed an integer programming model specifically

designed to address the column selection problem in HTAP systems.

The primary goal of this model is to enhance the execution effi-

ciency of OLAP queries by selecting the most appropriate columns.

Thus, the model aims to minimize the total execution time for all

queries within a given OLAPworkload. The workloadWap consists

of a set of queries, represented asWap = 𝑄1, 𝑄2, . . . , 𝑄𝑠 . The small-

est logical caching unit in the column store buffer is a column, and

the full set of𝑀 columns is denoted as 𝐶𝑜𝑙𝑢𝑚𝑛𝑠 = 𝐶1,𝐶2, . . . ,𝐶𝑀 .

Since changes in the leaf nodes of a query plan do not impact

non-leaf nodes, we can focus exclusively on the "seq scan" node

in the execution plan. Therefore, the queries in the workload Wap

can be decomposed into 𝐾 subqueries, each corresponding to a leaf

node, retrieving data from a single table. We define a quintuple for

each subquery 𝑞𝑙 as (𝑞𝑙 ,𝐺𝑙 , 𝑓𝑙 , cost
𝑞𝑙
row

, cost
𝑞𝑙
col

), where 0 < 𝑙 ≤ 𝐾 . In

this context, 𝑞𝑙 represents the subquery responsible for data scan-

ning and filtering. For example, a sequential scan on the orderline

table can be extracted as a subquery. The variable 𝑓𝑙 denotes the

execution frequency of subquery 𝑞𝑙 . The columns involved in sub-

query 𝑞𝑙 form a group𝐺𝑙 . costrow and cost
col

represent the costs of

retrieving data through row store sequential scan and column scan,

respectively. This benefit can either be estimated by the database

or measured through actual query execution.

We define 𝑥𝑚 as the decision variable indicating whether column

𝐶𝑚 is selected. Subquery 𝑞𝑙 can perform a column scan if and only

if all columns in 𝐺𝑙 are selected. Therefore, the objective can be

formulated as:

Minimize

∑︂𝐾

𝑙=1

(︃
cost

𝑞𝑙
col

(Π𝑚∈𝐺𝑙 𝑥𝑚) + cost𝑞𝑙
row

(1−Π𝑚∈𝐺𝑙 𝑥𝑚)
)︃
· 𝑓𝑙

Additionally, the total memory size of the selected columns must

not exceed the limitM
col

:∑︂𝑀

𝑚=1

(𝑤𝑚𝑥𝑚) ≤ M
col
, where 𝑥𝑚 ∈ {0, 1} for each𝑚.

Here,𝑤𝑚 represents the memory usage of column 𝐶𝑚 . The above

objective function is non-linear, which complicates the problem-

solving process. In fact, the column selection problem is NP-hard,

as we show in the following proof:

Proof. The Maximum Diversity Problem (MDP) involves find-

ing a clique with maximum edge weight in a graph, constrained

by a maximum number of nodes, with non-negative edge weights.

The MDP is known to be NP-hard [18]. We reduce the MDP to the

column selection problem to demonstrate the latter’s complexity.

Consider a special case of the column selection problem where each

query involves exactly two columns. We can represent this scenario

as a complete graph G = (𝑉 , 𝐸) where:
• Each column corresponds to a node in 𝑉 , with weight of 1.

• Suppose each subquery only involves two columns. An edge

(𝑖, 𝑗) ∈ 𝐸 exists between two nodes 𝐶𝑖 and 𝐶 𝑗 if they are in-

volved in the same query, and the edge weight cost
𝑞
row

− cost
𝑞

col

represents the performance gain of storing both columns 𝐶𝑖 and

𝐶 𝑗 in column storage. For columns not involved in the same

query, the edge weight is 0.
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The column selection problem is to select a subset of columns

such that the total performance gain (sum of edge weights) is maxi-

mized, subject to the memory constraintM
col

. This is equivalent to

imposing a constraint on the number of nodes in the selected clique.

This special case of the column selection problem is equivalent to

the MDP. Since MDP is NP-hard, the column selection problem is

also NP-hard by reduction. Hence, the problem is NP-hard. □

Since the column selection problem can be reduced to the MDP,

it inherits the same level of complexity, making dynamic program-

ming solutions equally impractical. In this paper, following the

approach of Glover and Wolsey [19], we can linearize this nonlin-

ear problem by introducing new decision variables. Specifically,

we replace the product of variables in the objective function with

a new set of decision variables, 𝑧𝑙 , to indicate whether query 𝑞𝑙
is scanning from column storage. When 𝑧𝑙 = 1, all columns in 𝐺𝑙
must be present in column storage for the query to benefit. The

objective can be simplified as:

Minimize

∑︂𝐾

𝑙=1

(︁
cost

𝑞𝑙
col
𝑧𝑙 + cost

𝑞𝑙
row

(1 − 𝑧𝑙 )
)︁
· 𝑓𝑙 (3)

This transformation needs additional linear constraints to ensure

that the new variables 𝑧𝑙 = Π𝑚∈𝐺𝑙 𝑥𝑚 :∑︂
𝑚∈𝐺𝑙

𝑥𝑚 ≥ |𝐺𝑙 | · 𝑧𝑙 , 0 < 𝑙 ≤ 𝐾

Specifically, 𝑧𝑙 = 1 only if all 𝑥𝑚 for𝑚 ∈ 𝐺𝑙 are equal to 1, thus

satisfying the constraint

∑︁
𝑚∈𝐺𝑙 𝑥𝑚 ≥ |𝐺𝑙 | · 𝑧𝑙 . As a result, we have

transformed the nonlinear model into a linear one. Although the

decision space has expanded, this approach enables more effective

optimization while maintaining feasibility.

3.2 Adaptive Data Synchronization Strategy
Next, we address the second challenge: accounting for the additional

costs incurred by updates to the selected columns. To tackle this,

we introduce our data synchronization system.

Most existing HTAP systems use delta tables to minimize the

impact of updates on the in-memory column store. While delta

tables help reduce the overhead of updating the column store, they

also introduce additional costs associated with reading the data.

Figure 4 illustrates the mechanism of the delta table and col-

umn storage. Data is loaded into memory by organizing it into

row groups, with columns stored contiguously in an array format

within each group, forming a Column Unit (CU). Each row group

has an associated delta table that tracks changes to the data, includ-

ing updated, inserted, or deleted tuples (UID operations). To track

these changes, the delta table uses a CTID (Tuple Identifier), which

consists of a block number and tuple offset. The CTID uniquely

identifies a tuple’s physical location in row storage.

During a column scan, the delta table is accessed, and the CTID

helps locate the tuple’s position, enabling quick data retrieval and

merging with the CU’s column data. The complete column vector

is then passed to the next operator. In this design of delta table

(e.g., [27, 29, 40]), the cost of reading the delta table Cost
read

and

synchronization Costsync, are proportional to the amount of data

in the delta table, 𝑁 , i.e., Cost
read

∝ 𝑁 , Costsync ∝ 𝑁 .

One of the key decisions in HTAP systems is determining the

optimal timing for data synchronization. In𝑇 2
, we ensure snapshot

consistency for OLAP queries. Thus, for a query at timestamp 𝑡𝑖 , we

load data from the delta table up to 𝑡𝑖 . Since the cost is proportional

to the size of the delta table, it is crucial to prevent excessive data

accumulation, which can significantly degrade the performance of

in-memory column reads. Regular synchronization and merging

of delta table data into columnar storage are essential to maintain

performance. However, selecting the right synchronization fre-

quency presents a major challenge. Synchronizing too frequently

can negatively impact transactional performance, while infrequent

synchronization can degrade the performance of column reads.

To address this challenge, we have established a synchronization

threshold. When the data in the delta table exceeds a threshold

𝛼 , a synchronization process is triggered. The key problem is de-

termining the optimal value for 𝛼 . In this paper, we conduct cost

estimations for the delta table and aim to identify the optimal 𝛼 .

3.2.1 Cost Model for Delta Table. For both reading and synchroniz-
ing the delta table, the operations are proportional to the number

of records in the table, with a complexity of 𝑂 (𝑛). Therefore, we
use a linear model to estimate the costs for both:

Cost
read

(𝑡) =𝑤0𝑁 (𝑡) +𝑤1

Costsync (𝑡) =𝑤2𝑁 (𝑡) +𝑤3

Here 𝑁 (𝑡) represents the number of records in delta table at time 𝑡 .

By measuring the time taken to perform reading and synchronizing

operations on delta tables with different row counts, we can obtain

some samples to derive the coefficients by fitting these samples

with linear regression to get specific values of𝑤0,𝑤1,𝑤2,𝑤3.

3.2.2 Pick the Synchronization Threshold. We model the problem

by selecting a time period [0,𝑇 ] and assume that data updates are

uniformly distributed within this period. The number of records

in the delta table grows linearly at a constant rate
𝑏
𝑇
, where 𝑏 is

the total number of UID operations or update records in delta table

during [0,𝑇 ]. A synchronization occurs whenever the number of

records reaches the threshold 𝛼 , resulting in
𝑏
𝛼 synchronization

events during [0,𝑇 ].
The cost of each synchronization is𝑤2𝛼 +𝑤3, leading to a total

𝑏
𝛼 times synchronization cost:

Costsync =
𝑏

𝛼
× (𝑤2𝛼 +𝑤3)

We assume that read events are uniformly distributed over the

period, with a total of 𝜈 delta table reads during [0,𝑇 ]. Since the
expected number of records in the delta table is

𝛼
2
(for further

reasoning, refer to the technical report), the expected cost of one
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time reading during each synchronization cycle is:

𝐸 [Cost
read

(𝑡)] = 𝑤0𝛼

2

+𝑤1

Thus, the total cost of reading delta table during [0,𝑇 ] is:

Cost
read

= 𝜈 ×
(︂𝑤0𝛼

2

+𝑤1

)︂
The overall cost is the sum of synchronization and read costs:

CostΔ =
𝑏

𝛼
(𝑤2𝛼 +𝑤3) + 𝜈

(︂𝑤0𝛼

2

+𝑤1

)︂
(4)

We derive the optimal 𝛼 by setting the derivative of CostΔ to zero:

𝑑CostΔ

𝑑𝛼
= −𝑏𝑤3

𝛼2
+ 𝜈𝑤0

2

= 0

Solving the equation, we get the synchronization threshold 𝛼 :

𝛼 =

√︄
2𝑏𝑤3

𝜈𝑤0

This threshold 𝛼 minimizes the total cost introduced by delta table,

which can be adjusted based on data update and read rates to

optimize the synchronization process. The time period [0,𝑇 ] can
be determined in real scenarios, provided that the frequency of UID

operations and reading requests remains relatively stable.

While our model assumes uniform distributions of updates and

reads, we also analyze its robustness under skewed access patterns.

In the worst case where reads always access the full 𝛼 records, the

total cost increases moderately, and the deviation remains bounded.

Detailed derivations and empirical evidence under skewed work-

loads are provided in the technical report.

3.2.3 Data update effect. To account for the effect of data updates

in column selection, we introduce a penalty term into the objective

function of Equation 3. After determining the optimal synchro-

nization threshold 𝛼 , the total costs associated with the delta table,

denoted as CostΔ, can be computed. These costs, incurred from

both reading and synchronizing the delta table, act as a penalty for

not selecting frequently updated columns.

Substitute the 𝛼 =

√︂
2𝑏𝑤3

𝜈𝑤0

into the Equation 4, we can get the

update cost for table 𝑗 :

Cost
𝑗

Δ = 𝑏 𝑗𝑤2 +
√︂

2𝑏 𝑗𝑤3𝜈 𝑗𝑤0 + 𝜈 𝑗𝑤1, 0 < 𝑗 ≤ 𝐽 (5)

Let 𝐽 denote the total number of tables, where 𝑏 𝑗 represents the

number of UID operations on table 𝑗 , and 𝜈 𝑗 denotes the number

of accesses to delta table 𝑗 . If any column from a table is selected, a

delta table must be prepared for that table to handle UID operations,

which incurs a cost CostΔ. To account for this, we introduce an

additional decision variable, 𝑢 𝑗 , to indicate whether the columns

of table 𝑗 are loaded into memory. To ensure that the penalty is

only applied when columns from a table are selected, we add a

corresponding constraint. The overall optimization model is as

follows:

Minimize

∑︂𝐾

𝑙=1

(︃
cost

𝑞𝑙
col
𝑧𝑙 + cost

𝑞𝑙
row

(1 − 𝑧𝑙 )
)︃
· 𝑓𝑙 +

∑︂𝐽

𝑗=1

Cost
𝑗

Δ · 𝑢 𝑗

Subject to

∑︂𝑀

𝑚=1

𝑤𝑚𝑥𝑚 ≤ M
col
,∑︂

𝑚∈𝐺𝑙
𝑥𝑚 ≥ |𝐺𝑙 | · 𝑧𝑙 , 0 < 𝑙 ≤ 𝐾,

𝑢 𝑗 ≥ 𝑥𝑚, for all𝑚 ∈ 𝑆 𝑗 , and 0 < 𝑗 ≤ 𝐽

𝑥𝑚 ∈ {0, 1}, 0 <𝑚 ≤ 𝑀.

(6)

Column Selection
Approx Solver

AP Workload

Performance Estimator

1 0 1 1 1 0 0 0 1Selected
Columns

Workload
Feature

Update<< TPS
8000

TPS
12000

Unmet
Bad Sample

Update<<

OLAP
Cost

Gaussian
Process

Sample

OLTP OLAP

Figure 5: 𝑇 2 Workflow for Static Workload Optimization

where 𝑆 𝑗 denotes the set of columns in table 𝑗 . This constraint

ensures that 𝑢 𝑗 is activated (set to 1) if any column𝑚 from table 𝑗

is selected, incurring the additional delta table cost.

The model defined in Equation 6 is an integer programming

model, which can be solved using exact methods such as branch-

and-bound. These methods, when applied via solvers like CBC [15],

are effective for small workloads (e.g., CH-benCHmark [11], Hy-

Bench [51]), often delivering exact solutions within seconds. How-

ever, as the problem’s dimensions, represented by 𝑀 and 𝐾 , grow,

the computational and memory requirements for finding exact solu-

tions can increase exponentially. In large-scale scenarios, heuristic

and approximation algorithms [26, 31, 43] are typically employed

to find near-optimal solutions within a reasonable timeframe. We

also present an approximate solver tailored to the column selection

problem in Section 3.3.2.

However, the parameter M
col

is user-defined in the current

model. Our goal is to develop a method that allows the model to

automatically determine the optimal value ofM
col

for the HTAP

system. We discuss our proposed solution below.

3.3 Bayesian Optimization for Memory
Allocation

The key of our memory allocation algorithm is to achieve the goal

defined in Section 2.2.1 by determining the values of M
col

and

Mrow within the constraint of limited memory. However, the re-

lationship between memory allocation and system performance

in OLTP and OLAP workloads is complex, with non-linear and

counterintuitive effects. This makes it difficult to optimize memory

allocation without getting stuck in local optima. Additionally, eval-

uating performance is computationally expensive due to the need

for invoking the column selector.

To address this, we adopt a Bayesian optimization framework

[16], which efficiently explores the memory allocation space by

balancing exploitation and exploration, leading to a near-optimal

solution without exhaustive evaluations. Figure 5 illustrates the

workflow of the 𝑇 2
algorithm for optimizing static workloads:

Step 1:Collect initial memory allocation samplesM
col

and evaluate

their objective function valuesU(M
col

).
Step 2: Use the initial observations to build a Gaussian Process

model as a surrogate model that approximatesU(M
col

).
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Step 3: Use an acquisition function, such as Expected Improvement

(EI) [23], to select the next memory allocation M′
col

for evaluation,

balancing exploration and exploitation.

Step 4: EvaluateU(M′
col

) and update the surrogate model.

Step 5: Repeat Steps 2-4 until convergence, ultimately finding the

optimalM∗
col

that minimizes the total cost of OLAPwhile satisfying

the TPS constraint.

Given that the total memory allocated for the buffer pool is

fixed, M
col

is treated as the variable, while Mrow is derived as

M
total

−M
col

. Allocating more memory does not adversely affect

the performance of either row store or column store buffers. Within

the framework of Bayesian optimization, a major challenge remains:

how to define and efficiently determine the influence ofM
col

and

Mrow on OLTP and OLAP systems in order to achieve the objective

outlined in Section 2.2.

3.3.1 Performance Estimator. Firstly, we define the objective func-
tion of U(M

col
):

U =

⎧⎪⎪⎨⎪⎪⎩
CostWap

(𝐶) + CostΔ (𝐶,K), if P(Wap,𝐶,Mrow) ≥ 𝜃,

𝜆 ·
(︃
𝜃 − P(Wap,𝐶,Mrow)

)︃
, if P(Wap,𝐶,Mrow) < 𝜃 .

Here, CostWap
(𝐶) + CostΔ (𝐶,K) represents the total OLAP cost,

including both the query execution cost and the overhead of han-

dling delta tables. The function P𝑂𝐿𝑇𝑃 (Wap,𝐶,Mrow) extends the
simplified model by incorporating additional influencing factors,

such as the concurrent OLAP workload and selected columns, to

estimate OLTP throughput more accurately.

This objective aligns with the system goal defined in Section 2.2:

to satisfy the user’s target OLTP TPS while minimizing OLAP query

cost. When resource constraints make it infeasible to fully meet the

TPS target 𝜃 , the optimization seeks to approximate it as closely as

possible. To enforce this behavior, we introduce 𝜆 as a sufficiently

large penalty coefficient, which ensures that configurations leading

to large TPS shortfalls are strongly discouraged.

As discussed in earlier sections, the cost of OLAP queries can be

estimated either by the database optimizer or through actual query

execution. The cost associated with CostΔ can be estimated using

the cost model we proposed in Section 3.2. However, estimating

the TPS for OLTP remains a challenge.

The traditional approach [46] uses logarithmic regression to

model the relationship betweenMrow and TPS. However, this is in-

sufficient in HTAP scenarios, where the execution of OLAP queries

can also significantly affect TPS. If analytical queries need to re-

trieve data from the row store, they may cause transactional queries

to experience longer wait times due to I/O requests.

To better capture such interference, we construct a richer feature

space to train our TPS prediction model. Each sample is represented

as a tuple <Mrow,Wap,𝐶>, whereMrow and𝐶 denote thememory

allocated to the row store and the columns loaded into the column

store. From Wap, we extract two feature vectors: scanseq, with
scanseq [ 𝑗] indicating the number of sequential scans on table 𝑗 ,

and scan
index

, with scan
index

[𝑘] indicating the number of index

scans on index 𝑘 . These features quantify the impact of OLAP

queries on OLTP performance.

We explored several regression models that are well-suited for

capturing nonlinear relationships. Experimental results (Table 6)

3

2

2
1
3

1

2

3

2

Table A Table B

Figure 6: Graph Construction for Column Combination Sim-
ilarity and Community Detection

show that tree-based models achieve significantly higher accuracy

under the same feature set, and GBT offers the best trade-off be-

tween prediction accuracy and inference efficiency. Therefore, we

adopt GBT as the TPS prediction model.

Our approach assumes a stable runtime environment, such as

a standalone deployment or a resource-isolated container, where

external resource contention is minimal.

The model P is trained using historical execution data, with

additional samples generated via simulations during idle periods,

enabling accurate predictions of TPS under the current system

state. However, during the Bayesian optimization process, we must

evaluateU(M
col

) multiple times, with each evaluation requiring

the selected column set 𝐶 , which necessitates solving Equation 6, a

process that is inherently time-consuming. Therefore, it is crucial

to find a more efficient method to obtain the selected column set.

3.3.2 Approximate Solver for Column Selection. In column selec-

tion problems, the number of columns 𝑀 and tables 𝐽 is fixed

and relatively small, while the number of subqueries, 𝐾 , can be

large. Consequently, assigning a decision variable to each column

combination 𝐺𝑙 rapidly increases problem size, as each introduces

an additional constraint, complicating computational complexity.

Therefore, it is essential to reduce the dimensionality of 𝐾 .

Observations of column selection solutions indicate that similar

column combinations are often selected concurrently. This insight

allows for a reduction in the solution space by grouping similar col-

umn combinations before their input into the solver. As illustrated

in Figure 6, we construct a graph to encapsulate the similarity be-

tween column combinations. The vertex set𝑉 consists of all unique

column combinations, where each vertex 𝑣𝑙 ∈ 𝑉 represents a col-

umn combination𝐺𝑙 . The similarity between 𝑣𝑙 and 𝑣𝑙 ′ is quantified

by the number of shared columns |𝐺𝑙 ∩𝐺𝑙 ′ |. Vertices are intercon-
nected if the similarity is positive, with edges weighted by this

similarity. Given that column combinations from different tables

do not share columns, vertices from different tables are not linked.

To simplify the dimensionality of 𝐾 , we group similar column

combinations to form a union, representing all grouped column

combinations. Spectral clustering [47] is applied to determine the

community partitions of the graph, identifying 𝐾 ′
communities.

In the figure, vertex colors differentiate the communities. From

another perspective, this approach groups similar subqueries into

the same community. Consequently, in the optimization problem,

a single decision variable per community suffices to determine

whether all queries within that community will perform a column

scan, effectively reducing the dimension of 𝐾 to 𝐾 ′
.

By limiting the number of communities 𝐾 ′
, we can control the

problem size within a certain range, thereby keeping the solving

3318



Time

Merge

Figure 7: Illustration of Time Interval Merging
time within limits. Additionally, during the Bayesian optimization

process, since the column selection approx solver needs to be called

repeatedly, we can pre-determine the community partitions. This

way, the community detection algorithm only needs to be invoked

once during the entire Bayesian optimization process, further re-

ducing the solver overhead.

4 𝑇 2 FOR DYNAMICWORKLOADS
4.1 Approach Overview
Real-world application workloads fluctuate over time, rendering

static models ineffective as they may provide outdated results.

While one solution is to periodically invoke the static model, this

approach is both passive and inefficient.

In this section, we present our solution for managing dynamic

workloads. To address these varying demands, we employ an ad-

vanced time series prediction model, PatchTST [32], to forecast

future workloads. For OLTP queries, we predict the total num-

ber of requests, without distinguishing between individual queries.

However, for OLAP queries, we forecast the request rates for each

query template 𝑄𝑠 , as the performance characteristics of different

templates can vary significantly. Let 𝑅
(𝑄𝑠 )
ℎ

denote the request rate

for template 𝑄𝑠 at time interval ℎ. The model input consists of a

historical sequence spanning the past ℎ time intervals.

Rh = {𝑅 (𝑄𝑠 )
1

, 𝑅
(𝑄𝑠 )
2

, . . . , 𝑅
(𝑄𝑠 )
ℎ

}𝐿𝑠=1

where 𝐿 denotes the total number of query templates. Our goal is to

predict the query request rates for the upcoming time periods ℎ +𝛾 :
𝑅̂
(𝑄𝑠 )
ℎ+1

, 𝑅̂
(𝑄𝑠 )
ℎ+2

, . . . , 𝑅̂
(𝑄𝑠 )
ℎ+𝛾 , 0 < 𝑠 ≤ 𝐿. PatchTST enables simultaneous

forecasting of multiple time series for {𝑄1, ..., 𝑄𝐿}, allowing us to
leverage the relationships between different query templates, which

improves the accuracy of predictions for all OLAP query templates.

With the predictions, we can obtain all necessary parameters for

Equation 6, including query frequencies 𝑓 , UID operation rates 𝑏,

and delta table read rates 𝑣 . A straightforward approach is to invoke

the static model at the start of each new timewindow to perform the

necessary adjustments. However, this basic solution overlooks the

I/O overheads introduced by these adjustments, which can result

in suboptimal performance.

We illustrate this issue in Figure 7. Each rectangle represents a

time interval, with its height indicating the value of M
col

(the size

of the memory buffer for the column store), which fluctuates as

OLTP requests change over time. In each time window, 𝑇 2
selects

the optimal columns for the predicted OLAP workloads using the

static model. However, this can lead to suboptimal results when

considering multiple time intervals.

For example, if column 𝐶𝑚 is selected by our model at time

𝑡𝑖 , then discarded and replaced by another column 𝐶𝑚¯ at time

𝑡𝑖+1, the I/O costs of discarding and loading 𝐶𝑚 and 𝐶𝑚¯ introduce

unnecessary overhead. Worse, if at time 𝑡𝑖+2, column 𝐶𝑚 is again

deemed beneficial to keep in the column store, we end up in an

inefficient cycle of repeatedly loading and discarding column 𝐶𝑚 .

One possible solution is to merge multiple time intervals and

optimize for the entire period. We propose a dynamic reallocation

trigger algorithm to adaptively merge time intervals. This algorithm

adapts memory allocation more efficiently by continuously moni-

toring workload changes and reallocating memory resources only

when significant shifts are detected, minimizing both I/O overhead

and the risk of suboptimal memory usage.

4.2 Dynamic Reallocation Trigger Algorithm
The dynamic problem can be reduced to the multi-period knapsack

problem [14], which is known to be strongly NP-hard. Due to space

limitations, we omit the formal proof. Furthermore, this problem

becomes even more complex because each time the re-optimization

process is applied, there is a switching cost, the cost incurred by

loading columns that were not present in the previous interval,

denoted as Cost
switch

:

Cost
𝑡𝑖
switch

=
∑︂

𝑇𝑗 ∈𝑇𝑎𝑏𝑙𝑒𝑠 (Δ𝐶𝑡𝑖 )
Costrow (𝑇𝑗 )

where Δ𝐶𝑡𝑖 = 𝐶𝑡𝑖 \ 𝐶𝑡𝑖−1
represent the set of columns present in

interval 𝑡𝑖 but not in interval 𝑡𝑖−1, and 𝑇𝑎𝑏𝑙𝑒𝑠 (Δ𝐶𝑡𝑖 ) be a function
that returns a set of unique tables containing columns in Δ𝐶𝑡𝑖 .
Costrow (𝑇𝑗 ) denotes the cost for performing full table scan on table

𝑇𝑗 from row store, which is the main cost for loading columns of

table 𝑇𝑗 . The challenge is to determine when it is worth incurring

the switching cost to reorganize. This decision is encapsulated by

the function F(𝑡𝑖 ) introduced in Equation 2.

To address this challenge, we extend the heuristic algorithm from

[49] and propose a greedy algorithm that incrementally merges

adjacent intervals based on potential cost savings. The key idea

is to gradually merge intervals to identify local optimal solutions,

continuing this process until intervals with significantly different

query patterns are encountered.

We define the function S(𝑡𝑖 ) to calculate the total cost of OLAP

and the switch cost during the time period 𝑡𝑖 (or across a group of

time intervals):

S(𝑡𝑖 ) = U(M𝑡𝑖
col

) + Cost
𝑡𝑖
switch

Algorithm 1 presents our pseudocode. The variable 𝜙 denotes

groups of time intervals. Initially, each interval is its own group.

We evaluate potential savings by merging adjacent intervals. As

depicted in Figure 7, we group interval 𝑡𝑖 with 𝑡𝑖+1, calculate the

new cost S(𝑡𝑖 ∪ 𝑡𝑖+1), and compare it to the cost when the intervals

are separate. This difference is considered as a cost saving. If merg-

ing the intervals results in positive savings, the pair is added to a

max-heap as a candidate for merging, as executed in the function

CalculateAndPushSavings(𝜙, 𝑖, 𝐻 ).
The algorithm iteratively merges the pair of intervals with the

highest potential savings, updates the group list, recalculates sav-

ings for adjacent intervals, and adjusts the heap accordingly. This

process continues until no further profitable merges are possible, at

which point the final set of merged intervals is returned. The output

𝜙 represents the grouped time intervals. Since the boundaries of

these groups dictate when memory reorganizations should occur,
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Benchmark SF Size 𝐽 𝑀 #AP #Gen

HyBench 100x 129G 8 68 13 1000

CH-benCHmark 500x 57G 12 108 22 1000

Table 1: Benchmark Specifications, detailing scale factor (SF),
total size, number of tables (𝐽 ), columns (𝑀), analytical query
templates (#AP) and generated queries (#Gen).

we use the function F(𝑡𝑖 ) from Equation 2 to determine whether a

reorganization is necessary at the start of each interval 𝑡𝑖 .

Each invocation of CalculateAndPushSavings(𝜙, 𝑖, 𝐻 ) triggers
the static algorithm described in Section 3 to compute U(M𝑡𝑖

col
).

The resulting memory allocation forM
col

andMrow, along with

the selected column set𝐶 for interval 𝑡𝑖 , can then be cached. When

triggers reorganizations, we can retrieve solution from the cache.

Then these changes can be applied to the database using the relevant

tuning tools provided by the database.

In this way, 𝑇 2
offers an approximate solution to Equation 2

for dynamic workloads, optimizing memory allocation between

OLTP and OLAP tasks. Although this approach may not always

yield a globally optimal solution due to the complexity of dynamic

workloads, it still outperforms static optimization.

Algorithm 1 Greedy Merge Intervals with Max-Heap

1: Initialize interval groups 𝜙 = [[1], [2], . . . , [𝑛]]
2: Initialize an empty max-heap 𝐻 , to store merge savings

3: procedure CalculateAndPushSavings(𝜙 , 𝑖 , 𝐻 )
4: 𝑠𝑎𝑣𝑖𝑛𝑔 = S(𝜙 [𝑖]) + S(𝜙 [𝑖 + 1]) − S(𝜙 [𝑖] ∪ 𝜙 [𝑖 + 1])
5: if 𝑠𝑎𝑣𝑖𝑛𝑔 > 0 then
6: Push (𝑠𝑎𝑣𝑖𝑛𝑔, 𝑖, 𝑖 + 1) into 𝐻
7: end ifreturn 𝐻
8: end procedure
9: for 𝑖 = 1 to 𝑛 − 1 do
10: 𝐻 = CalculateAndPushSavings(𝜙, 𝑖, 𝐻 )
11: end for
12: while not 𝐻 .isEmpty() do
13: (𝑠𝑎𝑣𝑖𝑛𝑔, 𝑖, 𝑗) = 𝐻 .popMax()

14: Merge groups: 𝜙 [𝑖] = 𝜙 [𝑖] ∪ 𝜙 [ 𝑗]
15: Remove 𝜙 [ 𝑗] from the list 𝜙

16: for 𝑗 ∈ {𝑖 − 1, 𝑖 + 1} and 1 ≤ 𝑗 ≤ 𝑛 do
17: 𝐻 = CalculateAndPushSavings(𝜙, 𝑗, 𝐻 )
18: end for
19: end while
20: return 𝜙

5 EXPERIMENT
In this section, we evaluate the performance of 𝑇 2

, built on the

GaussDB-HTAP. Our experiments underscore the importance of

integrating a memory management algorithm to optimize perfor-

mance in HTAP systems. We first assess the overall performance

of 𝑇 2
through a one-day workload simulation. Following this, we

conduct a detailed analysis of the effectiveness of its key modules:

performance estimator, dynamic algorithm, column selection and

memory allocation.

5.1 Experimental Setup
5.1.1 Configurations. The experiments were conducted on a server

equipped with an Intel(R) Xeon(R) Gold 6161 CPU operating at

2.20GHz, 503GB memory, 7.3T SSD. We integrated our tool into

centralized GaussDB-HTAP, running on EulerOS.

5.1.2 Benchmark. We construct our benchmarks by combining

real-world query arrival rate patterns with synthetic workloads.

Specifically, we extract OLTP and OLAP query rates from real

anonymized database logs. Due to privacy concerns, we cannot use

the actual queries or data directly. Instead, we simulate realistic

hybrid workloads by issuing synthetic queries according to the

real-world arrival rate distributions.

Table 1 summarizes the two synthetic benchmarks used: Hy-

Bench [51] and CH-benCHmark [11]. HyBench emulates banking

workloads in HTAP settings and includes 18 transactions and 13

analytical queries. We use a scale factor of 100x and focus on the

transactional and analytical components. CH-benCHmark com-

bines the transactional workload of TPC-C with analytical queries

adapted from TPC-H. We use a scale factor of 500x.

To evaluate the effectiveness of 𝑇 2
, we not only used work-

loads generated by standard benchmarks but also incorporated

synthetic queries to simulate fluctuating query patterns over time.

We adopted a typical aggregation query template:

select agg_func(t.a), t.b, ..., from t where t.c > $1 group by t.b;

Here, the tables and columns are randomly selected from the bench-

mark schemas. We generate 1,000 such queries for each benchmark,

resulting in CH-benCHmark-Gen and HyBench-Gen workloads.

During the experiments, transactional queries are issued at a

fixed Requests Per Second (RPS), following patterns derived from

the real workload. For example, when the RPS was set to 5,000,

the system dynamically adjusted the sleep intervals between query

dispatches to maintain a steady rate of 5,000 queries per second.

Similarly, the timing and volume of analytical queries also follow

the real-world OLAP query rate curve.

5.1.3 Metric. To assess the system’s ability to handle OLTP de-

mands under varying load conditions, we introduce the Fulfill-
ment Ratio (FR) metric. FR quantifies how effectively the system

satisfies incoming query requests and is defined as:

𝐹𝑅 = 𝑇𝑃𝑆/𝑅𝑃𝑆
where TPS is the number of transactional queries completed per

second, and RPS is the incoming transactional demand. FR reflects

system performance: FR = 1 means full demand is met, while FR <

1 indicates the system cannot handle all incoming requests.

For OLAP workloads, we define the metric Impr to quantify the

improvement in analytical query execution time, comparing the

performance of the HTAP-enabled system (GaussDB-HTAP) with

the original system (GaussDB), which lacks HTAP capabilities:

𝐼𝑚𝑝𝑟 = (𝑇𝐺𝑎𝑢𝑠𝑠𝐷𝐵 −𝑇𝐺𝑎𝑢𝑠𝑠𝐷𝐵−𝐻𝑇𝐴𝑃 )/𝑇𝐺𝑎𝑢𝑠𝑠𝐷𝐵 × 100%

The original GaussDB uses only row-format storage with a single

row store buffer and does not support column store or column se-

lection/eviction. In contrast, GaussDB-HTAP introduces a separate

column store buffer alongside the row store buffer, enabling manual

column loading and efficient OLAP execution.

5.1.4 Comparison Approaches. As no prior work fully manages

memory contents, we evaluate several column selection and mem-

ory allocation methods. For column selection, we consider:
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HyBench(M
total

= 80𝐺)

Method

Static-7:1 Static-1:1 Static-1:7 STMM 𝑇 2
-static 𝑇 2

-dynamic

FR Impr FR Impr FR Impr FR Impr FR Impr FR Impr

HAMCS 1.00 13.56% 1.00 22.20% 0.912 23.11% 1.00 27.95% 1.00 28.06% 1.00 35.88%

IPNC 1.00 15.74% 1.00 32.12% 0.936 39.41% 1.00 34.98% 1.00 36.45% 1.00 48.70%

GACC 1.00 12.03% 1.00 40.62% 0.940 44.29% 1.00 39.38% 1.00 42.49% 1.00 50.28%

𝑇 2
-CS-Approx 1.00 16.39% 1.00 49.33% 0.953 60.03% 1.00 46.97% 1.00 49.92% 1.00 65.90%

𝑇 2
-CS 1.00 18.13% 1.00 51.36% 0.956 60.69% 1.00 51.17% 1.00 54.44% 1.00 67.07%

CH-benCHmark(M
total

= 30𝐺)

Method

Static-7:1 Static-1:1 Static-1:7 STMM 𝑇 2
-static 𝑇 2

-dynamic

FR Impr FR Impr FR Impr FR Impr FR Impr FR Impr

HAMCS 1.00 15.38% 1.00 23.72% 0.872 34.62% 1.00 25.39% 1.00 27.42% 1.00 48.08%

IPNC 1.00 5.77% 1.00 33.97% 0.865 52.56% 1.00 34.84% 1.00 35.52% 1.00 47.44%

GACC 1.00 18.59% 1.00 33.33% 0.841 54.49% 1.00 35.27% 1.00 37.24% 1.00 44.62%

𝑇 2
-CS-Approx 1.00 20.14% 1.00 36.84% 0.887 62.93% 1.00 37.21% 1.00 41.78% 1.00 71.29%

𝑇 2
-CS 1.00 22.35% 1.00 39.26% 0.891 63.75% 1.00 38.25% 1.00 45.24% 1.00 74.36%

Table 2: Overall Performance Evaluation of Combined Memory Allocation and Column Selection Methods

Figure 8: Performance of OLTP and OLAPWorkloads During a One-Day Simulation (HyBenchMtotal = 80G)

1) HAMCS. Heatmap Automated Memory Column Selection,

used in commercial HTAP systems like Oracle DUAL [33] and

SQL Server [29], dynamically adjusts in-memory columns based

on access frequency, retaining hot columns and evicting cold ones.

2) IPNC. The Integer Programming without Correlation (IPNC)

method [3] transforms the column selection problem into a 0/1

knapsack problem. It based on the assumption of independence and

does not account for correlations between multiple columns.

3) GACC. We develop the Greedy Algorithm for Column Com-

binations (GACC), a heuristic that selects columns with the highest

benefit-to-memory ratio under memory constraints (see technical

report for pseudocode).

4) 𝑇 2-CS. This algorithm, detailed in Section 3.1, utilizes CBC

[15] to solve the optimization model.𝑇 2-CS-Approx. is the approx-
imation version of 𝑇 2

proposed in Section 3.3.2.

For memory allocation, we examine the following methods:

1) Static-Mrow:Mcol. This approach employs a fixed memory

allocation. In our experiments, we evaluate allocation ratios of 7:1,

1:1, and 1:7 for the memory of row and column store buffers.

2) STMM. The Self-Tuning Memory Manager (STMM) [42] used

in IBM DB2 [36], adaptively optimizes memory usage across DBMS

caches. While it does not target columnar caches, we adapt its

principles to enable dynamic memory allocation between row and

column buffers. To our knowledge, no existing method addresses

this specific objective.

3) 𝑇 2-static. This approach indicates the memory allocation

described in Section 3.3, where Bayesian optimization is used to

determine the optimal values forMrow andM
col

.

4)𝑇 2-dynamic. This approach refers to the dynamic memory al-

location method outlined in Section 4, which allows for the dynamic

adjustment of both memory allocation and selected columns.

GaussDB-HTAP offers tuning tools to adjust memory for row

and column buffers, load and discard columns, and trigger data

synchronization. We implemented these comparative methods and

used the tuning tools to interact with GaussDB-HTAP.

5.2 Overall Performance
In this experiment, we simulated a day-long hybrid workload sce-

nario, dividing the day into 60 intervals, each representing a real-

time duration of 24 minutes, to evaluate the effectiveness of our

proposed approach. We extracted realistic hybrid workload pat-

terns, such as RPS for OLTP and OLAP query request rates, from

GaussDB logs, and performed data anonymization before conduct-

ing the experiment to ensure privacy protection. Both OLTP and

OLAP workloads exhibit tidal-like patterns, with fluctuations be-

tween day and night, which allowed us to adjust memory allocation

between the two components accordingly.

For the OLTP tests in HyBench and CH-benCHmark, we used

the original benchmark queries. The OLAP queries were generated

from query templates, consisting of both the original benchmark

templates and our synthetic templates, with a 22:78 ratio for CH-

benCHmark and 13:87 for HyBench. Random queries were uni-

formly generated from these templates and continuously fed to the

database for processing.
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Metric GaussDB Static-7:1 Static-4:4 Static-1:7 STMM 𝑇 2

Mrow (G) 80.00 70.00 40.00 10.00 40.07 22.73

M
col

(G) 0.00 10.00 40.00 70.00 39.93 57.27

Hit Ratio (%) 98.22 98.32 97.68 91.38 97.67 95.33

I/O Impr (%) 0.00 14.20 35.22 77.35 35.34 72.97

Table 3: Memory Footprint of experiments on HyBench

M
total

5G 15G 30G 60G

STMM

M
col

2.55 7.53 15.01 29.95

FR 0.59 0.70 0.98 1.00

Impr 15.98% 20.08% 18.18% 36.78%

𝑇 2
-static

M
col

0.02 0.11 9.12 32.06

FR 0.85 0.93 1.00 1.00

Impr 1.13% 1.64% 16.49% 39.33%

𝑇 2
-dynamic

FR 0.86 0.95 1.00 1.00

Impr 7.78% 11.89% 22.54% 53.69%

Table 4: Evaluation with VaryingMtotal(HyBench)

Table 2 presents the results of a day-long simulation, combining

various memory allocation methods with different column selec-

tion strategies. The horizontal axis represents memory allocation

techniques, and the vertical axis lists column selection methods.

For both 𝑇 2
-static and 𝑇 2

-dynamic, when combined with different

column selection methods, the column selection algorithm replaces

the column selection solver in the Bayesian optimization process.

Once the memory allocation is determined, the selected column

method is also used to choose the columns. The table records the FR

and Impr metrics to evaluate performance for both OLTP and OLAP

workloads. The results show that all approaches achieve improve-

ments over the original GaussDB, as indicated by the positive Impr

values. However, when the memory allocation ratio is set to 1:7, the

methods fail to meet the OLTP SLA (with 𝐹𝑅 < 1), highlighting the

importance of choosing appropriate memory allocation strategies

to ensure OLTP requirements are met. By comparing different mem-

ory allocation methods with the same column selection strategy,

the 𝑇 2
-static method outperforms all other static approaches, and

𝑇 2
-dynamic further amplifies the advantages of the𝑇 2

approach in

both the HyBench and CH-benCHmark scenarios. In the column

selection method comparison, the optimal version, 𝑇 2
-CS, and its

approximate version,𝑇 2
-CS-Approx, outperform all other methods.

Table 3 presents the memory allocation and key performance

metrics on HyBench. Both STMM and 𝑇 2
support fine-grained

memory control, which is critical. Because small differences in

column-store allocation can determine column loading feasibility

and affect many queries. The table also includes cache hit rates

and I/O improvement metrics, which reflect OLAP query I/O sav-

ings. As expected, the hit ratio correlates with Mrow, while the

improvement in I/O increases withM
col

.

Figure 8 illustrates the behavior of OLTP and OLAP workloads

during the experiment. The bars represent TPS, while the line graph

shows the total query latency for OLAP queries in each interval.

Different background colors distinguish between the nighttime and

daytime workloads. Notably, by dynamically adjusting the memory

configuration, we can significantly accelerate OLAP workloads

during the night, when there are fewer OLTP requests, allowing

more memory to be allocated to the column store. During the day,

most of the memory is allocated to the OLTP module, and while the

Workload HAMCS IPNC GACC 𝑇 2
-CS-Approx 𝑇 2

-CS

HyBench 102.35 155.75 103.21 168.4 230.18

CH-benCHmark 81.13 137.36 104.68 143.15 193.82

Table 5: Execution Time (s) Comparison of DifferentMethods
with 𝑇 2-dynamic Memory Allocation Strategy

Model Log Reg. RF SVR MLP GBT
Training(ms) 47.67 674.64 13.31 1223.75 245.13

Inference(ms) 0.01 0.27 0.10 0.04 0.04

MAE(TPS) 1276.87 563.04 1889.10 2008.90 556.16
MARE 13.72% 5.34% 23.38% 19.33% 5.23%

Table 6: Comparing Algorithms for TPS Prediction

dynamic strategy still outperforms the static approach, the margin

of improvement is smaller.

We evaluate the performance of 𝑇 2
under reduced M

total
, as

shown in Table 4. When memory is tight, the model prioritizes

OLTP throughput, allocating most memory to the row store and

maintaining high FR. Compared to STMM,𝑇 2
achieves higher FR in

low-memory settings, demonstrating its OLTP-aware optimization.

Table 5 presents the running times of different column selection

methods combined with 𝑇 2
-dynamic. While 𝑇 2

-CS-Approx and

𝑇 2
-CS are not the most efficient methods, they are still sufficiently

fast for practical use, as the algorithm can determine memory man-

agement actions for the upcoming 24 hours.

5.3 Evaluation of Different Components
5.3.1 Effect of Performance Estimator. We compare GBT [17] with

several regression models, including Logarithmic Regression [46],

Random Forest (RF) [4], Support Vector Regression (SVR) [13], and

Multi-layer Perceptron (MLP) [37]. All models are trained on the

same dataset with identical features. The evaluation metrics are

Mean Absolute Error (MAE) and Mean Absolute Relative Error

(MARE). As shown in Table 6, tree-based models (RF and GBT)

outperform others in accuracy. GBT achieves the lowest MAE and

MARE, along with fast training and inference time, making it suit-

able for real-time use. This evaluation is conducted under a stable

runtime environment, as assumed by our system design. We refer

readers to our technical report for detailed robustness experiments

under disturbed conditions.

5.3.2 Effect of Dynamic Algorithm. In this experiment, we validate

the importance of Algorithm 1. As shown in Figure 9, we compare

our dynamic reallocation approach with the static approach, as

well as with approaches that trigger reallocation every 1, 6, and 12

intervals (each representing 24 minutes). Following the experiment

setting in Section 5.2, we test the average query processing time

and column loading time for each interval. The percentages in the

figure represent the percentage reduction in total time relative to

the static algorithm. Static or infrequently updated methods reduce

I/O for column loading but can’t adapt to changing query patterns,

leading to suboptimal OLAP performance. Conversely, frequent ad-

justments incur high I/O overhead. Our dynamic approach balances

these extremes, optimizing both performance and I/O costs.

5.3.3 Effect of Column Selection. In this experiment, we evaluate

the performance of our proposed column selection algorithm. As
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Figure 9: Effect of Reallocation Trigger Algorithm

Method

Hybench CH-benCHmark

Max loss Max Time Max loss Max Time

HAMCS -41.29% 0.003s -25.99% 0.00s

IPNC -8.42% 0.08s -19.49% 0.17s

GACC -7.62% 18.17s -7.17% 8.69s

𝑇 2
-CS-Approx -2.55% 10.10s -3.49% 9.06s

𝑇 2
-CS - 45.58s - 65.93s

Table 7: Degradation and Execution Time Analysis of Differ-
ent Column Selection Algorithms

shown in Table 7, since 𝑇 2
provides the optimal solution, we use it

as the baseline for comparison. "Max loss" denotes the largest reduc-

tion in time savings relative to the optimal method 𝑇 2
, measured

as a percentage of the query time on row store. "Max time" indi-

cates the maximum execution time under different memory sizes

for M
col

. Although some competing methods occasionally achieve

performance similar to that of𝑇 2
, they are prone to getting trapped

in local optima, leading to a higher max loss. To ensure a more

controllable execution time for solving the integer programming

formulation in our column selection, we propose 𝑇 2
-CS-Approx.

As the results show, 𝑇 2
-CS-Approx delivers the least performance

degradation while maintaining a controlled execution time.

5.3.4 Effect of Memory Competition. To evaluate the impact of

memory competition between row and column buffers, we com-

pared 𝑇 2
with fixed memory allocation ratios under varying RPS

loads of 9,000 and 13,000. The tested ratios were 1 : 7, 3 : 5, 5 : 3, and

7 : 1, representing different memory distributions between the row

and column buffers. The total memory available was set to 40GB

and 80GB. Performance was measured by the average execution

time of OLAP workloads and the Fulfillment Ratio (FR), with OLAP

queries as described in Section 5.2. As shown in Figure 10, when

RPS reaches 9,000 or 13,000 and Mrow is insufficient, the FR drops

below 1, potentially violating SLA requirements. Under these high-

load conditions, 𝑇 2
optimally adjusts memory allocation ratios to

meet OLTP requirements while minimizing OLAP execution times,

for both M
total

= 40GB and 80GB.

Figure 10: Comparative Analysis of 𝑇 2 Versus Fixed Ratio
Memory Allocation (HyBench)

6 RELATEDWORK
HTAP Architectures. HTAP systems can be categorized based

on their storage architectures [41]. Row-native systems, such as

SQL Server, Oracle, and PolarDB-IMCI [27, 29, 48], primarily store

data in a row format, supplemented by a secondary in-memory

column store. Column-native systems, like SAP HANA and Mem-

SQL [10, 40], store data in columns with in-memory delta stores

for updates. Row-native architectures, including GaussDB-HTAP,

prioritize OLTP workloads but face challenges related to column

selection and memory allocation when adapting to OLAP queries.

This paper emphasizes the need for adaptive memory management

in such systems to improve OLAP handling and overall perfor-

mance. Although different HTAP systems have design differences,

𝑇 2
can be ported across them with minor modifications.

Column Selection and Index Recommendation. Systems

like SQL Server, Oracle, and PolarDB-IMCI [27, 29, 48] construct

in-memory column stores for HTAP applications. Oracle Dual [33]

dynamically manages columnar data based on access frequency,

keeping frequently accessed columns and evicting less-used ones.

Approaches like [3] treat column selection as a knapsack problem,

but neglect the interdependencies between columns. Similarly, re-

search on index recommendation shares common ground with our

scenario. Some studies frame the problem as a knapsack problem

[7, 12], but unlike column selection, it lacks the ’all-or-none’ feature.

Learning-based methods [25, 28, 34, 50] are often costly to train

and challenging to transfer across different datasets.

Automatic Database Tuning. Automatic database tuning has

been extensively studied in previous works, such as tuning systems

[2, 6, 45], index advisor [8, 24, 38], and automatic view advisor

[1, 5, 20]. However, there is no previous work on HTAP system

tuning, particularly with regard to memory allocation between

columnar and row-based storage. Our work fills this critical gap by

introducing the first automated tool for optimizing HTAP systems.

7 CONCLUSION
In this paper, we introduce𝑇 2

, an adaptivememorymanagement ap-

proach that better aligns with user-side requirements in HTAP sys-

tems, prioritizing OLTP queries while optimizing OLAP queries.𝑇 2

adjusts memory allocation between OLTP and OLAP to efficiently

balance two workloads, featuring a column selection strategy and a

data synchronization module. The column selection strategy identi-

fies the most valuable columns for OLAP queries to be maintained

in the in-memory column store, while the synchronization module

optimizes the timing for merging updated data from the OLTP sys-

tem with the in-memory column store. By dynamically allocating

memory, optimizing column selection, and synchronizing data, 𝑇 2

ensures OLTP SLA compliance while enhancing OLAP performance.

Our experiments show that 𝑇 2
outperforms both traditional OLTP

systems and static memory allocation methods, demonstrating its

effectiveness in real-world HTAP scenarios.
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