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ABSTRACT

GraphRAG integrates (knowledge) graphs with large language mod-

els (LLMs) to improve reasoning accuracy and contextual relevance.

Despite its promising applications and strong relevance to multi-

ple research communities, such as databases and natural language

processing, GraphRAG currently lacks modular workflow analysis,

systematic solution frameworks, and insightful empirical studies.

To bridge these gaps, we propose LEGO-GraphRAG, a modu-

lar framework that enables: 1) fine-grained decomposition of the

GraphRAG workflow, 2) systematic classification of existing tech-

niques and implemented GraphRAG instances, and 3) creation

of new GraphRAG instances. Our framework facilitates compre-

hensive empirical studies of GraphRAG on large-scale real-world

graphs and diverse query sets, revealing insights into balancing

reasoning quality, runtime efficiency, and token or GPU cost, that

are essential for building advanced GraphRAG systems.
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1 INTRODUCTION

Recent advancements in large language models (LLMs) have high-

lighted their strengths in semantic understanding and contextual

reasoning, enabled by extensive pre-training on vast corpora. De-

spite these strengths, LLMs often struggle with domain-specific
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queries and complex contexts, frequently generating “hallucina-

tions”, in which outputs appear credible but lack factual accu-

racy. Retrieval-augmented generation (RAG) addresses these limi-

tations by integrating external knowledge to enhance factual accu-

racy and contextual relevance. Early RAG implementations, how-

ever, often relied on document retrieval methods that introduced

noise and excessive context [26, 55, 60, 122]. This limitation has

led to a growing focus on graph-based RAG systems, known as

GraphRAG [22, 27, 42, 61].

In GraphRAG, conventional document retrieval is replaced by

graph-based retrieval, leveraging the structured and relational na-

ture of graphs to extract query-specific reasoning paths that provide

more precise and contextually relevant support for LLM reasoning.

Typically, the GraphRAG workflow consists of two primary phases:

• Retrieval: This phase retrieves knowledge from graphs by iden-

tifying reasoning paths relevant to the query.

• Augmented generation: The retrieved reasoning paths are

used to augment the LLMprompt, enhancing its ability in reason-

ing and generating accurate and contextually relevant outputs.

Existing GraphRAG studies [22, 45, 50, 65, 71, 72, 74, 98] have

demonstrated the potential of integrating graph data management

techniques with GraphRAG. However, despite their promise, these

studies are still in their early stages and face two significant chal-

lenges. First, they lack foundational support in addressing the scala-

bility of graph algorithms, which is crucial for managing large-scale

graphs and reducing query latency in real-world applications. Sec-

ond, there is a knowledge gap regarding the impact of semantic

information on graphs on the performance of GraphRAG. Specifi-

cally, it is unclear which strategies are most effective for leveraging

semantic information from both the query and the graph, and which

type of semantic model is best suited for different query scenarios.

Resolving these uncertainties is essential to improving the quality,

efficiency, and cost of GraphRAG across various query scenarios.

OurMotivation. Building on the strengths of database research,

we aim to address key challenges in GraphRAG and lay the ground-

work for future advancements. While efforts like Modular RAG [28]

have modularized general RAG, they fall short of addressing the

GraphRAG’s workflows and needs. We identify three critical gaps:

• Need for a Unified Framework for Categorizing and An-

alyzing GraphRAG Solutions. GraphRAG solutions consist

of diverse technologies, including algorithmic approaches (e.g.,

random walk, PageRank) and neural network-based methods
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(e.g., end-to-end and LLM models), each playing a distinct role

in their functionality. The lack of a unified categorization for

systematically analyzing these techniques—despite prior efforts

such as Modular RAG [28] and other surveys [24, 35, 86, 126] on

LLMs with graphs—hinders effective research summarization

and the identification of promising candidates for further study.

• Need for Modular Retrieval in GraphRAG. Current imple-

mentations of GraphRAG often treat the retrieval phase as a

single, monolithic process, making it difficult to isolate, analyze,

and optimize individual components. A modular approach is

desirable to facilitate the development of more efficient and effec-

tive retrieval mechanisms. Moreover, while Modular RAG [28]

modularizes general RAG workflows, it neither dissects the core

retrieval process of GraphRAG nor clarifies its distinction from

general RAG.

• Absence of a GraphRAG Testbed for New Instance Design

and Evaluation. Optimizing GraphRAG performance requires

navigating a complex trade-off between runtime efficiency and

reasoning accuracy, influenced by various design factors. A

GraphRAG testbed is needed to generate diverse implementa-

tion instances, allowing users to evaluate, compare, and apply

different approaches while providing clear guidelines and trade-

offs for constructing optimal GraphRAG instances tailored to

specific scenarios. However, Modular RAG [28] and related sur-

veys [24, 35, 86, 126] focus on conceptual overviews and lack

implementation or evaluation support for GraphRAG.

Our Contributions.We presents the first empirical study on

GraphRAG and introduces LEGO-GraphRAG, a unified and modular

framework that provides insights to guide future research through

contributions in both framework design and empirical analysis.

For Framework Design:

• We propose LEGO-GraphRAG, a modular framework dividing

the retrieval phase into two flexiblemodules: subgraph-extraction
and path-retrieval, and classifies the techniques into structure-
based and semantic-augmented methods for each module.

• LEGO-GraphRAG’s modular framework, with categorized tech-

niques, supports implementing all existing GraphRAG instances

while enabling the creation of new ones, promoting both stan-

dardization and innovation.

• We identify essential design factors, including reasoning quality,

efficiency, and cost, providing a structured trade-off analysis to

guide the development of GraphRAG instances.

For Empirical Research:

• We study a comprehensive set of GraphRAG instances, including

7 existing implementations and 16 new instances generated by

LEGO-GraphRAG. These instances were extensively evaluated

on large-scale real graphs (i.e., Freebase) and 5 commonly used

GraphRAG query sets, covering various query scenarios.

• We suggest several modular configurations and a number of im-

provements to existing implementations for improved reasoning

quality and balancing efficiency and cost.

1.1 Related Works

1.1.1 RAG and GraphRAG. Early text-based RAG systems rely

on basic retrieval techniques, such as text chunking and cosine

similarity for ranking [60], which are prone to retrieving noisy

and irrelevant information, leading to lower-quality results [26].

To address this, recent works have introduced both pre- and post-

retrieval improvements. Pre-retrieval methods [128] enhance the

input query, while post-retrieval techniques [21, 124] refine the

ranking and filtering of retrieved results. Toolkits like LlamaIndex

and LangChain [10, 66] offer modular control over these stages, im-

proving overall retrieval precision and system interpretability [26].

However, refining the retrieval stage to reliably suppress irrelevant

content remains a key challenge [22].

GraphRAG has recently emerged as a promising direction by

representing knowledge in graph form, enabling more structured re-

trieval, multi-hop reasoningwith better interpretability [22, 34, 123].

Compared to unstructured text retrieval, graph-based retrieval of-

fers reduced noise, better coverage of entity relations, and lowered

token overhead during inference [22, 75, 93, 101].
1
Existing in-

stances (or implementations) in GraphRAG have drawn heavily

from knowledge-base question answering (KBQA) techniques, uti-

lizing both information retrieval methods [78, 92] and semantic

parsing models [14, 59] to identify relevant subgraphs or reasoning

paths. Microsoft GraphRAG [22] was an early effort exploring the

advantages of graph-based over text-based retrieval, focusing on

graph construction from text and precomputation. GCR [72] com-

bines LLMs and beam search to refine reasoning paths, improving

retrieval alignment with queries. RoG [71] and GSR [45] employ

Personalized PageRank (PPR) to retrieve query-specific subgraphs,

while KELP [65] refines reasoning paths using fine-tuned models

like BERT [20]. These studies highlight the diverse graph-based and

neural network-based techniques employed in GraphRAG, show-

casing the extensive potential of graphs in enhancing the reasoning

quality of LLMs.

1.1.2 LLMs with (Knowledge) Graphs. GraphRAG aligns with the

broader research to integrate LLMs with structured knowledge,

such as KGs. Surveys [56, 84] outline three paradigms: KG-enhanced

LLMs, LLM-augmented KGs, and their joint integration. More-

over, [41] reviews knowledge-enhanced pre-trained language mod-

els (e.g., LLMs) for language understanding and generation, and

[52] examines LLMs as interfaces for data pipelines, highlighting

their integration with KGs in AI systems. Our work fits within the

KG-enhanced LLMs paradigm and aims to contribute a modular

GraphRAG framework to support systematic design and evaluation

of reasoning-augmented LLMs with graphs.

2 PRELIMINARIES

2.1 Problem Formalization

GraphRAG is designed to integrate structured knowledge into the

reasoning process of LLMs, enhancing their ability to generate con-

tent that is both accurate and contextually relevant. In GraphRAG,

knowledge is typically represented in the form of Text-Attributed

Graphs (TAGs), where both nodes and edges are enriched with

textual information, with knowledge graphs serving as a typical ex-

ample. For clarity and without loss of generality, the graphs referred

to in this paper will follow the structure outlined in Definition 1.

1
A detailed comparison between GraphRAG and text-based RAG is provided in our

technical report B.10.
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Definition 1 (Graph in GraphRAG). In GraphRAG, a graph
is defined as a directed labeled graph 𝐺 = (𝑉 , 𝐸), where 𝑉 represents
the set of nodes (entities), and 𝐸 denotes the set of directed edges that
signify relations between those entities. Each node 𝑣 ∈ 𝑉 and each
edge 𝑒 ∈ 𝐸 carry semantic information. Specifically, nodes represent
entities with associated semantic attributes (e.g., descriptions), while
edges represent relations with semantic contexts (e.g., relation types).

Formally, the graph in GraphRAG is represented as a collection
of triples: 𝐺 = {𝜏𝑖 = (𝑠𝑖 , 𝑟𝑖 , 𝑡𝑖 ) | 𝑠𝑖 , 𝑡𝑖 ∈ 𝑉 , 𝑟𝑖 ∈ 𝐸} , where each 𝜏𝑖 =
(𝑠𝑖 , 𝑟𝑖 , 𝑡𝑖 ) is a triple representing that the source entity 𝑠𝑖 is connected
to the target entity 𝑡𝑖 by the relation 𝑟𝑖 , encapsulating structured,
domain-specific knowledge. While a single triple 𝜏𝑖 is a basic unit of
knowledge, a sequence of connected triples forms reasoning paths that
support more advanced inferences.

In practice, graphs are built from domain knowledge or text (e.g.,

Microsoft GraphRAG [22] with auxiliary summaries; see Defini-

tion 2). As text-to-graph construction is well-studied [11, 22, 32,

33, 64] and not central to our framework, we treat it as optional

but include a GraphRAG instance with textual information in our

analysis (Section 4.2 e).

Definition 2 (Graph Construction (Optional)). In GraphRAG,
graph construction is an optional step that builds a text-attributed
graph from large-scale text, and may also precompute subgraphs and
summaries to enhance GraphRAG. Specifically:
• Construction: Identify entities and relations from text and repre-

sent them as nodes and edges in the graph.
• Precomputation (Optional): Compute subgraphs and relevant

textual summaries from the constructed graph, such as via graph
clustering or community detection.

With text-attributed auxiliary graphs, GraphRAG operates in

two main phases: retrieval and augmented generation phases. Dur-

ing the retrieval phase (Definition 3), the system extracts relevant

entities and reasoning paths from the graph, aligning them with the

query context. In the augmented generation phase (Definition 4),

these retrieved reasoning paths are incorporated to enhance LLM’s

content generation capabilities.

Definition 3 (Retrieval Phase). This phase starts by process-
ing the query 𝑞 to extract relevant entities and relations that cor-
respond to nodes and edges in the graph 𝐺 : Extract(𝑞,𝐺) → 𝜖𝑞 =

({𝑣 (𝑞)
𝑖

}, {𝑒 (𝑞)
𝑖

}), where 𝜖𝑞 is the set of entities and relations extracted.2

Using the extracted entities {𝑣 (𝑞)
𝑖

} and relations {𝑒 (𝑞)
𝑖

} in 𝜖𝑞 , a
variety of methods (e.g., search algorithms, neural network-based re-
trieval/rankingmodels) are applied to retrieve reasoning pathsP𝑞 that
connect 𝜖𝑞 to potential target answers, potentially spanning multiple
hops. The retrieval process is thus formalized by: Retrieve(𝜖𝑞,𝐺) →
P𝑞 = {𝑃 (𝑞)

𝑖
} where each reasoning path 𝑃 (𝑞)

𝑖
∈ P𝑞 of length 𝑘 is

represented as a sequence of triples ⟨𝜏1, 𝜏2, . . . , 𝜏𝑘 ⟩:

𝑃
(𝑞)
𝑖

= ⟨𝜏1, 𝜏2, . . . , 𝜏𝑘 ⟩ = ⟨(𝑠1, 𝑟1, 𝑡1), (𝑡1, 𝑟2, 𝑡2), . . . , (𝑡𝑘−1, 𝑟𝑘 , 𝑡𝑘 )⟩
2
Extracting entities/relations from the semantic context of 𝑞 has been well-studied [38,

50, 92] and is beyond the scope of this paper. Following prior works on reasoning

tasks in graphs [4, 16, 79, 92, 119], queries are typically categorized by the minimum

number of reasoning hops required to reach the answer from the query entities or

relations (e.g., one-hop queries or multi-hop queries). In addition, queries can also be

categorized by the number of answers and the number of query entities involved.

Graph
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Figure 1: The GraphRAGWorkflow

Definition 4 (Augmented Generation Phase). In this phase,
the retrieved reasoning paths P𝑞 are merged with the original query
𝑞, forming an augmented prompt 𝑞′: Augment(𝑞,P𝑞) → 𝑞′. This
augmented prompt is then input to the LLMs, enhancing their ability
to generate more accurate and contextually relevant content for the
final answer: Generate(𝑞′, LLM) → final answer.

Figure 1 illustrates the GraphRAG workflow, where retrieval

forms the foundation by supplying key reasoning paths for LLM

augmentation and generation. As these stages hinge on retrieval

quality and LLM strength, this work focuses on analyzing the mod-

ular design and solution space of the retrieval phase.

3 LEGO-GRAPHRAG FRAMEWORK

3.1 Overview

Table 1 outlines the design framework of LEGO-GraphRAG, struc-

tured along two key dimensions: modules and method types.

Specifically, the core retrieval phase is divided into two modules:

the subgraph-extractionmodule and the path-retrieval module. Each

module incorporates two solution types: structure-based methods

and semantic-augmented methods. Accordingly, GraphRAG instan

ces within the LEGO-GraphRAG framework are classified into five

distinct groups based on the combinations of modules and solution

types used. Table 2 provides a detailed breakdown of these groups,

encompassing both existing methods and new instances developed

in our empirical study. In general, the LEGO-GraphRAG framework

is materialized by two key considerations.

• Natural Segmentation of the GraphRAG Process. The rea-

soning path retrieval process is naturally segmented into two

phases: a) extracting a query-relevant subgraph to scale down

the search space; and b) meticulously retrieving reasoning paths

from the extracted subgraph.

• Facilitation of GraphRAG Research Analysis. The frame-

work enables a comprehensive analysis of recent GraphRAG

advancements, which predominantly focus on enhancing one or

both modules, as summarized in Table 2.

3.1.1 Subgraph-Extraction vs. Path-Retrieval Modules. The
subgraph-extraction (SE) module aims to enhance the effective-

ness and efficiency of reasoning path retrieval by reducing the

search space from the full graph to a smaller set of query-relevant

subgraphs. The path-retrieve (PR) module then operates on these

subgraphs to retrieve reasoning paths using specific methods. Based

on the retrieval phase of GraphRAG formalized in Definition 3, the

two modules are formalized as follows.
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Definition 5 (Subgraph-Extraction (SE)). Given a query
𝑞, a graph 𝐺 = (𝑉 , 𝐸), and a set of entities and relations 𝜖𝑞 derived
from specified query 𝑞, the SE module aims to extract a query-specific
subgraph 𝑔𝑞 ⊆ 𝐺 , defined as: 𝑆𝐸 (𝐺,𝑞, 𝜖𝑞) → 𝑔𝑞 .

Definition 6 (Path-Retrieval (PR)). Given an extracted
subgraph𝑔𝑞 ⊆ 𝐺 and the entity and relation set 𝜖𝑞 derived from query

𝑞, the process of this module obtains a reasoning path set P𝑞 = {𝑃 (𝑞)
𝑖

}
with the following process: 𝑃𝑅(𝐺 or 𝑔𝑞, 𝑞, 𝜖𝑞) → P𝑞 = {𝑃 (𝑞)

𝑖
}.

Of the two modules, the path-retrieval module is essential for

any GraphRAG instance, while the subgraph-extraction module is

optional. The optionality of the subgraph-extraction module de-

pends largely on the graph size, primarily due to computational ef-

ficiency. For smaller graphs, where the node and edge space remain

manageable, direct retrieval of reasoning paths is feasible, making

the subgraph-extraction module optional. However, for large-scale

graphs, the exponential growth in the number of nodes, edges, and

paths significantly complicates the retrieval [23, 53, 54, 67]. The

subgraph-extraction module addresses this by extracting a query-

relevant subgraph, reducing the retrieval space and improving com-

putational efficiency and relevance. After passing through these

modules, the refined reasoning paths enhance the reasoning abili-

ties of LLMs during the generation phase, as detailed in Definition 4.

3.1.2 Structure-based vs. Semantic-augmented Methods. For

each module, systematically classifying and summarizing potential

solutions is important, as it enables the identification of potential

strategies and provides a deeper understanding of existing imple-

mentations. At their core, the workflows of the subgraph-extraction
and path-retrieval modules share potential similarities, as both in-

volve retrieving a small-scale but query-relevant subset from the

graph. Accordingly, the design solutions for these modules can be

interwoven and further categorized into two complementary cate-

gories: structure-based methods, focusing on the graph’s topological

properties, and semantic-augmented methods, utilizing the semantic

information of both the graph and the query, as detailed in Table 1.

Structure-basedmethods (SBE and SBR) use graph algorithms [25,

57, 69, 99, 113, 118] to iteratively explore nodes (entities) and edges

(relations), constructing subgraphs or reasoning paths. Semantic-

augmented methods (SAE, OSAR, and ISAR) exploit the semantic

relevance between the query and the nodes, edges, and triples of

graphs, using two types of semantic models: end-to-end models

(EEMs) [88, 89, 104] and large language models (LLMs) [8, 98, 127].

The two types of models are applied differently. SAE/OSAR meth-

ods refine candidate subgraphs/paths for better semantic alignment.

ISAR methods incorporate semantic evaluation directly into the

path-retrieval process, using EEMs/LLMs to interactively identify

relevant reasoning paths. In the sequel, we investigate the design

solutions of the two modules, subgraph-extraction (Section 3.2) and

path-retrieval (Section 3.3), with the aforementioned two types of

methods, structure-based and semantic-augmented methods.

3.2 Design Solutions of Subgraph-Extraction

The design solution of the subgraph-extractionmodule is comprised

of structure-based extraction (SBE in Section 3.2.1) and semantic-
based extraction (SAE in Section 3.2.2).

3.2.1 Structure-Based Extraction (SBE). These solutions ex-

ploit the structural information of a graph𝐺 = (𝑉 , 𝐸), starting with

the query-relevant entities {𝑣 (𝑞)
𝑖

} ∈ 𝜖𝑞 ,3 to identify correspond-

ing nodes (entities) and edges (relations) that are pertinent to the

query 𝑞. This process constructs smaller subgraphs centered around

each 𝑣
(𝑞)
𝑖

, which are then aggregated to produce the query-related

subgraph 𝑔𝑞 . Formally, the procedure is defined as:

𝑆𝐸 (𝐺,𝑞, 𝜖𝑞) → 𝑔𝑞 =
⋃︂

𝑣
(𝑞)
𝑖

∈𝜖𝑞
𝑔(𝑞,𝑣 (𝑞)

𝑖
)

Here, 𝑔𝑞 represents the union of the subgraphs 𝑔(𝑞,𝑣 (𝑞)
𝑖

) , each fo-

cusing on an entity 𝑣
(𝑞)
𝑖

in 𝜖𝑞 . For each query entity, three extraction

strategies can be applied: random walk-based, neighborhood-based,
and structural importance-based strategies.

a) Random Walk-based. The random walk (RW) algorithm [87,

116] and its variants [25, 83, 85, 94, 95] enumerate all entities in 𝜖𝑞 ,

and, for each entity 𝑣
(𝑞)
𝑖

, iteratively expand a subgraph by randomly

selecting edges and nodes at each step. This simple yet effective

strategy gradually constructs a subgraph of the desired size, making

it a commonly used baseline method [38, 45, 71, 72].

b) Neighborhood-based. This strategy aims to capture the local

structure around an entity 𝑣
(𝑞)
𝑖

∈ 𝜖𝑞 by expanding its neighborhood.
The most representative method is K-hop subgraph-extraction (KSE)
[38], where the subgraph is constructed by including all nodes 𝑣 𝑗

and edges 𝑒𝑖 𝑗 such that the shortest path distance 𝑑 (𝑣 (𝑞)
𝑖

, 𝑣 𝑗 ) ≤ 𝐾 .

This approach ensures that the subgraph captures the immediate

relational context surrounding the query entity, progressively in-

cluding nodes and edges within the specified radius (i.e., 𝐾-hops).

c) Structural Importance-based. These methods [37, 82, 118] iden-

tify nodes based on their structural importance relative to an entity

𝑣
(𝑞)
𝑖

. Nodes are ranked by importance scores, and a subset of high-

ranking 𝑁𝑝𝑝𝑟 nodes, along with their directly connected edges, are

selected to form the subgraph. Prominent methods, such as PageR-
ank [82] and Personalized PageRank (PPR) [37], compute a relevance

score for each node based on topological position, link density and

centrality. Specifically, PageRank assigns an importance score 𝑆 (𝑣 𝑗 )
to each node 𝑣 𝑗 , which is iteratively updated based on both its lo-

cal connectivity and the scores of its neighboring nodes, thereby

capturing its global significance. Personalized PageRank (PPR) en-

hances this process by “personalizing” the distribution towards the

query entity 𝑣
(𝑞)
𝑖

, ensuring that nodes closer to 𝑣
(𝑞)
𝑖

receive higher

scores. While PPR is a widely adopted approach for SBE solutions,

its computational cost scales with the size of the graph, present-

ing a considerable bottleneck for real-time GraphRAG pipelines.

Section 4.3 discusses this efficiency challenge in detail.

3.2.2 Semantic-Augmented Extraction (SAE). Semantic mod-

els play a key role in facilitating subgraph-extraction by assessing

the semantic relevance of graph components. These models fall

into two main categories: End-to-End Models (EEMs) and Large

Language Models (LLMs).

a) End-to-End Models (EEMs). EEMs process the text associated

with graph components (i.e., nodes, edges, triples) and queries to

compute semantic relevance. They either output statistical proper-

ties and embeddings for relevance calculation or directly provide

relevance scores. Formally, for nodes, edges, or triples 𝑣, 𝑒, or 𝜏 ∈ 𝐺

3
While subgraphs can be built from relationship 𝑒

(𝑞)
𝑖

∈ 𝜖𝑞 , practical methods predom-

inantly use entities (nodes) as the basis for subgraph construction [45, 65, 70, 72, 98].

3272



Table 1: Design Solutions of LEGO-GraphRAG Framework: The framework comprises of four groups of instances: (I) SBE & SBR; (II) SBE & I/OSAR;
(III) SAE & SBR; (IV) SAE & I/OSAR. When the subgraph-extraction module is optional, an additional group, (V) SBR or I/OSAR, is included.

Module I: Subgraph-Extraction Module II: Path-Retrieval

S
o
l
u
t
i
o
n

I
:

S
t
r
u
c
t
u
r
e
-
b
a
s
e
d

M
e
t
h
o
d
s

S
o
l
u
t
i
o
n

I
I
:

S
e
m
a
n
t
i
c
-
A
u
g
m
e
n
t
e
d

M
e
t
h
o
d
s

◦ Structure-Based Extraction (SBE)

-Random Walk-based: Random Walk (RW)

-Neighborhood-based: K-hop Subgraph-Extraction (KSE)

-Structural Importance-based: Personalized PageRank (PPR)

◦ Structure-Based Retrieval (SBR)

-Enumerated Path-Retrieval (EPR)

-Shortest Path-Retrieval (SPR)

◦ Semantic-Augmented Extraction (SAE)

-with End-to-End Models (EEMs)

-with Large Language Models (LLMs)

◦ One-way Semantic-Augmented Retrieval (OSAR)

-with End-to-End Models (EEMs)

-with Large Language Models (LLMs)

◦ Interactive Semantic-Augmented Retrieval (ISAR)

-with End-to-End Models (EEMs)

-with Large Language Models (LLMs)

Table 2: Five Groups of Instances under the LEGO-GraphRAG Framework

Group Subgraph-Extraction Path-Retrieval Implemented Instances

Structure-based Methods on Both

Modules (Group (I): SBE & SBR) SBE (-RW/KSE/PPR) SBR (-EPR/SPR) Our Instance: No.1

Semantic-Augmented Methods

on Both Modules

(Group (II): SAE & I/OSAR)

SAE (-EEMs/LLMs) OSAR (-EEMs/LLMs) Our Instances: No.2, 3, 4, 5

SAE (-EEMs/LLMs) ISAR (-EEMs/LLMs)
GCR (arXiv24) [72]

Our Instances: No.6, 7, 8, 9

Semantic-Augmented Methods

on Subgraph-Extraction

(Group (III): SAE & SBR)
SAE (-EEMs/LLMs) SBR (-EPR/SPR)

RoG (ICLR24) [71]

GSR (EMNLP24) [45]

Our Instances: No.10, 11

Semantic-Augmented Methods

on Path-Retrieval

(Group (IV): SBE & I/OSAR)

SBE (-RW/KSE/PPR) OSAR (-EEMs/LLMs) Our Instances: No.12, 13

SBE (-RW/KSE/PPR) ISAR (-EEMs/LLMs)
StructGPT (EMNLP23) [50]

Our Instances: No.14, 15

Without Subgraph-Extraction

Modules

(Group (V): SBR or I/OSAR)

None SBR (-EPR/SPR) -

None OSAR (-EEMs/LLMs) KELP (ACL24) [65]

None ISAR (-EEMs/LLMs) ToG (ICLR24) [98], DoG (arXiv24) [74]

and a query 𝑞, the goal is: EEMs(𝑣 or 𝑒 or 𝜏, 𝑞) → scores. Using

these scores, the most relevant graph components are identified for

subgraph-extraction. EEM can be categorized into two main types:

Statistical Models [73, 90, 91] and Embedding Models/Re-Rankers
[13, 88]. The former relies on statistical computations, while the

latter consists of end-to-end neural network models to produce

embeddings or rank relevance.

⁓⁓⁓
a).1

⁓⁓⁓⁓⁓⁓⁓
Statistical

⁓⁓⁓⁓⁓⁓
Models. Statistical models are foundational in text

analysis and semantic modeling, relying on metrics like term fre-

quency (TF) and inverse document frequency (IDF) [91]. Popular

methods include BM25 [90] for ranking relevance in information

retrieval, Latent Semantic Analysis (LSA) [18] for uncovering latent

semantic structures via dimensionality reduction, and Latent Dirich-
let Allocation (LDA) [5] for topic modeling, which aids semantic

similarity through topic distributions.

For example, BM25 treats textual information attached to graph

components (nodes, edges, or triples) as “documents” within a

corpus (the graph). During precomputation, the text of each graph

component is tokenized, enabling the calculation of TF and IDF.

When a query is issued, its text undergoes tokenization, and BM25

computes a relevance score for each graph component based on

the query terms and their frequency distributions across the graph.

Statistical models are efficient, with low computational costs and

short execution times. They are suitable for simpler semantic tasks

or as baselines in semantic-augmented workflows.

⁓⁓⁓
a).2

⁓⁓⁓⁓⁓⁓⁓⁓
Embedding

⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓
Models/Re-Rankers. Embedding models and re-

rankers use pre-trained neural network (NN) models with smaller

parameter sizes (millions) compared to LLMs (billions). Trained

on large corpora, they generate dense embeddings that encode

rich semantic information [88]. Embedding models (e.g., Sentence-

Transformers [111]) independently generate embeddings for queries

and graph components (nodes, edges, triples). Semantic similarity

is computed using metrics [9, 48] like cosine similarity:

ST(𝑣 or 𝑒 or 𝜏, 𝑞) → cos(emb(𝑣 or 𝑒 or 𝜏), emb(𝑞))
Re-Rankers (e.g., BGE-Reranker [13]) take combined query and

graph components as inputs and output a similarity score, allowing

for deeper contextual interactions:

BGE(𝑣 or 𝑒 or 𝜏, 𝑞) → NeuralNetworks(emb(𝑣 or 𝑒 or 𝜏) ⊕ emb(𝑞))
These models generally require longer execution and pre-training

times compared to statistical models. However, their balance of

efficiency and semantic precision makes them a common choice for

semantic modeling in GraphRAG. Domain-specific fine-tuning can

further enhance these models’ performance [45, 65, 71, 72], though

it comes at an additional cost.

⁓⁓⁓
a).3

⁓⁓⁓
SAE

⁓⁓⁓⁓
with

⁓⁓⁓⁓⁓
EEMs. In the subgraph-extraction module, EEMs

prune nodes, edges, or triples from graph𝐺 based on their semantic

relevance to the query, reducing computational overhead. However,

directly applying EEMs to large graphs is costly. Thus, it is desired

to have a pre-filtering step before applying semantic models, which
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extracts a smaller subgraph 𝑔 ∈ 𝐺 (e.g., via SBE methods-PPR) to

focus on relevant components [45, 65]. Thus, this subgraph pruning

process generally follows three key strategies: node pruning, edge
pruning, and triple pruning.
• Node Pruning (NP): Nodes 𝑣 ∈ 𝑔 are ranked by semantic rele-

vance scores to query 𝑞. Top 𝑁𝑣 nodes are retained, ensuring

connected edges are included: 𝑔(𝑞,𝑣) = {𝑣 | 𝑣 in top 𝑁𝑣} ∪ {𝑒 |
𝑒 connects 𝑔(𝑞,𝑣) }.

• Edge Pruning (EP): Edges 𝑒 ∈ 𝑔 are scored, with top 𝑁𝑒 edges re-

tained. Disconnected nodes are removed:𝑔(𝑞,𝑒 ) = {𝑒 | 𝑒 in top 𝑁𝑒 }
∪ {𝑣 | 𝑣 connected by 𝑔(𝑞,𝑒 ) }.

• Triple Pruning (TP): Top 𝑁𝜏 triples 𝜏 ∈ 𝑔 are selected, form-

ing a minimal subgraph containing these triples: 𝑔(𝑞,𝜏 ) = {𝜏 |
𝜏 in top 𝑁𝜏 }.
Batch processing can be used for EEMs to efficiently compute rel-

evance scores for all graph components in𝑔, streamlining subgraph-

extraction:

𝑆𝐸 (𝐺,𝑞, 𝜖𝑞), 𝐸𝐸𝑀𝑠 → 𝑔𝑞 = 𝑔(𝑞,𝑣/𝑒/𝜏 )

b) Large Language Models (LLMs). LLMs, such as Llama [102, 103,

105] , Qwen [117], and GPT [7, 80], are large pre-trained language

models known for their ability to capture nuanced semantics and

contextual understanding due to extensive training on large-scale

corpora. Unlike EEMs, LLMs provide flexible evaluation of graph

components (nodes, edges, triples) through prompt-based interac-

tions. For instance, to evaluate the node relevance to a query, LLMs

can generate relevance scores or directly a ranked list of entities.

Formally, this process is represented as:

LLMs(𝑣 or 𝑒 or 𝜏, 𝑞, Prompt) → scores or ranked list

In practice, LLM outputs often fall short of prompt requirements

due to output length limits and inherent limitations (e.g., hallucina-

tion [44]). Generated entity lists (from subgraph-extraction module)

or reasoning paths (from path-retrieval module) may be sparse or

low-quality. Mitigation approaches include: prompt tuning [76],

fine-tuning [15] for long-context understanding, or adopting more

capable LLMs. Moreover, we explore some general purpose strate-

gies to address this challenge in Section 5.3.

While fine-tuning LLMs on domain-specific knowledge improves

performance for targeted queries, it is more resource-intensive than

tuning embedding models or re-rankers
4
and may generalize poorly

across scenarios [61]. LLMs also have high inference costs due to

the model size and autoregressive decoding. Hence, we recommend

using them selectively and offer non-LLM alternatives in Section 4.2.

Cost-efficient fine-tuning methods (e.g., LoRA [40], QLoRA [19])

and inference optimizations (e.g., pruning [115], quantization [47],

KV caching [49], parallel decoding [12], and semantic compres-

sion [68]) further reduce overhead.

⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓
b).1 SAE with LLMs.The subgraph extraction process using LLMs

mirrors that of EEMs and can be formalized as follows:

𝑆𝐸 (𝐺,𝑞, 𝜖𝑞), 𝐿𝐿𝑀𝑠, 𝑃𝑟𝑜𝑚𝑝𝑡𝑠 → 𝑔𝑞 = 𝑔(𝑞,𝑣/𝑒/𝜏 )

Even on subgraph 𝑔, LLM-based semantic evaluation remains costly

and faces token constraints, making it hard to process 𝑔 with a

single LLM call. To mitigate this, an additional pre-filtering step is

applied, where candidate components within 𝑔 can be ranked and

4
Details about fine-tuning for both EEMs and LLMs are in the technical report B.1.

pruned via lightweight heuristics (e.g., random selection or EEM-

based similarity selection) before invoking LLMs. Subsequently, the

refined 𝑔 can be passed to LLMs for evaluation within a single call.
5

⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓
b).2 Other Methods with LLMs and Limitations. In certain scenar-

ios, LLMs fine-tuned on domain knowledge can act as agents [70, 71]

to generate extraction rules (e.g., SPARQL queries [1, 43, 70]). For

example, in response to a query, RoG [71] utilizes LLMs fine-tuned

on domain-specific knowledge graphs to identify key relation-

ships between entities, which are then used to construct SPARQL

queries that extract relevant triples, forming the query-relevant

subgraph. The subgraph containing these triples ultimately serves

as the query-relevant subgraph. While LLMs offer direct subgraph-

extraction without pruning, these approaches are limited by high

computational costs, reliance on accurate templates, and reduced

generalizability for diverse queries. Fine-tuning LLMs for domain-

specific tasks further adds to the resource burden, making this ap-

proach less scalable for subgraph-extraction on large-scale graphs.

3.3 Design Solutions of Path-Retrieval

The design solution of the path-retrieval module is comprised of

structure-based retrieval (SBR in Section 3.3.1), one-way semantic-
augmented retrieval (OSAR in Section 3.3.2), and interactive seman-
tic augmented retrieval (ISAR in Section 3.3.3).

3.3.1 Structure-Based Retrieval (SBR). These methods operate

on either the original graph or extracted subgraphs, leveraging

graph algorithms to identify reasoning paths. Starting from the

query-relevant entities, these algorithms iteratively traverse node

connections to generate candidate paths, utilizing techniques such

as Breadth-First Search (BFS), Depth-First Search (DFS), Dijkstra’s

algorithm, and their variants. The procedure is formally defined as:

𝑃𝑅(𝐺 𝑜𝑟 𝑔𝑞, 𝑞, 𝜖𝑞) → P𝑞 =
⋃︂

𝑣
(𝑞)
𝑖

∈𝜖𝑞
P(𝑞,𝑣 (𝑞)

𝑖
)

Here, P𝑞 represents the union of the reasoning path sets P(𝑞,𝑣 (𝑞)
𝑖

) ,

each focusing on an entity 𝑣
(𝑞)
𝑖

in 𝜖𝑞 . Two primary approaches are

applied to extract paths for each query entity: enumerated path-
Retrieval and shortest path-Retrieval.

a) Enumerated Path-Retrieval (EPR). EPR [65] enumerates all pos-

sible paths from an entity 𝑣
(𝑞)
𝑖

∈ 𝜖𝑞 to every reachable node within

the graph or subgraph. It captures diverse reasoning chains, pro-

viding additional context for LLMs, although it may introduce in-

formation that is not related to the query, potentially adding noise

to the reasoning process of the LLMs.

b) Shortest Path-Retrieval (SPR). SPR [36, 92, 97, 112, 121] identi-

fies all shortest paths from an entity 𝑣
(𝑞)
𝑖

∈ 𝜖𝑞 to reachable nodes,

ensuring that the extracted paths are concise and directly relevant

to the query.

3.3.2 One-way Semantic-Augmented Retrieval (OSAR). Sim-

ilar to the SAE methods in the subgraph-extraction module, the

OSAR methods leverage semantic models to evaluate and select the

𝑁𝑝 most relevant paths from a candidate path set P ∈ 𝐺 or 𝑔𝑞 ,
6
to

construct a refined set of reasoning paths P𝑞 that are most relevant

5
Multiple LLM calls can be used to evaluate all graph components in 𝑔, but this incurs

substantial overhead during subgraph-extraction and is typically avoided.

6P is typically obtained from SBR methods, such as EPR or SPR.
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to the query 𝑞. Path semantic relevance can be evaluated using

either EEMs or LLMs, as outlined in Section 3.2.2. Note that when

using LLMs to evaluate and select reasoning paths, it may not be

feasible to input all paths in P in a single call. In such cases, random

selection or EEMs can be used as a preliminary filter to reduce the

number of candidate paths.
7

3.3.3 Interactive Semantic-Augmented Retrieval (ISAR). Un-
like OSAR, which separates path generation and evaluation, ISAR

integrates both within an interactive framework. Using interactive

search algorithms [81, 96, 106] combined with semantic models,

ISAR directs the search process toward semantically relevant graph

regions from the outset. By interactively and dynamically evaluat-

ing and prioritizing path extensions based on their relevance to the

query, ISAR effectively narrows the search space during execution.

For example, in Beam Search,
8
which is widely used inGraphRAG

workflow [16, 98], a fixed number of candidate paths (beams) are

explored iteratively to identify the most relevant reasoning path

for a query entity 𝑣
(𝑞)
𝑖

∈ 𝜖𝑞 . At each step, potential path extensions

are evaluated for semantic relevance using a greedy strategy, and

the top-𝐵 paths are retained. This process continues until a stop-

ping criterion is met, e.g., reaching the maximum path length 𝐿

or exhausting relevant extensions. The final output consists of the

most relevant reasoning paths discovered during the search.

In ISAR, semantic models for evaluating path extensions can be

EEMs, LLMs, or a hybrid of both to combine their strengths. Based

on practical exploration, we propose three hybrid strategies:

• LLMs Refinement (LLMs-R, in ISAR-EEMs): After the ISAR-

EEMs search process, LLMs are used to refine the retrieved paths

by reducing redundancy and improving semantic coherence.

• EEMs Pre-filter (EEMs-PF, in ISAR-LLMs): At each step of

the LLMs-based search, EEMs pre-rank and filter candidate ex-

tensions before passing them to the LLMs, reducing input size

and improving efficiency.

• EEMs Supplement (EEMs-S, in ISAR-LLMs): At each step

of path expansion, if the LLMs generate too few or low-quality

candidates, EEMs are used to supplement the expansion with

top-ranked relevant paths.

Additionally, for small-scale graphs, LLM-agent-based ISARmeth-

ods [74] can generate reasoning paths through single- or multi-turn

interactions, if LLMs are fine-tuned on domain-specific knowledge.

Despite domain-specific effectiveness, this approach suffers from

limited generalizability and efficiency due to its reliance on fine-

tuned LLMs, context length constraints, and poor scalability. Hence,

it is not our focus of the framework.

4 EXPERIMENT

Building upon the LEGO-GraphRAG framework, we develop an

implementation that facilitates the seamless integration of modules

and methods for constructing GraphRAG instances.
9
To assess the

7
Alternatively, multiple LLM calls can be used to process all reasoning paths, improving

quality at the cost of efficiency. This feature is supported in our implementation (see

technical report B.6 and our open-source repository).

8
See the technical report B.8 for detailed algorithm

9
Our implementation is built in Python and integrates libraries such as Transformers

[114], iGraph [17], PyTorch[2], and vLLM [58] to support flexible configuration of

algorithms, models, and reasoning. The semantic models used are publicly available

on the Hugging Face [46].

Table 3: Existing Instances vs. LEGO-GraphRAG Instances

GraphRAG Instances

WebQSP CWQ

Hits@1 Recall Hits@1 Recall

RoG [71] (RoG planning w/ChatGPT) 81.51 71.60 52.68 48.51

LEGO-RoG (RoG planning w/ChatGPT) 82.79 64.41 56.06 49.76

KELP [65] (one-hop w/gpt-4o-mini) 31.06 - 14.16 -

LEGO-KELP (one-hop w/gpt-4o-mini) 77.36 63.99 48.65 43.88

ToG [98] (w/Llama3-8B) 59.76 43.05 36.97 32.69

LEGO-ToG (w/Llama3-8B) 66.44 44.77 40.26 33.63

effectiveness of the LEGO-GraphRAG framework and our imple-

mentation, we create versions of our framework based on the core

ideas of three state-of-the-art instances—RoG [71], KELP [65], and

ToG [98]—and align the experimental setups to ensure a fair com-

parison. As shown in Table 3, the instances implemented within

our framework exhibit performance comparable to their original

counterparts across two datasets. For KELP, our implementation

outperforms the original due to the effective integration of two

modules and the optimization of the employed methods.

As shown in Table 2, the existing instances are far from covering

the four groups of GraphRAG instances within our framework.

Thus, we construct 15 distinct GraphRAG instances (numbered

and labeled in Table 2) by selecting representative methods from

subgraph-extraction and path-retrieval modules for a detailed em-

pirical study (Section 4.2). In addition, we conduct separate eval-

uations of the various methods, strategies, and semantic models

utilized in the two modules (Sections 4.3 and 4.4).

4.1 Experiment Settings

Graph andGraphRAGQueryDatasets.We leverage Freebase [6],

a large-scale, multi-domain knowledge base (e.g., on finance, law,

sports) widely used in GraphRAG research [45, 50, 51, 70–72, 77, 98,

108, 121], along with four established query datasets,WebQSP [120],

CWQ [100], GrailQA [30], and WebQuestions [16], covering di-

verse and challenging GraphRAG scenarios. Following standard

settings [38, 51, 71, 98], we construct dataset-specific graphs, in-

cluding all triples reachable within the maximum reasoning hops

from query entities (100M nodes, 300M edges) and sample 1,000 test

queries per dataset (one-hop: multi-hop is 1:1). All experiments (Sec-

tions 4.2–4.4) are conducted based on these datasets.We also include

MetaQA [125], a non-Freebase dataset built on Wiki-Movies [78],

a single-domain base focused on movies (40K nodes, 130K edges),

with 1,000 test queries to assess cross-base and cross-domain trans-

ferability of our framework.
10

Metrics. Our empirical study is based on three key metrics: qual-

ity, efficiency, and cost. a) Quality.
⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓
a).1 For the subgraph-extraction,

F1 Score serves as the primary evaluation metric, balancing Pre-

cision and Recall to reflect overall extraction quality.
11

However,

since this module directly influences the retrieval space for down-

stream modules, we introduce a minimum Recall threshold to en-

sure sufficient coverage of relevant entities and relations. Rely-

ing solely on high F1 Score may favor Precision at the cost of

10
Further details of datasets are in our technical report B.2 and B.3.

11
Precision = |C𝑞 ∩A𝑞 |/|C𝑞 | , Recall = |C𝑞 ∩A𝑞 |/|A𝑞 | , where C𝑞 andA𝑞 represent

the predicted and ground truth sets, respectively. The F1 score is the harmonic mean

of Precision and Recall: F1 score = (2 · Precision · Recall)/(Precision + Recall)
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missing important components. In practice, a fixed Recall thresh-

old (e.g., around 60%) is usually sufficient to ensure downstream

performance, after which F1 Score can guide subgraph-extraction.

We also explore adaptive thresholding based on query complexity,

graph density, downstream tasks, and historical logs, balancing

coverage and efficiency.
12

⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓
a).2 For the path-retrieval, the F1 score11

measures the alignment between the retrieved reasoning paths

and the ground truth answers. For sets containing the same num-

ber of reasoning paths, a higher F1 score indicates better quality.

⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓
a).3 For the GraphRAG instance, we adopt Hits@1 as the main eval-

uationmetric, following prior work [3, 50, 62, 63, 75, 98]. It measures

the proportion of outputs that exactly match the ground truth.
13

We

also report two commonly used complementary metrics—F1 score

and LLM-based evaluation. Both show similar trends to Hits@1

across different GraphRAG instances and do not affect our experi-

mental conclusions.
14

b) Efficiency. We record the runtime of both

modules in the GraphRAG instance per query. c) Cost. We track

token cost and peak GPU memory usage of the GraphRAG instance

on EEMs and LLMs, reflecting processing load and computational

resource demands, respectively.

Settings for Graph Instance Experiments. For GraphRAG in-

stances in this study, we selected methods and semantic models that

balance efficiency and quality within their respective categories,

based on experiments on subgraph-extraction and path-retrieval

modules (Sections 4.3 and 4.4). To ensure fair comparisons, we

adjusted parameters within each instance so that all instances ulti-

mately retrieved the same number of reasoning paths.
15

The key

experimental settings are as follows, and detailed settings for each

instance are provided in supplemental material: a) EEMs&LLMs.
A sentence-Transformer (ST) [111] and Qwen2-72B [117] are em-

ployed as the EEMs and LLMs implementations, respectively. Note

that for all experiments in this paper, the batch size of EEMs is set

to 64 and the max input token of LLMs is set to 16k. b) SBE. The
PPR algorithm is applied, with a maximum of nodes 𝑁𝑝𝑝𝑟 = 1, 000

retained. c) SAE. Edge pruning (EP) is used for EEMs and LLMs

based on subgraphs extracted by PPR, with a maximum of edges

𝑁𝑒 = 64 retained. d) SBR. The Dijkstra algorithm is employed for

SPR implementation. e) OSAR. Select 𝑁𝑝 = 32 reasoning paths from

those retrieved using SPR, leveraging both EEMs and LLMs. f) ISAR.
The Beam Search algorithm is selected for implementation and com-

bined with both EEMs and LLMs. The beam width is set to 𝐵 = 8,

and the maximum path length retained is 𝐿 = 4. g) Generation. We

utilize various LLMs with differing architectures and scales .
16

Settings for Module Experiments. To evaluate the quality and

efficiency of methods in subgraph-extraction and path-retrieval

modules, we implement representative methods from each method

category, and conduct independent experiments. The settings are

as follows: a) EEMs&LLMs Selection. A variety of EEMs, including

statistical model, embedding model, and reranker, are employed.

12
Detailed strategies are available in our technical report B.5.

13
Note the gap between the evaluation of path-retrieval and that of the GraphRAG

instance, which arises from the ability of LLMs to utilize the reasoning paths.

14
Detailed results are provided in the technical report B.4.

15
In this paper, we follow prior work [45, 71, 77] by setting the number of reasoning

paths to 32. Note that for instances integrating LLMs in OSAR and ISAR, the number

of reasoning paths may be fewer than 32 due to the uncertainty in their outputs.

16
Glm4-9B [29], Llama3.3-70B [103], Qwen2-7B and Qwen2-72B [117]

Specifically, we adopt BM25 as a representative statistical model,

a sentence-Transformer (ST) [111] as a widely used embedding

model, BGE-Reranker (BGE) [13] as an effective re-ranker, and

Qwen2-72B [117] as the LLM implementation.

b) Settings for the Subgraph-Extraction Module.
⁓⁓⁓⁓⁓⁓⁓
b).1 SBE.We em-

ploy PPR as a structural importance-based method, RW as a random

walk-based algorithm, and KSE as a neighborhood-based strategy.

⁓⁓⁓⁓⁓⁓
b).2 SAE. Node Pruning (NP), Edge Pruning (EP), and Triple Prun-

ing (TP) are applied across all selected EEMs and LLMs, based on

subgraphs extracted by SBE, with PPR selected due to its superior

quality and efficiency in our evaluations.

c) Settings for the Path-Retrieval Module. We extract 3,000 sub-

graphs from four evaluation datasets using methods implemented

in the subgraph-extraction module. From each dataset, 250 test

queries (1,000 total) are sampled, and three subgraphs per query

are generated using SBE, SAE-EEM, and SAE-LLM, with the most

effective implementations selected based on our experiments. These

subgraphs are used to evaluate the methods in the path-retrieval

module independently. The settings for eachmethod are as:
⁓⁓⁓⁓⁓⁓
c).1 SBR.

The Dijkstra algorithm is employed for SPR, while the DFS algo-

rithm is employed for EPR.
⁓⁓⁓⁓⁓⁓⁓⁓
c).2 OSAR. We use all selected EEMs

and LLMs to perform semantic evaluation and refinement on the

paths obtained through SPR (a superior SBR method based on our

evaluation).
⁓⁓⁓⁓⁓⁓⁓
c).3 ISAR.We combine beam search algorithm (𝐵 = 8

and 𝐿 = 4) with all selected EEMs and LLMs.

4.2 Evaluation of GraphRAG Instances

Wefirst present the results of all GraphRAG instances across various

metrics and analyze key observations.
17

a) Reasoning Performance. As shown in Figure 2, the reasoning

performance of different GraphRAG instances across four datasets

follows a consistent trend. With the increase in reasoning model

size and capabilities (i.e., from 7B LLMs to 72B LLMs), all instances

show significant performance improvements. Next, we analyze the

instances according to the groups defined in Table 2.

⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓
a).1 Structural Methods on Both Modules (Group (I)). Instance

No.1 of Group (I) exhibits the worst overall performance. For ex-

ample, its Hits@1 is only 0.49 (WebQSP with Qwen2-7B), while

most other instances are close to or exceed 0.6. This indicates that

structure-based methods alone yield baseline solutions, necessitat-

ing semantic models for further improvement. Notably, Instance

No.1 outperforms certain semantically augmented instances on spe-

cific datasets, such as No.6, No.8, and No.14 (CWQ with Llama3.3-

70B). It shows that while semantic augmented methods generally

perform better, exceptions depend on query complexity, domain,

and integration of semantic models, as discussed later.

⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓
a).2 Semantic Augmentation on Both Modules (Group (II)). In

Group (II), instances using EEMs for subgraph-extraction (e.g., No.2,

3, 6, 7) consistently outperform those using LLMs (e.g., No.4, 5, 8, 9)

across GrailQA, and all reasoning models. This indicates that LLMs

are unsuitable for subgraph-extraction when both modules are

semantically augmented, as they may overly prune graph informa-

tion, losing critical intermediate information in the reasoning paths,

a limitation seen in instances like GCR [72], which compromises

stability and practicality.

17
We supplement the evaluation with a case study comparing representative reasoning

paths and answers (see technical report B.12).
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Figure 2: Reasoning Results of LEGO-GraphRAG Instances Across Four Datasets
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Figure 3: Results of LEGO-GraphRAG Instances and GraphRAG-M Instance on MetaQA Dataset
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Figure 6: Token Costs for EEMs and LLMs in GraphRAG Instances
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Figure 7: Instance Performance w.r.t. Queries

Also, Instances No.2 and 3 in Group (II) achieve the best overall

performance, consistently ranking in the top-3 in all reasoning

models (WebQSP). This highlights the effectiveness of combining

EEMs for subgraph-extraction with OSAR for path-retrieval, a strat-

egy yet unexplored by existing methods like GSR [45], which pairs

EEMs with structure-based path-retrieval. Notably, among Group

(II) instances using EEMs for subgraph-extraction (i.e., No.2, 3, 6,

7), Instance No.6 performs the worst. For example, its performance

is similar to that of Instance No.1, which uses only structure-based

methods (CWQ with all reasoning models). This suggests that ISAR

pairs better with LLMs than EEMs, as EEMs’ weaker semantics

can yield noisy scores on long paths and small score gaps, making

pruning unreliable. One way to improve ISAR-EEMs is to enhance

the EEMs themselves, for example, through customization or fine-

tuning for specific domains or graphs. In addition, we propose two
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complementary strategies: triple-level scoring, which evaluates

only the newly added step at each expansion to reduce error ac-

cumulation, and dynamic pruning, which adjusts the number of

retained paths based on score distribution, helping preserve good

candidates when scores are close.
18

⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓⁓
a).3 Semantic Augmentation on one Module (Group (III)&(IV)).

We observe that the performance of instances in Group IV (i.e.,

Instances No.12-15) generally surpasses that of Group III (i.e., In-

stances No.10, 11). This suggests that if only one module is se-

mantically augmented, prioritizing the path-retrieval module over

the subgraph-extraction module is more effective. Using structure-

based methods for subgraph extraction remains efficient and suf-

ficient, unlike existing instances such as RoG [71] and GCR [72],

which use LLMs (Llama-2-7b, Llama-3.1-8b) for subgraph-extraction

and encounter performance and efficiency bottlenecks. Addition-

ally, Group (II) instances do not consistently outperform Groups

(III) and (IV), implying that semantically augmenting both modules

is unnecessary in resource-limited contexts. Moreover, as shown

in Figure 3, results on MetaQA align with findings from Freebase-

based datasets. The small scale and single-domain nature of the

graph lead to uniformly high scores across all instances. Notably,

Instance No.14 (ISAR-EEMs) performs comparably to or slightly

better than Instance No.15 (ISAR-LLMs), suggesting that EEMs can

be a viable and more efficient alternative to LLMs in such settings.

b) Runtime. Figure 5 shows the average runtime of different

GraphRAG instances for subgraph-extraction and path-retrieval

modules on a single query. A key observation is that subgraph-

extraction is the primary bottleneck in GraphRAG runtime of all

instances. For example, Instance No.1, using structure-based meth-

ods, requires approximately 70 seconds for subgraph-extraction

(i.e., PPR algorithm) but less than 0.1 seconds for path-retrieval.

Since subgraph-extraction is a crucial but time-intensive step in the

GraphRAG workflow, it poses significant challenges for the practi-

cal development of GraphRAG systems on large-scale graphs like

Freebase. Unfortunately, most existing instances, such as KELP [65],

ToG [98], and DoG [74], overlook the efficiency of this process.

Additionally, in the path-retrieval, methods using LLMs (espe-

cially under ISAR) exhibit longer runtimes compared to those using

EEMs. For example, Instance No.12 (OSAR-EEMs) and No.14 (ISAR-

EEMs) complete path-retrieval in under 1.15 seconds and 0.19 sec-

onds, respectively, while Instance No.13 (OSAR-LLMs) and No.15

(ISAR-LLMs) take 66.64 seconds and 122.43 seconds, respectively,

on GrailQA. This shows that using the ISAR-LLMs methods in the

path-retrieval may result in unacceptably low query efficiency.

c) Cost. Figures 6 and 4 show the average token overhead (EEMs

and LLMs) and peak GPU memory usage (average of four datasets)

18
Detailed discussion and results are available in our technical report B.8.

across GraphRAG instances. Instances mixing EEMs and LLMs (e.g.,

No.3, 4, 7, 8) incur higher token costs than those using the same

model type (e.g., No.2, 5, 6, 9), with EEM-only setups being the most

economical. GPU usage remains low (<1GB) for EEM-only instances

but rises sharply for LLM-based ones, peaking at 80GB when LLMs

are used in both modules (e.g., No.5, 9). The results underscore

the performance–cost trade-offs of semantic augmentation and the

importance of corresponding optimization.

d) Analysis by Query Type. We analyze performance across dif-

ferent query types by varying reasoning hops, number of answers,

and number of query entities. As shown in Figure 7a, performance

consistently declines with more reasoning hops, especially for

structure-based methods (e.g., Instance No.1), which struggle on

multi-hop queries. Figure 7b shows a similar drop from single- to

multi-answer queries, where semantic methods are more resilient.

Figure 7c shows improved performance with more query entities,

likely due to increased chances of retrieving relevant paths—even

benefiting structure-only instances like No.1.

e) Integrating Microsoft GraphRAG.To evaluate compatibilitywith

Microsoft GraphRAG, we implement an instance (GRAG-M), which

follows its workflows: performing community detection on the

graph and precomputing textual summaries for each community.

On the MetaQA dataset, GRAG-M uses the reasoning paths from

Instance 12 (which showed strong performance in our experiments)

and provides both the paths and summaries as input to the LLMs.

As shown in Figure 3, GRAG-M performs well on Qwen2-7B and

Glm4-9B. Gains diminish with Qwen2-72B, where the larger model

already captures sufficient context, reducing the benefit of precom-

puted summaries.

4.3 Evaluation of Subgraph-Extraction Module

Structure-Based Extraction (SBE). Figure 8 shows the variation

in F1 score and Recall for the three SBE methods (RW, PPR, and

KSE) as the extracted subgraph size changes. The F1 score for all

methods decreases as the subgraph size increases, while their Recall

consistently improves. Across all subgraph sizes, PPR consistently

outperforms RW in both F1 score and Recall, demonstrating the

superior effectiveness of PPR over RW. Additionally, RW strug-

gles to achieve a Recall above 60%, rendering it nearly unusable

in GraphRAG. Moreover, PPR offers greater flexibility compared

to KSE, enabling precise control over subgraph size through hy-

perparameters. In contrast, KSE relies on hierarchical extraction,

which lacks such flexibility.
19

These advantages establish PPR as the

current optimal solution for SBE. As Table 4 demonstrates, PPR’s

computational costs become prohibitive for large graphs.

19
Many prior studies [45, 50, 71, 72] first apply KSE to extract 2-hop or 4-hop subgraphs,

followed by PPR to distill them into smaller, query-relevant subgraphs.
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Table 4: PPRRuntimew.r.t. Graph

Size

Nodes Ave. Edges Ave. Time (s)

100000 431414.5 0.58

1000000 5567538.1 1.37

10000000 48865879.2 11.5

100176641 298458255 75.29
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Figure 11: F1 Score of Meth-

ods in Path-Retrieval Module

Semantic-Augmented Extraction (SAE). Figure 9 shows the

Recall and F1 score of different semantic model combinations with

three subgraph pruning strategies under the SAE methods, as the

subgraph size varies. Among the three semantic models, the BGE

and ST significantly surpass BM25 across all pruning strategies

and subgraph scales. BGE is slightly better in quality, while ST is

even better in efficiency, as discussed later. Considering the trade-

off between quality and efficiency, we propose to use ST as the

representative EEMs. For the three pruning strategies, TP exhibits

the best quality at smaller subgraph scales, while NP performs the

worst. However, as subgraph size increases, the F1 score and Recall

of EP, TP, and NP converge. Ultimately, EP slightly outperforms

TP, while TP marginally surpasses NP. Thus, TP is recommended

when the size of the extracted subgraph is small; otherwise, EP.

Due to the inherent uncertainty in LLMoutputs, SAE-LLMsmeth-

ods often struggle to control the size of subgraphs extracted, typi-

cally producing smaller subgraphs that can reduce path-retrieval

quality (see Finding 2). Figure 9 shows the F1 score and Recall for

subgraphs generated using SAE-LLMs under three pruning strate-

gies, plotted against the average subgraph size. Among the three

pruning strategies, EP outperforms NP and TP for SAE-LLMs. Fig-

ure 10 further shows the trends in F1 score and Recall as the number

of tokens input into the LLMs varies for NP, TP and EP. Recall for

NP consistently surpasses that of both TP and EP, maintaining a

gap of around 0.2. Although EP underperforms in terms of F1 score

due to the larger subgraphs it extracts, the relatively low Recall of

NP and EP may diminish their effectiveness in path-retrieval. As

the number of tokens increases, Recall for NP and TP initially rises,

then declines, while EP remains nearly constant, indicating that

EP achieves more effective subgraph extraction at a lower token

cost for the SAE-LLMs methods. The efficiency of SAE methods

is related to the semantic models used. Runtime is influenced by

factors such as model parameters, algorithmic complexity, and data

volume. In general, the runtime for processing a graph component

follows this order: LLMs > BGE > ST > BM25, as shown in Figure 13.

Table 5: Results of Hybrid ISAR Combining EEMs and LLMs

Method CWQ WebQSP GrailQA WebQuestion

SBE+ISAR-EEMs 0.183 0.157 0.395 0.16

SBE+ISAR-EEMs (LLMs-R) 0.271 0.219 0.379 0.175

SBE+ISAR-LLMs 0.249 0.264 0.371 0.249

SBE+ISAR-LLMs (EEMs-PF) 0.271 0.316 0.396 0.245

SBE+ISAR-LLMs (EEMs-S) 0.310 0.373 0.435 0.276

4.4 Evaluation of Path-Retrieval Module

Figure 11 shows the F1 score of different methods in path-retrieval

module. It shows that OSAR outperforms ISAR in all semantic

models. SPR method slightly outperforms EPR and I/OSAR with

BM25, but underperforms all I/OSAR solutions with ST, BGE or
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Figure 13: Runtime of Meth-

ods in Path-Retrieval (WebQSP)

LLM, which suggests that the use of poorer semantic models to

aid enhanced retrieval may lead to a loss of quality. We further

investigate the variation in the F1 score of the path-retrieval mod-

ule when the number of reasoning paths changes, as shown in

Figure 12. Since the number of paths output by LLM is inherently

uncertain, methods using LLM are excluded. It shows that the F1

score of SBR and I/OSAR with BM25 gradually increases with the

number of paths, yet their F1 score remains low-level, consistently

trailing I/OSAR with BGE and ST by approximately 0.1. The gap

widens to 0.2 or more when fewer paths are retrieved. In contrast,

the performance of I/OSAR with ST and BGE initially improves

and then declines as the number of retained paths increases, with

OSAR generally outperforming ISAR. Note that F1 scores may be

higher for smaller sets of reasoning paths, as they tend to prioritize

precision. A slight decrease in F1 for larger reasoning path sets is

not indicative of lower quality but rather reflects the broader scope

of the retrieved paths.

Figure 13 shows the runtime of different methods in the path-

retrieval module (WebQSP). Among the SBR solutions, EPR has the

longest runtime due to the large number of paths it retrieves, while

SPR reduces computation time by retrieving only a single path

for each node. The EPR-based OSAR method becomes impractical

because its excessive data volume results in prohibitive runtime

overhead when used with semantic models. As a result, only SPR

is employed in this context. Among the three semantic models,

both BGE and ST demonstrate significant quality improvements

over BM25 combined with I/OSAR. BGE achieves marginally higher

quality, whereas ST exhibits superior efficiency.

Table 5 reports the results of hybrid ISAR methods combining

EEMs and LLMs. All three methods outperform single-model base-

lines on most datasets, confirming the benefit of combining model

strengths. Notably, the EEMs-S strategy yields the best results, sug-

gesting that combining EEMs and LLMs helps reduce the risk of

missing important paths during expansion.

5 FINDINGS AND DISCUSSION

We summarize key findings from our empirical study and discuss

promising ways for addressing GraphRAG’s two key bottlenecks:

subgraph-extraction efficiency and LLM generation quality.

5.1 Summary of Key Findings

Finding 1: GraphRAG Trade-off Structure. GraphRAG entails

multi-aspect trade-offs among quality (Hits@1), efficiency (run-

time), and cost (token and GPU usage). This trade-off spans two

modules (subgraph-extraction vs. path-retrieval), two method types

(structure-based vs. semantic-augmented), and two types of seman-

tic models (EEMs vs. LLMs).
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Finding 2: Module-level Trade-offs. Subgraph-extraction is

the main efficiency bottleneck for large-scale graphs. Overuse of se-

mantic augmentation (e.g., using LLMs) in subgraph-extraction can

compromise downstream path-retrieval quality. Targeting semantic

augmentation in the path-retrieval module is a more cost-effective

strategy to maintain high quality.

Finding 3: Method-level Trade-offs. Structure-based methods

offer higher efficiency and lower cost, but semantic-augmented

methods are essential for quality, especially for complex (two- or

multi-hop) queries. One-way semantic methods (OSAR) balance

quality and efficiency better than interactive methods (ISAR).

Finding 4: Model-level Trade-offs. EEMs are more cost effec-

tive in token and GPU usage, while LLMs generally provide better

quality, particularly for interactive methods (ISAR). However, LLMs

can exhibit unstable generation in some cases, affecting consistency.

A balanced approach includes applying LLM-based augmentation

in path-retrieval or EEM-based augmentation in both modules.

Finding 5: A Promising yet Underexplored Strategy. Based

on our analysis, the effective approach for GraphRAG would be the

one that combines structure based methods for subgraph-extraction

with OSAR for path-retrieval. Despite its potential, this strategy

remains underexplored in existing works. Also, it opens up op-

portunities for further optimizations for handling multi-hop and

multi-answer queries, as well as improving overall efficiency.

5.2 Efficiency of the Subgraph-Extraction

We explore promising directions for faster subgraph-extraction, sup-

ported by empirical analysis, including limitations, trade-offs, and

research opportunities.
20

Below, we briefly outline each direction.

Computational acceleration yields significant efficiency im-

provement for SBE methods (e.g., PPR) through approximate and

distributed algorithms (Table 6). Approximate methods may lower

Recall; distributed solutions depend on system setup.

Precomputation-based acceleration pre-generates subgraphs

(e.g., via clustering or community detection) to scale down the

search space for the extraction process in order to reduce run-

time overhead. As shown in Table 7, our implemented prototype

demonstrates the potential of this direction, but it also incurs pre-

processing overhead and may limit the ability to access relevant

information spread across different subgraphs.

Vector database-based acceleration encodes graph compo-

nents (e.g., nodes or triples) into embedding vectors and stores them

in a vector database, thus efficiently identifying query-relevant com-

ponents based on semantic similarity, followed by subgraph con-

struction centered on them. Table 7 shows our prototype achieves

notable speedups with high Recall. However, the retrieved compo-

nents often form multiple weakly connected subgraphs, which may

hinder multi-hop reasoning.

5.3 Generation Quality of LLMs

For the issue of LLMs generating fewer or lower-quality compo-

nents, we take the path-retrieval module as a example and explore

two effective strategies:Multi-round LLMs (M-LLMs) conduct

20
See technical report B.7 for details.

Table 6: Computational acceleration of PPR

Approximate PPR (Freebase) Distributed PPR

Method Recall Ave. Time (s) Method Speedup

RBS [107] 0.31 0.51 HGPA [31] 3.4–4.1×
Fora [110] 0.18 7.61 PAFO [109] 58.7×
TopPPR [113] 0.44 42.08 Delta-Push [39] 123–162×
Standard PPR 0.96 75.29 Standard PPR 1× (baseline)

Table 7: Performance and Cost Analysis of the SE Acceleration

Methods on Freebase (About 100M Nodes, 300M Edges)

Method Pre-time Online-time Recall F1 WCC

Precomputation 19373s 19.02s 0.52 0.0021 1

Vector Database 14570s 0.85s 0.65 0.0023 12.86

Standard PPR 0s 75.29s 0.96 0.0038 1

Table 8: Performance of strategies designed to mitigate the limita-

tions of LLM-generated outputs

Method CWQ WebQSP GrailQA WebQuestions

SBE+OSAR-LLMs 0.304 0.401 0.401 0.328

SBE+OSAR-LLMs (M-LLMs) 0.349 0.438 0.381 0.348

SBE+OSAR-LLMs (EEMs-S) 0.381 0.427 0.476 0.353

iterative refinement via repeated LLM calls. EEMs supplementa-

tion (EEMs-S) compensates for insufficient outputs by incorpo-

rating top-ranked candidate paths from EEMs. Table 8 shows both

strategies improve performance across most datasets (applied in

the SBE+OSAR-LLMs instance), though with added computational

overhead of multiple model calls and EEM-based ranking steps.
21

6 CONCLUSION

In this paper, we introduce LEGO-GraphRAG, a unified framework

for the modular analysis and design of GraphRAG instances. By

dividing the GraphRAG retrieval process into distinct modules and

identifying corresponding design solutions, LEGO-GraphRAG pro-

vides a viable approach for building advanced GraphRAG systems.

Building upon the LEGO-GraphRAG framework, we conduct exten-

sive empirical studies on large-scale real-world graphs and diverse

GraphRAG query sets, leading to key findings: 1) GraphRAG must

balance quality, efficiency, and cost across three aspects: modules,

method types, and semantic models. 2) Extracting query-relevant

subgraphs is the primary efficiency bottleneck for GraphRAG on

large-scale graphs and remains underexplored. 3) Graph structural

information enables efficient solutions for GraphRAG, while se-

mantic information is crucial for improving the quality of complex

queries. The optimal solution should integrate structural informa-

tion to identify query-relevant subgraphs and leverage semantic

information to retrieve reasoning paths.
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