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ABSTRACT
Query optimization is critical in relational databases. Recently, nu-
merous Learned Query Optimizers (LQOs) have been proposed,
demonstrating superior performance over traditional hand-crafted
query optimizers after short training periods. However, the opacity
and instability of machine learning models have limited their prac-
tical applications. To address this issue, we are the first to formulate
the LQO verification as a Conformal Prediction (CP) problem. We
first construct a CP model and obtain user-controlled bounded
ranges for the actual latency of LQO plans before execution. Then,
we introduce CP-based runtime verification along with violation
handling to ensure performance prior to execution. For both scenar-
ios, we further extend our framework to handle distribution shifts
in the dynamic environment using adaptive CP approaches. Finally,
we present CP-guided plan search, which uses actual latency upper
bounds from CP to heuristically guide query plan construction.
We integrated our verification framework into three LQOs (Balsa,
Lero, and RTOS) and conducted evaluations on several workloads.
Experimental results demonstrate that our method is both accurate
and efficient. Our CP-based approaches achieve tight upper bounds,
reliably detect and handle violations. Adaptive CP maintains accu-
rate confidence levels even in the presence of distribution shifts,
and the CP-guided plan search improves both query plan quality
(up to 9.84x) and planning time, with a reduction of up to 74.4% for
a single query and 9.96% across all test queries from trained LQOs.
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1 INTRODUCTION
A query optimizer is a performance-critical component in every
database system. It translates declarative user queries into efficient
execution plans [3, 45]. There have been numerous efforts to learn
query optimizers (LQOs)(e.g., [18, 34, 35, 59]) to reduce the reliance
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on manual tuning and expert intervention, and ultimately lead to
more intelligent and responsive database systems. Unfortunately,
LQOs suffer three main drawbacks. First, they can result in slow
execution plans at the beginning of the learning process (sometimes
orders of magnitude slower than the optimal plan [28]), where the
probability of selecting disastrous plans is high. These disastrous
plans at the beginning can slow the LQO’s convergence to efficient
query plans. Second, although LQOs can outperform traditional
optimizers on average, they can perform catastrophically in the
tail cases, especially when the training data is sparse [35]. Third,
LQOs are normally trained for specificworkload. Their performance
degrades significantly when distribution shifts exist in the query
workloads and the underlying data [35, 40, 49].

Given these drawbacks, verifying that the LQO’s generated plans
satisfy the critical latency constraints in real-life applications is cru-
cial. Unfortunately, typical model checking techniques (e.g., [9, 11])
that have been successfully investigated to verify the properties
of other database components, such as transaction management
and concurrency control, fail when the search space to be explored
grows drastically as in query optimizers. In addition, statistical vari-
ations of these techniques (e.g., [10]) do not perform verification
during the runtime. Using these techniques, an LQO might be veri-
fied to be constraint-compliant a priori. However, during runtime,
we may observe certain query plans that violate the constraints
due to the unforeseen changes in the execution environment. In
such case, these techniques should provide runtime verification.
Additionally, these techniques should also be capable of verifying
LQOs operating in dynamic environments.

Recently, Conformal Prediction (CP) [2, 55] has emerged as an
efficient solution to perform runtime verification (e.g., [6, 56]) with
formal guarantees (e.g., [8, 12, 29, 44]). In particular, CP is a rigorous
statistical tool to quantify the uncertainty of the ML models’ predic-
tions while allowing users to specify the desired level of confidence
in the quantification and being agnostic to the details of the ML
models. CP-based runtime verification showed a great success in
verifying cyber-physical systems such as autonomous cars [29],
autonomous robots [41], and aircraft simulation [29, 44], among
others. However, CP-based runtime verification was never explored
in the context of database systems before.

In this paper, we present the first study of the LQO verification
problem using CP. Specifically, we use CP to solve the LQO verifi-
cation problem in three ways. First, we employ CP to provide user-
controlled bounded ranges for the actual latency of constructed
plans by LQOs even before executing them (e.g., verifying that an
LQO plan for a specific query will never result in an execution time
of more than 300 msec with a probability of at least 90%). Second,
we go further and explore the use of CP to perform a runtime verifi-
cation, with formal bounds, that can early detect any performance
constraint violation during the LQO’s plan construction process
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based solely on the constructed partial plans so far and before the
full plan is completed (e.g., with a user-defined confidence level
of 95%, we can detect at the second step of building a query plan
by the LQO that the eventual complete plan will fail to satisfy a
specific latency constraint). This will help in planning how to han-
dle such violations during the plan construction before execution
(e.g., falling back to a traditional query optimizer for re-planning).
For both scenarios, we introduce an adaptive CP framework to
support LQOs in static cases (LQOs are trained and tested on the
same workload) and in distribution shift cases (evaluating LQOs on
different workloads). Additionally, we propose a CP-guided plan
search algorithm that relies on upper bounds of the actual latency,
instead of typical predicted costs by LQOs, to generate more op-
timal query plans within shorter time frames. We also provide
rigorous theoretical proofs of our approaches to ensure correct-
ness and frameworks that facilitate the integration of our CP-based
verification approaches with LQOs in real-world environments.

Our experimental results on the JOB [28] and TPC-H [7] work-
loads confirm the correctness of latency bounds across multiple
LQOs, including Balsa [59], Lero [64], and RTOS [62], all aligning
with theoretical expectations. We then demonstrate the effective-
ness of our adaptive CP framework under distribution shift by
evaluating it on workloads transitioning to CEB [39] and JOBLight-
train [24]. In runtime verification, we show that our CP-based meth-
ods accurately detect violations, and our violation handling reduces
overall execution latency by 12,030.1 ms across 7 violating queries.
Using the CP-guided algorithm, our approach improves plan quality
in 33% of queries from a moderately trained LQO, achieving an
additional 9.96% reduction in overall planning latency across all test
queries. For well-trained LQOs, we observe better plan quality and
faster query planning with our CP-guided plan search algorithm.
These comprehensive experiments substantiate the correctness and
effectiveness of our CP-based verification frameworks.

In summary, our novel contributions are as follows:

• We are the first to formulate the Learned Query Optimizer
(LQO) verification as a Conformal Prediction (CP) problem.
• We develop CP-based latency bounds for LQOs, with formal

proofs, to provide a user-defined confidence level a bounded
range for the actual latency of query plans.

• Wedesign CP-based runtime verification, with formal bounds,
which detect and address long-latency query plans even
before completing the plan construction.

• Wepropose anAdaptive CP framework for LQOswhich aids
in handling distribution shifts, enhancing the robustness
of the verification framework for real-world scenarios.

• We introduce a generic CP-guided plan search algorithm
that can enhance both the query plan quality and the plan-
ning time from a trained LQO.

• Our experimental evaluation using the proposed CP-based
verification frameworks, across three LQOs and four work-
loads, demonstrates the correctness and effectiveness of
our CP-based frameworks for LQOs.

We believe that our proposed CP-based verification approaches
hold promising potential for future applications across other learned
components in database systems.
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Figure 1: ML Decisions in Learned Query Optimizers (LQOs).

2 BACKGROUND
In this section, we first discuss the granularity levels of prediction
decisions to be verified in learned query optimizers (Section 2.1).
Then, we provide a brief introduction for the Conformal Prediction
(Section 2.2) and Signal Temporal Logic (Section 2.3) tools that are
used to build our verification framework and formally represent
the performance constraints we verify LQOs against, respectively.

2.1 Granularity Levels of Decisions to be
Verified in Learned Query Optimizers

While Learned Query Optimizers (LQOs) (e.g., [18, 34, 35, 59, 62, 64])
can improve the performance over traditional optimizers by adapt-
ing to complex queries and data distributions, their reliance on ML
models to take decisions introduces variability and potential unpre-
dictability in performance. Therefore, verifying LQOs against user-
defined performance constraints is crucial to ensure that generated
plans meet specific efficiency and reliability standards (e.g., the exe-
cution time of a specific query should be ≤ 100ms). Broadly, LQOs
fall into three categories based on how ML is used. The first cate-
gory uses ML to improve specific components of the optimizer (e.g.,
cardinality estimator [25, 49, 60] and cost estimator [37, 48]). The
second category uses ML to construct the query plan from scratch,
replacing the traditional optimizer (e.g., [35, 59]). The third category
uses ML to steer the traditional optimizer in constructing better
candidate plans and/or in selecting among them (e.g., [34, 62, 64]).
In this paper, we focus on verifying the ML decisions made by LQOs
in the second and third categories only, where ML is involved in
constructing the query plan itself. However, the granularity level
of these decisions differs between these two categories. Figure 1
shows a high-level overview of these two LQO categories, highlight-
ing their ML decisions in red. In the second category, fine-grained
prediction decisions are performed to construct the query plan step-
by-step and predict the associated cost at each step1. For instance,
Balsa [59] uses a learned value model to construct the optimized

1In this paper, we assume that the cost of a plan is indicative of its actual latency,
where a higher cost corresponds to longer latency.
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plan operator-by-operator and predict the intermediate cost for the
final plan construction at each operator. We refer to the second
category as white-box LQOs because we rely on these fine-grained
prediction decisions during the verification process. In contrast, in
the third category, learned models neither perform step-by-step
plan construction nor intermediate cost predictions. Instead, these
models are used to select the best plan from a set of candidate plans,
either by predicting the high-level cost for each candidate [34] or
by assigning a relative rank to all candidates [62]. These candidate
plans are typically constructed by a traditional optimizer and based
on auxiliary information, such as join orders [62] and hint sets [34].
Therefore, in this category, the selection decisions are mainly only
on the level of the whole plan and its high-level associated cost,
if available. We refer to the third category as black-box LQOs be-
cause we only access coarse-grained plan-level decisions (i.e., no
partial-plan-level predictions) during the verification process.

2.2 Standard Conformal Prediction (CP)
We build our LQO verification framework, as shown later, based on
Conformal Prediction (CP) [2, 55], a rigorous statistical tool that
efficiently quantifies the uncertainty of the ML models’ predictions.
CP enables users to specify the desired level of confidence in the
quantification while being agnostic to the details of the ML models.
To introduce CP, assume that 𝑅 (0) , 𝑅 (1) , . . . , 𝑅 (𝐾 ) are 𝐾 + 1 inde-
pendent and identically distributed (i.i.d) random variables, where
each variable 𝑅 (𝑖 ) for 𝑖 ∈ {0, . . . , 𝐾} is an estimate of the prediction
error between the true output 𝑦 (𝑖 ) , i.e., ground truth, for input 𝑥 (𝑖 )

and the predicted value of this output 𝜂 (𝑥 (𝑖 ) ) by the ML predictor 𝜂.
Formally, this error can be expressed as:

𝑅 (𝑖 ) = ∥𝑦 (𝑖 ) − 𝜂 (𝑥 (𝑖 ) )∥

where ∥·∥ denoting the absolute value. 𝑅 (𝑖 ) is commonly referred to
as the non-conformity score, where a small score suggests a strong
predictive model and a large score indicates poorer performance
(i.e., less accurate predictions).

Now, assuming that 𝑅 (0) belongs to test data and 𝑅 (1) , . . . , 𝑅 (𝐾 )
are calibration data, the objective of CP is to quantify the uncer-
tainty of 𝑅 (0) using 𝑅 (1) , . . . , 𝑅 (𝐾 ) . Specifically, for a user-defined
uncertainty probability 𝛿 ∈ [0, 1] (i.e., 1 − 𝛿 is a confidence level),
CP aims to compute an upper bound 𝐶 (𝑅 (1) , . . . , 𝑅 (𝐾 ) ) for the pre-
diction error 𝑅 (0) such that:

Prob(𝑅 (0) ≤ 𝐶 (𝑅 (1) , . . . , 𝑅 (𝐾 ) )) ≥ 1 − 𝛿 (1)

This upper bound 𝐶 (𝑅 (1) , . . . , 𝑅 (𝐾 ) ) can be efficiently determined
by computing the (1 − 𝛿)th quantile of the empirical distribution
of 𝑅 (1) , . . . , 𝑅 (𝐾 ) and ∞, assuming training, calibration, and test-
ing data originate from the same underlying distribution (i.e., the
scores 𝑅 (0) , 𝑅 (1) , . . . , 𝑅 (𝐾 ) are exchangeable) [2]. Although this as-
sumption aligns with the data and workload scenarios used in most
state-of-the-art workload-aware LQOs (e.g., [34, 35, 59]), we extend
our LQO verification framework to support adaptive CP for distri-
bution shifts [63] as shown later in Section 3.2. For simplicity, we
refer to the upper bound 𝐶 (𝑅 (1) , . . . , 𝑅 (𝐾 ) ) as 𝐶 in the rest of the
paper. Note that CP guarantees marginal coverage, which is not
conditional on the calibration data [2].

2.3 Formal Representation of Performance
Constraints to be Verified with CP

To formally represent the desired performance constraints to ver-
ify against LQOs, we employ Signal Temporal Logic (STL) [17], a
CP-compliant formal logical language for verification. STL was orig-
inally introduced to verify the properties of time series data (e.g., sig-
nals), especially in the context of cyber-physical systems [33]. STL
can also handle non-traditional time-series data where sequence
or order matters. An STL specification 𝜙 is recursively defined as
𝜙 = 𝑇𝑟𝑢𝑒 | 𝜇 | ¬𝜙 | 𝜙 ∧𝜓 | G[𝑎,𝑏 ]𝜙 , where𝜓 is an STL formula. ¬
and ∧ are the not and conjunction operators, respectively. The al-
ways operator G[𝑎,𝑏 ]𝜙 encodes that 𝜙 has to be always true for the
entire duration or steps between 𝑎 and 𝑏. 𝜇 is a predicate to check
whether the semantics of the specification 𝜙 are achieved or not,
i.e., 𝜇 : R𝑛 → {True, False}. For instance, we can define an operator
G[0,𝑁−1]𝜙 to check whether the query plan generated by a LQO
will always have a latency less than 750 msec at each of its 𝑁 exe-
cution steps (i.e., partial plans). In this case, 𝑥 = (𝑥0, 𝑥1, . . . , 𝑥𝑁−1)
will represent the partial plan latencies at steps 0, 1, . . . , 𝑁 − 1 and
the condition 𝑥𝜏 < 750 forms the semantics of the specification 𝜙
that needs to be checked at each step 𝜏 .

Moreover, we can use robust semantics 𝜌𝜙 (𝑥), as in [17, 19],
to extend the binary evaluation of STL satisfaction (i.e., 𝜇 (𝑥)) by
providing a quantitative measure of the degree to which this sat-
isfaction is achieved. Unlike traditional binary satisfaction, robust
semantics 𝜌𝜙 (𝑥) produces a real-valued metric: positive values
indicate that the specification 𝜙 is satisfied, with the magnitude
representing the strength of satisfaction, whereas negative values
denote a violation, with the magnitude reflecting the severity of the
violation. For example, considering the previously discussed speci-
fication 𝜙 with condition 𝑥𝜏 < 750, the robust satisfaction 𝜌𝜙 (𝑥)
can be defined to provide a quantitative measure of how robustly
all latencies 𝑥 satisfy this condition by calculating (750 − 𝑥𝜏 ) for
each 𝑥𝜏 ∈ 𝑥 . In this case, 𝑥𝜏 = 100 exhibits stronger robustness in
satisfying 𝜙 than 𝑥𝜏 = 600, whereas 𝑥𝜏 = 800 results in a violation.
More details about robust STL semantics are in [17, 19].

3 CP-BASED LATENCY BOUNDS FOR LQOS
As mentioned in Section 2.1, we focus on two categories of LQOs:
white-box and black-box, both of which use learned models to con-
struct the query plan itself. In white-box LQOs (e.g., [35, 59]), the
learned model builds the query plan incrementally, constructing
one partial plan at a time based on a predicted cost (Figure 1 (a)).
Here, we employ CP to obtain user-controlled bounded ranges for
the actual latency (not the predicted cost) of these constructed
partial plans before executing them. For example, given a partial
plan 𝑠 and a user-defined confidence level (i.e., 1 − 𝛿) of 90%, we
can determine a latency range [𝑙𝑠

𝑚𝑖𝑛
, 𝑙𝑠𝑚𝑎𝑥 ] that the latency 𝑙𝑠 of 𝑠

will fall within with at least 90% probability, where 𝑙𝑠
𝑚𝑖𝑛

and 𝑙𝑠𝑚𝑎𝑥
represent the lower and upper latency bounds, respectively. The
intuition is to leverage CP to gain insights into the relationship
between predicted costs and actual latencies of partial plans from
the LQO’s calibration query workloads, and then use these insights
to obtain latency ranges for testing queries.

Similarly, in black-box LQOs (e.g., [34, 62]), we use CP to pro-
vide such user-controlled bounded ranges, yet for the end-to-end
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latencies of complete plans rather than partial ones. This is because
black-box LQOs rely on learned models solely to select the best
plan among complete candidates (Figure 1 (b)).
Latency-Cost Non-conformity Score. A critical step in applying
CP is defining the non-conformity score 𝑅 (check Section 2.2), as
it quantifies the deviation between the predicted and actual out-
comes. In the LQO context, we focus on how the actual latency
of a plan, whether partial or complete, deviates from its predicted
cost2. Following the CP notation, we formally define a latency-cost
non-conformity score 𝑅 (𝑖 ) for the plan at step 𝜏 in a query 𝑞 𝑗 to be:

𝑅 (𝑖 ) = ∥𝑡 ( 𝑗 )𝜏 − 𝑐 ( 𝑗 )𝜏 ∥ (2)

where 𝑡 ( 𝑗 )𝜏 is the actual latency of this plan and 𝑐 ( 𝑗 )𝜏 is its predicted
cost. Note that 𝑅 (𝑖 ) represents a score for a calibration plan (i.e.,
𝑅 (𝑖 ) ∈ {𝑅 (1) , . . . , 𝑅 (𝐾 ) }) when 𝑞 𝑗 belongs to the calibration work-
load Q𝐶𝑎𝑙 and represents a score for a testing plan 𝑅 (0) when 𝑞 𝑗
belongs to the testing workload Q𝑇𝑠𝑡 .

In the following, we introduce our approach for using CP to
obtain the bounded latency ranges when the calibration and testing
distributions are similar, i.e., static case, (Section 3.1), and then we
extend it to handle distribution shifts in the testing distribution, i.e.,
distribution shift case (Section 3.2). Finally, we detail our proposed
verification framework (Section 3.3).

3.1 Latency Bounds in Static Cases
Using equations 1 and 2, we can directly derive an upper bound 𝐶
on the latency of any plan, whether partial or complete, in a testing
query as the (1 − 𝛿)th quantile of the latency-cost non-conformity
scores such that:

𝑃 (∥𝑡 ( 𝑗 )𝜏 − 𝑐 ( 𝑗 )𝜏 ∥ ≤ 𝐶) ≥ 1 − 𝛿 (3)

By reformulating Equation 3, we can compute a range for the actual
latency 𝑡 ( 𝑗 )𝜏 of this plan, with confidence 1−𝛿 , based on its predicted
cost 𝑐 ( 𝑗 )𝜏 and the upper bound 𝐶 as follows:

𝑃 (𝑐 ( 𝑗 )𝜏 −𝐶 ≤ 𝑡 ( 𝑗 )𝜏 ≤ 𝑐 ( 𝑗 )𝜏 +𝐶) ≥ 1 − 𝛿 (4)

This allows us to estimate a bounded range for the actual latency
even prior to executing the plan. However, the tightness of this
range primarily depends on the upper bound 𝐶 , which itself is in-
fluenced by the number of calibration plans used to establish it.
Therefore, determining the sufficient number of calibration plans
to construct a valid upper bound 𝐶 is crucial. Here, we derive a
lower bound on this number.

Lemma 1 (Lower Bound on Required Calibration Plans).
Let the latency-cost non-conformity scores of a testing plan 𝑅 (0) and
𝐾 calibration plans 𝑅 (1) , . . . , 𝑅 (𝐾 ) be exchangeable and realizing i.i.d
random variables, 𝛿 ∈ [0, 1] be a user-defined uncertainty probabil-
ity, and 𝐶 be an upper bound on the score 𝑅 (0) of the testing plan,
calculated at a confidence level of 1 − 𝛿 . Then, the lower bound on the
number of calibration plans, i.e., 𝐾 , to calculate 𝐶 is 1−𝛿

𝛿
.

Proof. If the scores 𝑅 (0) , 𝑅 (1) , . . . , 𝑅 (𝐾 ) are exchangeable (i.e., in-
dependent of their order and are drawn from the same distribution),
2Note that, during calibration, we can obtain the actual latency of any partial or com-
plete plan straightforwardly with tools like EXPLAIN ANALYZE in PostgreSQL [43].

then the joint distribution of these scores remains unchanged [2].
This means that the rank of any score, including 𝑅 (0) , is uniformly
distributed on the ranks {1, . . . , 𝐾 + 1}. As a result, we can estimate
the probability of the 𝑅 (0) ’s rank in this uniform distribution using
the (1 − 𝛿)th quantile as follows:

Prob(Rank of 𝑅 (0) ≤ ⌈(𝐾 + 1) (1 − 𝛿)⌉) ≥ 1 − 𝛿
where ⌈·⌉ denoting the ceiling function. However, according to [2],
if ⌈(𝐾 + 1) (1 − 𝛿)⌉ > 𝐾 , then the upper bound 𝐶 becomes trivial
and uninformative, yielding 𝐶 = ∞. Therefore, to ensure that 𝐶 is
nontrivial, we need the following condition:

⌈(𝐾 + 1) (1 − 𝛿)⌉ ≤ 𝐾
From this, we can easily get 𝐾 ≥ 1−𝛿

𝛿
, which means the lower

bound on the number of calibration plans should be 1−𝛿
𝛿

.

3.2 Latency Bounds in Distribution Shift Cases
In the previous section, we assumed that the test data {𝑅 (0) } and
the calibration data {𝑅 (1) , . . . , 𝑅 (𝐾 ) } are drawn from the same un-
derlying distribution. However, this assumption does not hold in
workload drift scenarios, i.e., new or evolving workloads, that are
common in database applications [40, 57, 58]. For instance, slight
changes in query patterns (e.g., filters on new columns), can vi-
olate the exchangeability assumption of 𝑅 (0) , 𝑅 (1) , . . . , 𝑅 (𝐾 ) (see
Section 2.2), leading to an invalid upper bound 𝐶 . To address this,
we adopt an adaptive CP variation, inspired by [38], which dynami-
cally adjusts the upper bound to be 𝐶̃ based on the distribution shift
in the testing workload only, assuming that this shift can be empir-
ically estimated. This approach ensures that the newly calculated
bounded latency range, based on 𝐶̃ , preserves the user-specified
confidence level 1 − 𝛿 , even in the presence of distribution shifts.

Specifically, let D represent the distribution of the testing work-
load (i.e.,𝑅 (0) ∼ D) andD0 represent the distribution of the calibra-
tion workload (i.e., 𝑅 (1) , . . . , 𝑅 (𝐾 ) ∼ D0). We can rigorously quan-
tify the deviation between the calibration and test distributions us-
ing the total variation distance𝑇𝑉 (D,D0) = 1

2
∫
𝑥
|𝑃 (𝑥) −𝑄 (𝑥) |𝑑𝑥,

where 𝑃 (𝑥) and 𝑄 (𝑥) denote the probability density functions
(PDFs) of D and D0, respectively [16]. To realize this in our LQO
context, we empirically estimate these PDFs of latency-cost non-
conformity scores using kernel density estimators (KDEs) as Gauss-
ian kernels. According to [38, 63], we can compute an adjusted
uncertainty probability 𝛿̃ to account for the distribution shift from
D0 to D as follows:

𝛿̃ = 1 − 𝑔−1
(︃
𝑔

(︃(︃
1 + 1

𝐾

)︃
𝑔−1 (1 − 𝛿)

)︃)︃
(5)

where 𝛿 is the original user-specified uncertainty probability, 𝐾 is
the number of calibration plans, and 𝑔(𝛽) = max(0, 𝛽 − 𝜖) and its
inverse 𝑔−1 (𝛽) = min(1, 𝛽 + 𝜖) are two functions calculated based
on the allowable distribution shift 𝜖 , which must be set to a value
greater than or equal to 𝑇𝑉 (D,D0).

Then, similar to Equation 4, the new latency bounds are calcu-
lated as follows:

𝑃 (𝑐 ( 𝑗 )𝜏 − 𝐶̃ ≤ 𝑡 ( 𝑗 )𝜏 ≤ 𝑐 ( 𝑗 )𝜏 + 𝐶̃) ≥ 1 − 𝛿 (6)

where 𝐶̃ is the (1− 𝛿̃)th quantile of the latency-cost non-conformity
scores from the original calibration workload Q𝐶𝑎𝑙 ∼ D0.
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Figure 2: CP-based Bounded Latency Range Framework.

3.3 Framework Overview
Figure 2 gives an overview of our CP-based framework to provide
bounded latency ranges before execution.
Offline Phase. After training the LQO, we first construct a set
of latency-cost non-conformity scores using all plans - whether
partial or complete - from the calibration query workload Q𝐶𝑎𝑙 . For
each plan, we collect its predicted cost during the LQO’s planning
phase and its actual latency from execution. These scores are then
sorted in ascending order and stored to be used along with the user-
specified uncertainty probability 𝛿 to compute any upper bound,
whether 𝐶 in the static case or 𝐶̃ in the distribution shift case.
Online Phase. The user first submits a testing query to the trained
LQO, which generates a query plan with predicted costs (either
per partial plan for white-box LQOs or a single cost for the entire
plan in black-box LQO). In case there is a distribution shift in the
testing queries from D0 to D, queries are also sent (represented
by a dashed line) to a distribution shift quantifier to determine the
allowable distribution shift 𝜖 (check Section 3.2). This value, along
with the user-defined parameter 𝛿 , is then used to construct the
adjusted upper bound 𝐶̃ . Hereafter, we use 𝐶 to denote the upper
bound for both the static and distribution shift cases since they
are applied identically in subsequent steps. We support two modes
for calculating the upper bound, namely Unified and Pattern-based,
depending on the desired granularity level. In theUnifiedmode, non-
conformity scores from all partial and complete plans are treated
equally to construct a single upper bound value for 𝐶 , applicable
to both partial and complete plans of the testing query3. In the
Pattern-based mode, we account for the internal structure of partial
plans by setting a unique𝐶 value for each parent-child pattern. This
𝐶 value is applied only when that pattern appears in the testing
query. Note that pattern-based upper bounds are available only for
white-box LQOs and are effective if we have sufficient calibration
scores for each pattern (i.e., meeting the lower bound 𝐾 in Lemma 1
for each pattern). Otherwise, the unified upper bound is preferable.
Algorithm 1 illustrates how to construct the two types of upper
bounds given a specific user-defined uncertainty probability 𝛿 . Once
the upper bound(s) construction is done, the query plan along

3Note that unified upper bounds can be calculated for white-box and black-box LQOs
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Figure 3: Bounded Latency Ranges with Different Types of
Upper Bound (𝐶).

with the upper bound(s) are passed to the bounded latency range
constructor to obtain the bounded ranges as in Equation 4.

Figure 3 shows an example of using both unified and pattern-
based upper bounds to calculate the bounded latency ranges for
one testing query plan. Here, we assume a white-box LQO that
constructs the plan from the bottom up. Initially, it constructs a
Hash Join (HJ) at the first level, with Sequential Scan (SS) operations
as left and right children. This parent-children pattern is labeled
as (HJ, SS, SS)4. Similarly, the partial plan in the second level has
the (HJ, HJ, SS) pattern. In this example, the LQO predicts 60 and
100 as costs for these two partial plans. In the case of using unified
upper bound (Figure 3 (a)), we use a single value 𝐶 = 10, resulting
in latency ranges of [50, 70] and [90, 110] for the first and second
partial plans, respectively. In the case of using pattern-based upper
bounds (Figure 3 (b)), two different values 𝐶1 = 5 and 𝐶2 = 10 are
used, resulting in latency ranges of [55, 65] and [90, 110] for the
(HJ, SS, SS) and (HJ, SS, HJ) patterns, respectively.

4 CP-BASED RUNTIME VERIFICATION FOR
WHITE-BOX LQOS PLAN CONSTRUCTION

Earlier (Section 3), we showed how CP can provide a bounded la-
tency range for partial or complete query plans, helping to assess
the uncertainty of LQO decisions before execution. Here, we aim
to go further by exploring the use of CP to early detect any perfor-
mance constraint violations during the plan construction process
of white-box LQOs (e.g., [35, 59]), based solely on the constructed
partial plans so far and before the full plan is completed.

SupposeD is an unknown distribution over the query plans gen-
erated by a white-box LQO. Let 𝑋 = (𝑋0, 𝑋1, . . . ) ∼ D represent a
random query plan generated by the LQO, where 𝑋𝜏 is a random
variable denoting the state of the generated partial plan at step 𝜏
(e.g., predicted cost or actual latency). Then, we can formally define
the white-box LQO runtime verification problem as follows:

Definition 1 (The White-Box LQO Runtime Verification
Problem). Assuming a white-box LQO (e.g., [59]) and a testing
query 𝑞 that this LQO already finished constructing its partial plans
till step 𝜏 and is still running, we aim to verify whether all generated
partial plans by this LQO (past and future) result in a complete plan,
represented by 𝑋 , that satisfies a user-defined STL-based performance
constraint 𝜙 with a confidence level 1 − 𝛿 , i.e., Prob(𝑋 |= 𝜙) ≥ 1 − 𝛿 ,
where 𝛿 ∈ [0, 1] is a constraint violation probability.

4We assume that the roles of the left and right child operators are not interchangeable.
Therefore, the order of children in any pattern is important, i.e., (HJ, SS, HJ) and (HJ,
HJ, SS) are different patterns.
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Algorithm 1 Constructing a List of Upper Bound(s) C on the
Latency-Cost Non-Conformity Scores
Require: List of sorted latency-cost non-conformity scores 𝑅, Uncer-

tainty probability 𝛿 ∈ [0, 1], Upper bound type 𝑇 ∈ {Unified,
Pattern-based}

Ensure: List of upper bound(s) C
1: 𝐾 ← length of sorted 𝑅
2: if 𝐾 < 1−𝛿

𝛿
then ⊲ Calibration scores are not enough

3: Get more 𝑅 scores from calibration
4: else
5: if 𝑇 is Unified then
6: 𝑝 ← ⌈(𝐾 + 1) (1 − 𝛿 ) ⌉ − 1 ⊲ (1 − 𝛿 )th quantile index
7: U ← 𝑅 (𝑝 ) ⊲ (1 − 𝛿 )th quantile of 𝑅
8: C← {U} ⊲ List has one unified upper bound
9: else ⊲ Upper bounds will be calculated based on patterns
10: for all parent-children patterns in calibration do
11: 𝑅𝑝𝑎𝑡𝑡 ← List of sorted 𝑅 of the current pattern
12: 𝑛𝑝𝑎𝑡𝑡 ← Size of 𝑅𝑝𝑎𝑡𝑡
13: if 𝑛𝑝𝑎𝑡𝑡 < 1−𝛿

𝛿
then

14: Get more 𝑅𝑝𝑎𝑡𝑡 scores from calibration
15: else
16: 𝑝𝑝𝑎𝑡𝑡 ← ⌈(𝑛𝑝𝑎𝑡𝑡 + 1) (1 − 𝛿 ) ⌉ − 1
17: U𝑝𝑎𝑡𝑡 ← 𝑅 (𝑝𝑝𝑎𝑡𝑡 )

18: C← C ∪ {U𝑝𝑎𝑡𝑡 }
19: end if
20: end for
21: end if
22: return C
23: end if

Let 𝑥 = (𝑥0, 𝑥1, . . .) be the realization of𝑋 = (𝑋0, 𝑋1, . . . ), where
𝑥obs = (𝑥0, . . . , 𝑥𝜏 ) represents the constructed partial plans till
step 𝜏 and 𝑥un = (𝑥𝜏+1, 𝑥𝜏+2, . . .) represents the future unknown
partial plans that will be predicted. Since existing white-box LQOs
(e.g., [35, 59]) predict one partial plan at a time, then we can estimate
the realization 𝑥 at step 𝜏 , with its constructed plans so far (i.e.,
𝑥obs) and next prediction at step 𝜏 + 1 as follows:

𝑥̂ = (𝑥obs, 𝑥̂𝜏+1 |𝜏 ) (7)

As described in Definition 1, our goal is to verify the quality of the
white-box LQO’s complete query plan, represented by 𝑋 , against
a user-defined STL specification 𝜙 . We can use robust semantics
𝜌𝜙 (.) (check Section 2.3) to achieve that. First, we define 𝜌𝜙 (𝑋 )
to indicate how robustly the specification 𝜙 is satisfied with the
complete query plan, and 𝜌𝜙 (𝑥̂) to denote the estimate of this
robustness we obtained so far based on the observations 𝑥obs and
the prediction 𝑥̂𝜏+1 |𝜏 . Then, according to [12, 29], we can use CP
(Equation 1) to define an upper bound 𝐶 on the difference between
the actual robustness 𝜌𝜙 (𝑋 ) of the complete query and the estimate
of this robustness 𝜌𝜙 (𝑥̂) till step 𝜏 such that:

Prob(𝜌𝜙 (𝑥̂) − 𝜌𝜙 (𝑋 ) ≤ 𝐶) ≥ 1 − 𝛿 (8)

This upper bound5 can be easily obtained from the calibration
query workload Q𝐶𝑎𝑙 by calculating the following non-conformity

5Note that upper bounds on the robustness values can be adjusted in the distribution
shift cases using the same approach in Section 3.2.
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Figure 4: CP-based Runtime Verification Framework.

score 𝑅 (𝑖 ) for each partial plan in each calibration query 𝑞𝑖 ∈ Q𝐶𝑎𝑙 :

𝑅 (𝑖 ) = 𝜌𝜙 (𝑥̂ (𝑖 ) ) − 𝜌𝜙 (𝑥 (𝑖 ) ) (9)

where 𝑥 (𝑖 ) is the realization of 𝑋 for query 𝑞𝑖 (i.e., actual latencies
and predicted costs for all partial plans in𝑞𝑖 ) and 𝑥̂ (𝑖 ) is the estimate
of this realization till step 𝜏 only (i.e., 𝑥̂ (𝑖 ) = (𝑥 (𝑖 )obs, 𝑥̂

(𝑖 )
𝜏+1 |𝜏 )). Given

that, we can define the following condition to verify whether the
LQO satisfies 𝜙 or not.

Lemma 2 (The White-Box LQO Runtime Verification Con-
dition). Given a testing query 𝑞 that uses LQO to generate its plan,
represented by𝑋 , andwith 𝑥̂ = (𝑥obs, 𝑥̂𝜏+1 |𝜏 ) realizing the constructed
and predicted partial plans at step 𝜏 , an STL constraint 𝜙 , a robust
semantics measure 𝜌𝜙 (.) for this 𝜙 constraint, and a constraint vi-
olation probability 𝛿 ∈ [0, 1]. Then, we can guarantee that these
constructed and predicted partial plans 𝑥̂ so far will result in a com-
plete plan that satisfies the constraint 𝜙 with a confidence level 1 − 𝛿 ,
i.e., Prob(𝑋 |= 𝜙) ≥ 1 − 𝛿 , only if the robust semantics defined over
these partial plans 𝜌𝜙 (𝑥̂) is larger than 𝐶 , where𝐶 is an upper bound
calculated at a confidence level 1 − 𝛿 and using equations 8 and 9.
Otherwise, the resulting complete plan will cause a violation.

Proof. By reformulating Equation 8, we can obtain:

𝑃 (𝜌𝜙 (𝑋 ) ≥ 𝜌𝜙 (𝑥̂) −𝐶) ≥ 1 − 𝛿 (10)

If 𝜌𝜙 (𝑥̂) > 𝐶 , it implies:

𝑃 (𝜌𝜙 (𝑋 ) > 0) ≥ 1 − 𝛿 (11)

According to Section 2.3, this further implies:

𝑃 (𝑋 |= 𝜙) ≥ 1 − 𝛿 (12)

because 𝜌𝜙 (𝑋 ) > 0 directly implies that𝑋 |= 𝜙 . Note that changing
the constraint specification 𝜙 and/or the robust semantics measure
𝜌𝜙 (.) does not require retraining the white-box LQO to obtain valid
guarantees because its prediction decisions, i.e., partial plans, are
agnostic to any constraint specification.

4.1 Framework Overview
Figure 4 presents an overview of our CP-based runtime verification
framework, which detects violations of user-defined performance
constraints 𝜙 in the plans being constructed by white-box LQOs.
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Offline Phase. Similar to our bounded latency range framework
(Section 3.3), we start by constructing and sorting a set of non-
conformity scores, obtained from the calibration queries and their
partial plans. However, instead of constructing latency-cost based
scores (Equation 2), we compute scores based on the difference
between the actual robustness 𝜌𝜙 (𝑋 ) of queries and their estimated
robustness 𝜌𝜙 (𝑥̂) at each partial plan step, assessing compliance
with constraint 𝜙 using robustness measure 𝜌𝜙 (.) (Equation 9).
These scores are then sorted and used to compute any upper bound,
whether 𝐶 in the static case or 𝐶̃ in the distribution shift case, at a
user-defined confidence level 1 − 𝛿 (Equation 8).
Online Phase.When a user submits a testing query, the white-box
LQO starts to incrementally build the plan, adding one partial plan
at a time. At each step 𝜏 , the runtime verification module uses the
upper bound 𝐶 and the estimated robustness 𝜌𝜙 (𝑥̂) (representing
all partial plans constructed up to 𝜏 and the expected one at 𝜏 + 1)
to check if 𝜌𝜙 (𝑥̂) > 𝐶 (Lemma 2). If this condition holds, the LQO
proceeds to construct the next partial plan at step 𝜏 + 1. Otherwise,
a violation is detected (e.g., exceeding a latency threshold). As a
result, the violation handler discards the current plan under con-
struction and sends the query to be re-planned by a traditional
query optimizer (e.g., PostgreSQL [15]). This has been shown to be
an effective solution, as highlighted in earlier works (e.g., [34]) and
confirmed by our experimental evaluation (Section 6). The intuition
here is that re-planning the query with a traditional optimizer and
running it with the resulting average-performance plan incurs less
overhead than executing a worst-case LQO-generated plan. Note
that in case there is a distribution shift in the testing queries from
D0 toD, we construct the adjusted upper bound 𝐶̃ as in the online
phase of our bounded latency range framework (Section 3.3).

5 CP-GUIDED PLAN SEARCH INWHITE-BOX
LQOS

In this section, we provide a simple yet effective approach for using
CP to steer the decision-making process in white-box LQOs. Unlike
sections 3 and 4, which focused on using CP to obtain bounded
latency ranges for generated plans or to detect violations during
the plan construction process (triggering a fallback to traditional
optimizers), this section presents a CP-guided plan search algorithm
designed to improve the quality of generated plans rather than
just verifying them. Specifically, this algorithm utilizes CP-derived
upper bounds on the actual latency of partial plans (Equation 4), to
heuristically guide the plan search space navigation.
Intuition.White-box LQOs, such as Balsa [59] and Neo [35], use
learned cost predictors to search over the space of partial plans,
aiming to identify the plan with the lowest predicted cost. However,
since the space of all partial plans at any step is far too large to
exhaustively search, these LQOs typically find this plan heuristically
by sorting predicted costs and then selecting the plan with the
lowest cost. However, relying on the predicted costs may lead to
sub-optimal plans if these predicted costs do not closely align with
the actual latencies. To address this, we propose leveraging the
CP-bounded upper bounds, which were discussed in Section 3, to
guide the search for optimal partial plans at each step.
CP-Guided Plan Search Algorithm. Recall that for any partial
plan at step 𝜏 , we can compute an upper bound 𝑈𝜏 on its actual

Algorithm 2 CP-Guided Plan Search
Require: Learned cost predictor LCP, Pattern-based upper bounds C =

{𝐶1,𝐶2, . . .} from Algorithm 1, Number of candidate complete plans n,
Basic plan search algorithm BPS.

Ensure: Top-ranked plan final
1: queue← Partial plans initialized with scans over relations
2: complete_plans← []
3: while len(complete_plans) < n and queue is not empty do
4: (state, 𝑐state)← BPS.select_next_plan(queue)
5: if state is a complete plan then
6: complete_plans.add(state)
7: continue
8: end if
9: List of (stateNew, 𝑐stateNew)← Explore(LCP, state)
10: for all pair in List of (stateNew, 𝑐stateNew) do
11: 𝑈stateNew ← LatencyUpperBound (stateNew, 𝑐stateNew, C)
12: BPS.insert_plan(queue, stateNew, 𝑐stateNew,𝑈stateNew)
13: end for
14: end while
15: Sort complete_plans by𝑈state values in an ascending order
16: final← complete_plans[0]
17: return final

latency 𝑡𝜏 as 𝑐𝜏 +𝐶 (right inequality in Equation 4), where 𝑐𝜏 repre-
sents the predict cost of this partial plan and 𝐶 is the upper bound
on the error between 𝑡𝜏 and 𝑐𝜏 , calculated at a user-defined con-
fidence level of 1 − 𝛿 . Based on this latency upper bound 𝑈𝜏 , we
propose a generic CP-guided plan search algorithm that is compati-
ble with basic plan search (BPS) algorithms. Algorithm 2 shows the
details. We first initialize a priority queue with a set of partial plans,
each representing a scan operation over a relation in the user query.
We also initialize complete_plans to store the complete plans as
they are identified (lines 1-2). At each iteration of the while loop,
a partial plan, referred to as state, is retrieved from the priority
queue according to BPS’s logic for selecting the next plan (lines
3-4). This selection logic may involve fetching the partial plan with
the minimum cost (Best-First Search), iterating over each state in
the current queue (Beam Search [32]), or using other strategies.
If state forms a complete plan, it is added to the set of complete
plans (lines 5-8). Otherwise, the search continues from the current
partial plan, state, by calling Explore(.), which generates a new
set of partial plans along with their predicted costs.

For each new partial plan (stateNew), we define one function
(described later) to compute its latency upper bound𝑈stateNew based
on its predicted cost 𝑐stateNew and the corresponding pattern-based
upper bound on the latency-cost scores from C. Then, these new
states, stateNew, along with their corresponding values 𝑐stateNew
and 𝑈stateNew, follow BPS’s logic for inserting new plans (lines 10-
12). This insertion logic may involve directly adding the new plans
to the priority queue (non-optimized plan search). Alternatively, it
may involve shrinking the queue to a specified size after inserting
multiple plans, retaining only several promising plans for further
exploration (Beam Search). The algorithm continues until 𝑛 com-
plete plans are identified. Finally, these complete plans are sorted
based on their latency upper bounds, and the top-ranked plan is
selected as the final plan.
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Latency Upper Bound Calculation. We first extract the parent-
children pattern of the input partial plan and then retrieve the cor-
responding upper bound on the latency-cost non-conformity scores
𝐶pat ∈ C, referred to as latencyCostUpperBound. If no bound is
found, latencyCostUpperBound is assigned the maximum value
in C. This guarantees plan selection quality during the search in
Algorithm 2. When a pattern is not found, adding max(C) to the
predicted costmakes the latency upper bound𝑈𝜏 very large. Thus,
its priority in the CP-guided search is low compared to partial plans
with patterns having values in C (i.e., trusted partial plans). More
details of this calculation method can be found in [30].

6 EXPERIMENTAL EVALUATION
We evaluated our CP-based frameworks using different benchmarks
and multiple prototypes to address the following questions: (1) How
effective are the multi-granularity CP-based latency bounds (Sec-
tion 6.2)? (2) How effective does our adaptive CP handle distribution
shift (Section 6.3)? (3) How effective is our runtime verification (Sec-
tion 6.4)? (4) How much performance gain can be achieved through
effective violation detection and handling (Section 6.5)? (5) What
benefits does CP-guided plan search provide in terms of plan quality
and planning time (Section 6.6)? (6) What is the sensitivity of the
hyper-parameters of our CP-based approach and their effects on
the LQO verification process (Section 6.7)?

6.1 Experimental Setup
CP Integration with three LQOs. Balsa [59] is used as white-
box LQO, owing to its leading performance in this category [14,
59, 64]. For bounded latency ranges, we verify both the unified-
based and pattern-based upper bounds. For runtime verification, we
calculate the robustness 𝜌𝜙 (𝑥̂) (see Section 4) and compare it with
the corresponding bound. If a violation is detected, our violation
handler resolves it by reverting to PostgreSQL [15]. Finally, we
perform CP-guided plan search to compare with the original Balsa.
Lero [64] generatesmultiple candidate query plans and uses a learned
oracle to rank them. The oracle applies pairwise comparisons to
predict the more efficient plan, selecting the top-ranked one as
the final output. Since Lero operates as a black-box LQO without
directly accessible cost information, we use PostgreSQL’s predicted
costs as a reference and the actual latency to construct the CPmodel.
In this context, the predicted cost 𝑐 is available, and we use CP to
derive a bounded range for the actual runtime 𝑡 based on 𝑐 . We then
apply CP models at various granularities to estimate the bounded
range for the entire plan, individual levels, and identified patterns.
RTOS [62] focuses on join order selection, leveraging a DRL frame-
work in conjunction with Tree-LSTM [50] to effectively capture the
structural information of query plans. RTOS outputs a join order
hint, which we then inject into PostgreSQL to generate a complete
query plan. As another representative of the black-box LQO, the CP
integration in RTOS is similar to Lero’s, in that we use PostgreSQL’s
predicted cost as a reference. Given that RTOS has less control over
the selection of plan operators, we primarily use RTOS to validate
our CP-based bounded latency range framework.

Notably, existing LQOs face significant limitations in handling
distribution shifts, restricting their ability to generalize across dif-
ferent workloads. They are either hard-coded to specific schemas

in their implementations (e.g., RTOS [62]) or require processing all
training queries upfront to define the model structure, making it
impossible to optimize unseen queries dynamically. Therefore, to
explicitly enable LQOs to operate across distributions, we modified
their prototype frameworks to support changing distributions.

Benchmarks. We evaluate the integration of CP with these LQOs
on four widely used benchmarks - Join Order Benchmark (JOB) [28],
Cardinality Estimation Benchmark (CEB) [39], JOBLight-train [24],
and TPC-H [7]. For the static case evaluation, we use the JOB and
TPC-H workloads. The JOB workload consists of 113 analytical
queries over a real-world dataset from the Internet Movie Database.
These queries involve complex joins and predicates, ranging from
3-16 joins, averaging 8 joins per query. For our experiments, we se-
lect 33 queries for the LQO training, while the remaining 80 queries
are used for calibration and testing. TPC-H features synthetically
generated data under a uniform distribution. We use a scale factor
of 1 and templates for queries 3, 5, 7, 8, 10, 12, 13, and 14 to generate
workloads, creating 130 queries with varying predicates. Of the
generated queries, 60 are used for the LQO training, while the re-
maining 70 are used for calibration and testing. For the distribution
shift case evaluation, we use JOBLight-train and CEB workloads
along with JOB. JOBLight-train consists of synthetically generated
queries with 3-table joins. CEB employs hand-crafted templates
and query generation rules to construct challenging, large queries.

Hardware Settings. The experiments related to Balsa and RTOS
were conducted on an Ubuntu 22 machine with an 8-core Intel Xeon
D-1548 CPU@ 2.0GHz and 64 GB of RAM. The experiments related
to Lero were conducted on an Ubuntu 22 machine with a 10-core
Intel Xeon Silver 4114 @ 2.2GHz and 64 GB of RAM.

Evaluation Metrics. (1) Coverage 𝐸𝐶𝑚 : To empirically validate
the CP marginal guarantees of Equation 1, we conduct the exper-
iment over 𝑀 iterations. For each iteration, we sample 𝐾 calibra-
tion queries, {𝑄 (1) , . . . , 𝑄 (𝐾 ) }, and𝑁 test queries, {𝑄 (0)1 , . . . , 𝑄

(0)
𝑁
}.

Then, we calculate 𝐸𝐶𝑚 for iteration𝑚 using the following formula:

𝐸𝐶𝑚 =
1
𝑁

𝑁∑︂
𝑛=1

1
(︂
𝑅
(0)
𝑚,𝑛 ≤ 𝐶 (𝑅

(1)
𝑚 , . . . , 𝑅

(𝐾 )
𝑚 )

)︂
. (13)

This value measures the validity condition on the test set when
applying our constructed 𝐶 , indicating how many test cases are
successfully covered. (2) Frequency Density: Across all sampling
iterations, we calculate the frequency of each coverage level. To
more effectively display the data, we use Kernel Density Estimation
(KDE) for density representation. Intuitively, a higher frequency
density for a specific coverage indicates a greater likelihood of
its occurrence during sampling. (3) CP Upper Bound 𝐶 : We use the
𝐶 value to compare the spans of non-conformity scores across
different hyper-parameter settings. (4) Non-conformity Scores: We
display the distribution of non-conformity scores in the runtime
verification context to visually validate how runtime constraints
are satisfied. (5) Execution Latency: The actual execution latency,
measured in milliseconds (ms), is used to assess the quality of gen-
erated query plans. (6) Planning Time: The time taken to generate
a query plan is used to evaluate the algorithm’s search efficiency
during the planning, measured in milliseconds (ms).
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Default Parameters. Unless otherwise mentioned, we run mul-
tiple sampling iterations (𝑀 = 1000) to observe the empirical cov-
erage. We set 𝛿 = 0.1 and the calibration-test split to be 50%-50%.
In each iteration, we randomly select a fixed-size calibration set
to generate non-conformity scores and then construct 𝐶 based on
the given 1 − 𝛿 . When validating a testing query, we evaluate on
each operator 𝑖 in the query for unified-based upper bounds or
each pattern 𝑖 (parent-children structure) for pattern-based upper
bounds. Each instance is treated as a test step 𝑖 , where we have
the predicted cost 𝑐𝑖 and the actual latency 𝑡𝑖 . We normalize the
predicted costs in Lero and RTOS cases with 𝑓 (𝑐) = 𝑐/40 and 𝑐/100,
respectively, to align these costs with actual latencies6.

6.2 Bounded Range of Plan Actual Latency
Unified-based Upper Bound.We treat all the partial plans of a
query plan equally with a single upper bound value for 𝐶 (check
Section 3.3). Figure 5 shows the empirical coverage in this case.
We perform experiments on both the JOB and TPC-H workloads7.
According to Equation 4, the CP theory predicts that the most
frequent coverage should be greater than 1−𝛿 = 0.9, as reflected by
the peak of the curve in both graphs. For both workloads, the peak
of all the curves demonstrates this trend, empirically validating
the correctness of applying CP with LQOs. Besides, if the non-
conformity scores of an LQO span a broader range, they lead to
a relaxed coverage curve with a higher coverage at the peak. We
observe this phenomenon in RTOS with the JOB workload and in
Lero with the TPC-H workload.
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Figure 5: Unified-based Upper Bounds.

Pattern-based Upper Bound. Pattern-based upper bound pro-
vides finer granularity for generating a bounded range. In this
experiment, we examine the top 3 and the least 3 frequently occur-
ring patterns in Balsa on the JOB workload. Figure 6 (a) displays
the top 3 popular patterns: (NL, NL, IS), (NL, HJ, IS), and (HJ, NL,
SS). The peak coverage reaches 0.9, with a mean 𝐶 value of 3056,
indicating that Balsa’s actual latencies vary within a range of ±3056
ms. Figure 6 (b) shows the least 3 popular patterns. Given that they
have fewer appearances, which slightly exceeds the 𝐾∗ threshold
(Lemma 1), the curve is not as symmetric as the previous one. How-
ever, we also observe that the empirical coverage peak surpasses
90%, indicating reliable, bounded latency. This also shows that the
CP theory holds its ground when the value of 𝐾 is low yet greater
than the 𝐾∗ threshold.
6Note that we do not normalize the predicted costs for Balsa as it aims to predict the
expected latency of the generated plan. So costs and latencies are well-aligned.
7For RTOS, we only evaluate on the JOB workload, as its open-source version is
hard-coded to IMDB schemes.
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Figure 6: Valid Pattern-based Upper Bounds (Balsa on JOB).

6.3 Adaptive CP under Distribution Shift
We perform evaluations on Balsa [59] and RTOS [62] for distribu-
tion shift analysis. Our approach is inspired from existing works
on distribution shift [40, 57, 58], where the LQOs are trained on
one distribution and tested on another. Regarding the selection of
distributions, we follow [40] and use the following distributions:
JOB [28], CEB [39], JOBLight-train [24].
Balsa.We first quantify the total variation distance of calibration
distribution JOB (D0) and test distribution CEB (D): 𝑇𝑉 (D,D0).
Following the computation in Section 3.2, we randomly select 500
plans from JOB and CEB to empirically compute 𝑡𝑣 = 𝑇𝑉 (D,D0) =
0.0736. We then set the allowed distribution shift 𝜖 = 0.08 to ensure
that 𝜖 exceeds the estimated distribution shift 𝑡𝑣 .
Adaptive CP Validation. To maintain the original (1−𝛿) confidence
level for the latency bounds, an adjusted upper bound 𝐶̃ for the new
distribution is obtained by an adjusted uncertainty probability 𝛿̃ .
We set the uncertainty probability 𝛿 = 0.2. We sample 𝐾 = 300
calibration plans from JOB (D0). We then compute the Prob(𝑅 (0) ≤
𝐶 (𝑅 (1) , . . . , 𝑅 (𝐾 ) )) and Prob(𝑅 (0) ≤ 𝐶̃ (𝑅 (1) , . . . , 𝑅 (𝐾 ) )) for the
non-adaptive and adaptive methods. Figure 7 shows the related
results. In Figure 7a (without performing adaptive CP), the conver-
gence is around 0.62, which is less than the expected 1 − 𝛿 = 0.8.
This shows the previously computed upper bound 𝐶 was not suit-
able for the new distribution. However, in Figure 7b (with adaptive
CP), the coverage concentration is around 0.8, which shows our
adjusted 𝐶̃ performs well with the new distribution.

(a) 𝑅 (0) ≤ 𝐶 (𝑅 (1) , . . . , 𝑅 (𝐾 ) ) ) (b) 𝑅 (0) ≤ 𝐶̃ (𝑅 (1) , . . . , 𝑅 (𝐾 ) )

Figure 7: JOB Distribution Shift with Adaptive CP (𝛿 = 0.2).

RTOS. We train RTOS on JOB (D0) and sample 𝐾 = 300 plans
to construct the calibration set. Then, we introduce a new dis-
tribution, JOB-light (D), for testing. The TV distance between
these two distributions is 𝑡𝑣 = 0.24916, then we set 𝜖 = 0.25.
Figure 8 shows the result for uncertainty levels 𝛿 = 0.45. The
convergence of Prob(𝑅 (0) ≤ 𝐶 (𝑅 (1) , . . . , 𝑅 (𝐾 ) )) is around 0.2 and
Prob(𝑅 (0) ≤ 𝐶̃ (𝑅 (1) , . . . , 𝑅 (𝐾 ) )) is 0.55 which is exactly (1 − 𝛿).
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This demonstrates that our adaptive CP methods work well with
different prototypes and different uncertainty conditions.

(a) 𝑅 (0) ≤ 𝐶 (𝑅 (1) , . . . , 𝑅 (𝐾 ) ) ) (b) 𝑅 (0) ≤ 𝐶̃ (𝑅 (1) , . . . , 𝑅 (𝐾 ) )

Figure 8: RTOS Distribution Shift with Adaptive CP (𝛿 = 0.45).

6.4 Runtime Verification
We conduct runtime verification on the JOBworkload using Balsa as
a white-box LQO to validate Lemma 2, specifically demonstrating:

𝑃 (𝑋 |= 𝜙) ≥ 1 − 𝛿, if 𝜌𝜙 (𝑥̂) > 𝐶
We define our performance constraint with the following STL spec-
ification: 𝜙 = 𝐺 (𝑋 < 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑), where 𝐺 is the always operator
defined in Section 2.2. We use this specification to bound the ac-
tual latency 𝑋 when running an LQO’s plan, whether partial or
complete: the value of 𝑋 is expected to always be less than the
threshold. We set the threshold at 1000 and 2000, which implies
that the cumulative latency of operations should not exceed 1000
ms and 2000 ms in the database context. We use this STL to detect
violations and avoid unexpected long latency in execution. Based
on 𝜙 , we define robust semantics: 𝜌𝜙 (𝑥) = 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 − 𝑥 .

From the calibration queries, we construct the value of 𝐶 and
use this value to verify whether 𝜌𝜙 (𝑥̂) > 𝐶 . If this holds true, the
actual latency adheres to the STL specification. Figure 9 shows
the non-conformity score distribution with different thresholds.
Our unified-based upper bound 𝐶 covers 1 − 𝛿 = 90% of the non-
conformity scores (left side of the red dashed line).
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Figure 9: Non-conformity Scores in Runtime Verification.

𝝓 = 𝑮 (𝑿 < 1000): We found that for 27 of the 30 queries (|𝑄 test | =
30), it holds that 𝜌𝜙 (𝑥̂) > 𝐶 implies 𝑋 |= 𝜙 , confirming the correct-
ness of runtime verification (Lemma 2).We also validated Equation 8
and found that 28 of the 30 test queries satisfy 𝜌𝜙 (𝑥̂) − 𝜌𝜙 (𝑋 ) ≤ 𝐶 ,
which is greater than (1 − 𝛿) = 0.9, verifying the coverage of CP.
𝝓 = 𝑮 (𝑿 < 2000): This is a looser threshold. We found that for
29 of the 30 queries (|𝑄 test | = 30), it holds that 𝜌𝜙 (𝑥̂) > 𝐶 implies
𝑋 |= 𝜙 . A larger threshold demonstrates better coverage. We also

validated Equation 8 and found that 29 of the 30 test queries satisfy
𝜌𝜙 (𝑥̂) − 𝜌𝜙 (𝑋 ) ≤ 𝐶 , further confirming our method.

6.5 Violation Detection and Handling
Weperform violation detection using the JOBworkload as discussed
in Lemma 2 over the constraint (𝜙 = 𝐺 (𝑋 < 2000)). If violations are
detected, we introduce PostgreSQL to assist in generating a new
query plan for execution. We compare two scenarios: with CP and
without CP, representing CP-based violation detection and normal
LQO planning, respectively. In this section, we focus on comparing
the plan quality between these two methods.
Balsa with Violation Detection. Figure 10 presents the compari-
son results for Balsa. In total, 10 queries were flagged as potential
violations. We trigger PostgreSQL to re-generate the query plans.
Notably, for 7 out of these 10 queries, the query plans generated by
PostgreSQL outperformed the Balsa-generated plans. The overall
latency savings for these 7 queries amounted to 22.12%. For the re-
maining 3 queries, we observed that although Balsa results in better
plans for them, these plans still violate the user constraint. That is
why these queries are still detected by our verification framework.
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Figure 10: Violation Detection (𝜙 = 𝐺 (𝑋 < 2000)): Latency
Comparison With and Without CP for Balsa.

6.6 CP-Guided Actual Latency Upper Bound
Query Optimizer

In this section, we still use Balsa as a representative white-box LQO
to conduct CP-guided plan search experiments. Considering Balsa
uses beam search [32] internally, our discussion revolves around
CP-guided beam search. We evaluated Balsa at different training
epochs: 50, 100, and 150, corresponding to moderately trained, well-
trained, and highly trained Balsa, respectively. To evaluate our
method, we use 33 queries from template b as the test set and the
other 47 queries as the calibration set. The comparison experiments
are conducted five times, and the average is reported to reduce the
impact of system fluctuations on the planning and execution time.

6.6.1 Plan Improvement. Using the CP-guided plan search, we
employ the CP-bounded latency upper bound as a heuristic to
guide the beam search in constructing complete query plans. We
evaluate whether this approach yields better results compared to
the vanilla Balsa. Figure 11 shows the queries where we achieve
improvements. Plan enhancements are observed in 11 out of 33 test
queries while the rest (almost) maintained the same plan quality.

For a well-trained Balsa (100 iterations), our algorithm improves
the plan quality for queries 14b, 28b, 6b and 9b as seen in Figure 12a,
demonstrating consistent plan improvement. Even for the highly
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Figure 11: Plan Quality Comparison: CP Guided Algorithm
vs. Balsa (50 iterations).

trained Balsa (150 iterations), we also observe several improved
queries as seen in Figure 12b. Although Balsa can reliably and
efficiently generate high-quality query plans at this stage, the CP-
guided algorithm can still achieve better plans, even within this
limited potential improvement search space. This further proves
the effectiveness of our algorithm.
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Figure 12: Plan Quality Comparison: CP Guided Algorithm
vs. Balsa (100 and 150 iterations).

We also observe that our algorithm achieves greater improve-
ments in plan quality during the early training stages of Balsa. This
aligns with the intuition that it is easier to make improvements
within a larger discovery space. As the number of training itera-
tions increases, Balsa becomes progressively more refined, which
naturally narrows the scope for further improvement.

We perform a deep-dive analysis for the querieswherewe achieve
significant improvements: Query 27b in Figure 11 and Query 6b in
Figure 12 (a). When we closely compare the query plans generated
by CP-Guided and those without CP guidance, we observe that in
Query 6b, Balsa originally selects a pattern of (NL, NL, IS). How-
ever, in the CP-guided plan search algorithm, we instead select a
pattern of (HJ, NL, SS). The (HJ, NL, SS) pattern aligns with the
valid patterns established for our reliable CP construction, whereas
(NL, NL, IS) is not among them. By following our algorithm and
being guided by CP, Query 6b achieves 48.52% latency reduction
by replacing this pattern. For Query 27b, our CP-guided approach
has an even greater impact. Without CP guidance, Balsa generates
a left-deep tree; however, under CP guidance, it produces a bushy
tree, resulting in a 9.84x improvement in latency. Query-level anal-
ysis reveals that our algorithm not only favors reliable patterns to
construct the entire query plan but can also systematically optimize
the structure of query plan, significantly enhancing the overall
query plan quality.

6.6.2 Planning Time Comparison. For a moderately trained Balsa,
we observe an improvement in planning time. Without CP assis-
tance, the total planning time of all test queries is 6178.60 ms; how-
ever, with our CP-guided algorithm, it is reduced to 5563.40 ms,

achieving an overall improvement of 9.96%. This shows that our
approach can mitigate suboptimal LQO behaviors and accelerate
the plan search. For the single query level, we can also observe
Query 4b in Figure 13 reduces 74.40% planning time. This effect
can be attributed to the optimization target of the CP-guided al-
gorithm, the actual latency upper bound, which acts as a stricter
heuristic than previously cost itself. This leads to a more direct
search path within the search space. Compared to a moderately
trained Balsa, our algorithm constrains the search scope, thereby
reducing planning time.
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Figure 13: Planning Time Comparison: CP Guided Algorithm
vs. Balsa (50 iterations).

Figure 14 illustrates that even with a highly trained Balsa, our
algorithm improves planning time for 17 out of 33 queries. We also
observe that as the number of LQO training iterations increases,
the overall planning time for both CP-guided and without CP meth-
ods decreases. Comparing Figure 13 and Figure 14, we can see
that the impact of our CP-guided algorithm on planning time is
more pronounced at lower training iterations. This is because, with
more extensive training, the LQO has a more refined initial search
direction, resulting in a relatively smaller search space for our algo-
rithm. Notably, for Queries 7b and 18b, we achieve improvements
in both plan quality and planning time. These observations further
demonstrate the effectiveness of our CP-guided algorithm.

Figure 14: Planning Time Comparison: CP Guided Algorithm
vs. Balsa (150 iterations).

6.7 Hyperparameter Microbenchmarking
In this section, we discuss two types of hyperparameter and observe
their impact on the coverage. More evaluations can be found in [30].
Impact of Changing the Sampling Iterations. We begin by ex-
amining how the first hyper-parameter—sampling iterations—affects
empirical coverage. We test with 100, 500, and 1000 sampling it-
erations. For each sampling iteration setting, we plot the density
of each coverage. Figure 15 (a) and Figure 15 (b) illustrate Balsa’s
performance on the JOB and TPC-H workloads, respectively. When
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the number of sampling iterations is low, the curve appears less
smooth due to limited sampling. Since empirical coverage approxi-
mates the inherent coverage properties of CP, insufficient sampling
fails to capture the expected behavior according to CP theory. With
more iterations, the curve smooths, more accurately reflecting the
intrinsic coverage properties of CP theory. Additionally, the curve
displays a sharper peak shape. We also observe that the JOB work-
load exhibits a higher frequency density than the TPC-H workload.
This is because JOB contains more joins, leading to a greater number
of validation data points, which increases the frequency density.

(a) Balsa on JOB (b) Balsa on TPC-H

Figure 15: Impact of Changing the Sampling Iterations.

Impact ofUncertainty Probability𝛿 .The second hyper-parameter
is the uncertainty probability 𝛿 . We varied 𝛿 across four values: 0.1,
0.2, 0.3, and 0.4. Similar to the previous discussion, we expect the
peaks of the coverage curve to align with 1 − 𝛿 , meaning the cor-
responding peaks should align with 0.9, 0.8, 0.7, and 0.6. Figure 16
illustrates this trend. Additionally, we observe that as 𝛿 decreases,
the area under the curve becomes sharper and narrower, indicating
a more concentrated coverage distribution. This suggests that with
smaller values of 𝛿 (e.g., 𝛿 = 0.1 in our graph), obtaining 𝐶 values
in a single sampling iteration is more likely to yield values centered
around the expected confidence level of 1 − 𝛿 .
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(a) Balsa on JOB
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(b) Balsa on TPC-H
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(c) Lero on JOB
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(d) Lero on TPC-H

Figure 16: Impact of Choice of 𝛿 .

7 RELATEDWORK
Learned Query Optimization (LQO). In recent years, numerous
ML-based methods have been proposed to enhance query optimiza-
tion. One line of work uses ML to improve cardinality estimates and
predict query plan costs [25, 37, 39, 48, 49, 60, 61], but these gains

have not been shown to yield better plans [39]. Consequently, re-
search has shifted to directly learning plan optimization [18, 26, 34–
36, 59, 62, 62, 64], either by constructing plans from scratch (e.g.,
Neo [35], Balsa [59]) or by selecting among candidates generated by
traditional optimizers (e.g., Bao [34], Lero [64]). Although all LQOs
have demonstrated improved query performance, they typically do
not consider the robustness issues (no guarantees on stability or re-
gression avoidance). Kepler [18] and Roq [23] are the closest works
to our objective. Kepler employs robust neural network prediction
techniques to reduce tail latency and minimize query regressions.
Specifically, it utilizes Spectral-normalized Neural Gaussian Pro-
cesses [31] to quantify its confidence in plan prediction and falls
back to the traditional optimizer when uncertain. Roq introduces
robustness notions in the context of query optimization and in-
corporates a ML pipeline to predict plan cost and risk. However,
neither method provides theoretical guarantees or formally for-
mulates LQO verification. To our knowledge, our work is the first
to address the verification problem in LQOs by providing formal
guarantees and using them to guide the plan construction process.

Conformal Prediction (CP). CP is introduced to provide a ro-
bust statistical framework for quantifying prediction uncertainty
(e.g., [2, 46, 55]). Extensive research has explored the application
of CP in distribution-agnostic settings, delivering reliable perfor-
mance guarantees even in non-stationary environments (e.g., [1,
21, 27, 44, 63]). Additionally, extensions of CP have been applied to
time-series data [13, 52] and STL-based runtime verification in real-
time systems (e.g., autonomous cars [29], autonomous robots [41],
aircraft simulation [29, 44]). Recently, several work discuss applying
CP within different distribution shift conditions [4, 22, 52, 63]. Be-
sides, CP has been adapted for policy evaluation in reinforcement
learning [20, 51], time-series forecasting [47], and outlier detec-
tion [5]. It has also been employed to monitor risks in evolving data
streams [42] and detect change points in time-series data [53, 54].

8 CONCLUSION
To the best of our knowledge, we are the first to introduce Confor-
mal Predication for verifying learned database components, with a
focus on the learned query optimization. Our framework encom-
passes CP-based latency bounds across multiple granularities. Our
CP-based runtime verification handles long-latency query plans
even before their construction is complete. Our framework also
employs an adaptive CP approach for handling distribution shifts.
Further, we introduce a generic CP-guided plan search algorithm
capable of enhancing LQOs. We have demonstrated that CP pro-
vides a flexible, lightweight verification approach that establishes
trustworthy prediction boundaries. Our methods can be deployed
in real-world production environments, achieving formal verifica-
tion without significant computational overhead. Our evaluation
shows that CP can be used to achieve tight upper bounds on actual
latency using predicted cost. Adaptive CP maintains the confidence
levels even under distribution shift. CP-guided LQOs produce plans
with up to 9.84x better actual latency, over the entire workload
CP-guided LQOs show a 9.96% reduction in actual latency. Our
CP framework also lays the groundwork for broader applications
across various learned components within database systems.
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