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ABSTRACT
Window joins (WJs) are fundamental operators in stream process-
ing systems (SPSs), enabling continuous, time-aware joins over
unbounded data streams. Unlike time-agnostic relational joins, WJs
incorporate temporal semantics associated with different window
types (i.e., sliding, session, and interval windows), which introduce
uncertainty in algebraic properties such as commutativity and as-
sociativity. As a result, state-of-the-art SPSs exploit only a single,
fixed join order, which limits optimization opportunities and often
leads to suboptimal performance. In this work, we eliminate this
restriction by introducing three transformation rules that enable
WJ reordering while preserving query semantics for those window
types. Based on them, we propose WJR, an algorithm that system-
atically enumerates semantically equivalent join orders, expanding
the search space for finding efficient WJ execution plans. Our eval-
uation shows speedups of up to 10 for multi-way WJ queries under
various window configurations and rate ratios, highlighting the per-
formance benefits of flexible join reordering in streaming queries.
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1 INTRODUCTION
Stream processing systems (SPSs) enable continuous data analytics
over unbounded data streams by maintaining standing queries. As
the Internet of Things (IoT) expands, both the volume of data and the
number of streams processed by SPSs grow exponentially, leading to
increasingly complex analytical queries [20, 67, 68]. A major source
of complexity is the need to correlate multiple streams through
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Figure 1: Multi-Way Relational Join versus Multi-Way WJ.

multi-way window joins (WJs), which are essential for applications
such as moving object tracking [29, 35], online auctions [58, 62],
smart manufacturing [53, 59], and property monitoring [60]. To
manage unbounded streams, SPSs utilize WJs, which perform time-
based joins over finite intervals defined by various window seman-
tics, e.g., overlapping sliding windows or non-overlapping tumbling
windows [14, 19, 37, 63]. For example, consider a city-wide traffic
management application [29, 35, 53] depicted in Figure 1, which
processes three streams: high-frequency traffic congestion data (A),
moderate-frequency air-quality metrics (B), e.g., temperature or
particulate matter, and low-frequency wind data (C).

Example 1. In this scenario, the system dynamically adjusts speed
limits based on congestion and environmental conditions, e.g., reduc-
ing speeds when temperatures drop below zero or wind speeds are high.
To this end, a query with an hourly sliding window starting every five
minutes joins these streams to derive speed recommendations. Joining
the high-frequency congestion data with the moderate-frequency air
quality data first yields a high-frequency intermediate result, leading
to computational overhead for the subsequent WJ with wind data.
A better plan would produce a smaller intermediate result by first
joining the high-frequency congestion data with the sparser wind
data, reducing processing overhead for the subsequent WJ.

This scenario highlights the critical impact of WJ ordering for
performance in SPSs [14, 19, 37, 43]. This is in line with findings in
relational databases, where multi-way joins are known to be com-
putationally intensive and order-sensitive [41, 47]. In databases, a
query optimizer typically explores a large search space of equivalent
join plans to find an efficient execution strategy. These equivalences
arise from algebraic properties such as commutativity and associa-
tivity, which make it possible to transform one query plan into
another without altering query semantics [11, 33]. By enumerating
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different plans and applying a cost function to estimate their exe-
cution efficiency, relational optimizers prune the search space and
select the best plan based on its costs [17, 42, 54]. As a result, join
reordering is a cornerstone for achieving high performance.

Although the underlying principles of relational optimizers carry
over conceptually to streaming queries, WJs introduce additional
complexity due to their time-based semantics. In particular, unlike
time-agnostic relational joins over finite data, WJs continuously
process infinite data as part of a standing query, necessitating time-
based semantics. Figure 1 illustrates this contrast: The relational
join ⊲⊳1 first processes the sets 𝐴 and 𝐵, producing an intermediate
result 𝐴𝐵, which is then joined with 𝐶 in a subsequent step before
the query completes. In contrast, eachWJ pairs a join and a window
operator, e.g., ⊲⊳1 with𝑊1.𝑊1 is responsible for discretizing the
streams 𝐴 and 𝐵 into a sequence of finite substreams (sets) 𝐴𝑖 and
𝐵𝑖 , which then ⊲⊳1 continuously composes. Therefore, windowing
is not just an auxiliary function for discretizing streams but directly
determines which tuples are eligible for each join operation, po-
tentially invalidating algebraic properties. For instance, reordering
two WJs, as proposed in Example 1, may change which tuples fall
in overlapping time intervals and thus lead to missing or incorrect
results. As a consequence, state-of-the-art SPSs lack the capability
to systematically reorder WJs, as the conditions under which com-
mutativity and associativity hold remain unclear across different
window types. In other words, the search space of execution plans
for multi-way WJs is practically limited to a single plan derived
from the input query. As a result, the SPS optimizer has no freedom
to pick a better plan even if it exists, thereby leaving significant
opportunities for performance gains on the table [5, 19, 31, 58].

In this paper, we address the fundamental question of whether
and how WJs can be reordered without changing query seman-
tics, thereby unlocking a larger search space of execution plans for
stream optimization. To this end, we first analyze algebraic prop-
erties of WJs across commonly used window types (i.e., sliding,
session, and interval windows) and time domains (i.e., processing
and event time). Second, we devise generic transformation rules
to enable these reorderings under well-defined conditions. Third,
we propose an enumeration algorithm, WJR, that systematically
constructs valid join orders for a given multi-wayWJ query. In sum,
by focusing on search-space expansion, we lay the groundwork for
future WJ optimization and make the following contributions:

• We provide a comprehensive commutativity and associativity
analysis of common WJ types in SPSs, revealing which
reorderings preserve semantics (Sections 3 and 4).

• We introduce three transformation rules that enable WJ
reordering, even in cases where commutativity and asso-
ciativity do not inherently hold (Section 5).

• We propose the WJR algorithm, which systematically enu-
merates semantically valid multi-way WJ plans, thereby
lifting the restriction of a single join order and expanding
the search space for future WJ optimization (Section 6).

• We evaluate our approach under diverse workloads and
window semantics, demonstrating that reordering yields
significant throughput and resource benefits (Section 7).

We discuss related work in Section 8 and conclude in Section 9.

2 PRELIMINARIES
In this section, we provide an overview of stream processing funda-
mentals in Section 2.1 and detailed concepts for WJs in Section 2.2.

2.1 Stream Processing Fundamentals
Streams and Tuples. A stream 𝑆 is a continuous list of tuples
generated by data sources such as sensors [2, 3, 27]. A tuple 𝑡

is a list of attributes t(𝑎1, ...𝑎𝑛), including a timestamp 𝑡𝑠 , which
holds the relevant time information for windowing [3, 27, 38]. In
particular, SPSs have two different notions of time: processing and
event time [2, 61]. Event time uses the creation time of the tuple
outside the SPS as the timestamp 𝑡𝑠 of a tuple 𝑡 , whereas processing
time uses the system clock when the tuple is processed in the SPS.
We write 𝑡 .𝑡𝑠 for the timestamp of 𝑡 and consider it an accessible
tuple value regardless of the time domain. All tuples 𝑡𝑖 ∈ 𝑆 share
the same list of attributes, i.e., a common schema 𝑆 (𝑎1, ..., 𝑎𝑛).

Queries and Operators. Users specify operations on streams in
queries. In SPSs, a query is represented as a directed acyclic graph
(DAG) comprising operators as nodes. Formally, a query is defined
as a tuple 𝑄 = (𝑂𝑃, 𝜆,𝑊 ,𝜔) over the set of operators 𝑂𝑃 , the set
of window operators𝑊 , the partial function 𝜆 : 𝑂𝑃 ↛ 𝑂𝑃𝑛, 𝑛 ∈
[1, 2] which assigns child nodes to an operator, and the function
𝜔 : 𝑂𝑃2 → 𝑊 which assigns a window operator𝑊𝑏 to a binary
operator𝑂𝑃2

𝑏
, 𝑏 ∈ N [4, 50]. A query plan 𝜌 derives the output tuples

of 𝑄 by executing its operators along the DAG to the sink [21, 39].
Streams act as sources, and each operator 𝑂𝑃𝑢 sends its output to
its parent 𝑂𝑃𝑝 , where the associated𝑊𝑝 discretizes the output of
𝑂𝑃𝑢 if 𝑂𝑃𝑝 ∈ 𝑂𝑃2. WJs are such binary operators 𝑂𝑃2 paired with
a window operator𝑊 , written as [𝐴 ⊲⊳𝜃 𝐵]𝑊 = 𝐴𝐵, where 𝐴 and
𝐵 are input streams and 𝐴𝐵 is the output stream of joined tuple
pairs (𝑎, 𝑏). Here,𝑊 discretizes each infinite input stream 𝑆 into
a sequence of finite substreams 𝑆𝑖 based on its semantics [2, 6]. A
query 𝑄 can be represented by multiple semantically equivalent
query plans 𝜌𝑘 , 𝑘 ∈ N+, each producing the same output despite
variations in execution order or structure. We adopt the definition
of Negri et al. [45], where two plans are semantically equivalent if,
for all input tuples, they produce the same output after execution
and duplicate elimination. The cost of a plan 𝑐𝜌𝑘 determines its
quality, e.g., in terms of resource usage or runtime.

2.2 Window Join Types and their Semantics
SPSs support different types of windows, each defining specific
semantics for WJs according to the selected window type. Table 1
summarizes the available WJ types in common SPSs, i.e., tumbling,
sliding, session, and interval. Time-based windows, i.e., tumbling
and sliding windows, are foundational in SPSs for managing the
temporal aspects of continuous data streams and are thus widely
adopted in SPSs and application scenarios [2, 6, 14, 53, 64]. Early
SPSs primarily operated on processing time (PT), handling tuples
in the order of their arrival. However, as data sources increasingly
originated outside the cloud, the necessity to tackle transmission
latency led to the widespread adoption of event time (ET) [3]. Since
then, event time has driven the development of more advanced
window types, such as content-based (or data-driven) session and
interval windows, to meet diverse application requirements. Today,
event time is the dominant paradigm for cloud-based SPSs [2, 7, 24].
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Table 1: Overview of WJ Types in common SPS.
WJ Type Parameters Categories SPSs
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Tumbling Window Join length 𝑙 time time PT ✔ ✗ ✗ ✔ ✔ ✔

ET ✔ ✔ ✔ ✔ ✔ ✔

Sliding Window Join length 𝑙 , time time PT ✔ ✗ ✗ ✔ ✔ ✔

SWJ slide 𝑠 ET ✔ ✔ ✔ ✔ ✔ ✔

Session Window Join gap 𝑔 content time PT ✔ ✗ ✗ ✔ ✗ ✔

SessWJ ET ✔ ✗ ✗ ✔ ✗ ✔

Interval Join lower bound 𝑙𝐵 content time ET ✔ ✗ (✔) ✗ ✗ ✗

IVJ upper bound 𝑢𝐵
Legend: () = limited options, PT = processing time, ET = event time, SA Stream Analytics

Window Join Semantics. Each window operator has two se-
mantic aspects: (1) intra-window and (2) inter-window semantics.

(1) Intra-window semantics define which tuples are assigned to
each finite substream(s) 𝑆𝑖 . For all considered WJ types in Table 1,
window parameters are measured in time. Thus, each 𝑆𝑖 corre-
sponds to a time interval (i.e., a window) 𝑤𝑖 = [𝑡𝑠𝑏𝑖 , 𝑡𝑠𝑒𝑖 ), where
𝑡𝑠𝑏𝑖 denotes the beginning and 𝑡𝑠𝑒𝑖 the end of 𝑤𝑖 [1, 2, 28, 63]. A
tuple 𝑡 is assigned to 𝑆𝑖 if 𝑡 .𝑡𝑠 ∈ 𝑤𝑖 . Furthermore, intra-window
semantics incorporate the join operation, where each tuple 𝑎 ∈ 𝐴𝑖

is paired with a tuple 𝑏 ∈ 𝐵𝑖 to produce the pair (𝑎, 𝑏) if they satisfy
the join predicate 𝜃 [13, 19, 34, 57]. Formally,

[𝐴 ⊲⊳𝜃 𝐵]𝑤𝑖 = 𝐴𝑖 ⊲⊳𝜃 𝐵𝑖 = {(𝑎, 𝑏) |𝑎 ∈ 𝐴𝑖 ∧ 𝑏 ∈ 𝐵𝑖 ∧ 𝜃𝐴𝐵}

For simplicity, we assume that a join predicate 𝜃 exists and join
operations are independent, omitting further notation.

(2) Inter-window semantics define how subsequent windows are
created, i.e., how the stream is partitioned into substreams [64].
When multiple window operators𝑊𝑛 occur in a query𝑄 , we denote
the corresponding window as𝑤𝑛

𝑖
.

Window Join Types. We investigate in detail the semantic
differences among these WJ types:

(1) Tumbling and Sliding Window Joins (SWJs) compute join op-
erations over windows𝑤𝑖 with a fixed length 𝑙 = 𝑡𝑠𝑒𝑖 − 𝑡𝑠𝑏𝑖 that are
aligned with the logical clock, thereby ensuring consistent and pre-
dictable join operations [2, 14, 28, 61]. For instance, a tumbling WJ
with a 1-hour length submitted at 6:25 would align its first window
to the clock𝑤1 = [6:25,7:00), as shown in Figure 2. Subsequent win-
dows are derived based on type-specific inter-window semantics.
In event time, logical clock alignment is based on the timestamp of
the first tuple that occurs. As a result, the same window operation
is applied uniformly to both streams, leading to identical windows
𝑤𝑖 for both substreams 𝐴𝑖 and 𝐵𝑖 over all partitions [57].

Tumbling windows divide streams into non-overlapping sub-
streams, where each window𝑤𝑖 starts immediately after the end of
its predecessor𝑤𝑖−1, i.e.,𝑡𝑠𝑒𝑖−1 = 𝑡𝑠𝑏𝑖 . For instance, our example in
Figure 2 could be used for periodic correlations such as hourly sales
or energy consumption reporting [53] with 𝑤2 = [7:00,8:00). In
contrast, sliding windows (or hopping windows [1, 52]) employ an
additional fixed parameter, the so-called slide 𝑠 . Thus, SWJs create
a sequence of potentially overlapping substreams 𝑆𝑖+𝑛 = [𝑆]𝑡𝑠𝑒𝑖+𝑛𝑡𝑠𝑏𝑖+𝑛

,
where 𝑡𝑠𝑖+𝑛 = 𝑡𝑠𝑖 + 𝑛 · 𝑠 , respectively (𝑖, 𝑛, 𝑠 ∈ N) [14, 28]. This
overlap enables a more fine-grained analysis of fast-changing data,
for example, by analyzing a 5-minute window that slides every

Figure 2: Logical Clock Aligned Tumbling WJ in PT.

minute, as required in applications such as traffic management [35]
or fraud detection [52]. The overlapping nature of sliding windows
can generate duplicate output tuples and increase resource usage
compared to their non-overlapping counterparts [25, 37, 51]. Since
tumbling windows are a special case of sliding windows with 𝑠 = 𝑙 ,
we focus our analysis on SWJs, formally denoted as 𝑆𝑊 (𝑙, 𝑠).

(2) Session Window Joins (SessWJs) group tuples into non-over-
lapping windows (sessions) based on a gap 𝑔, which defines the
minimum period of inactivity required to separate sessions [22, 64].
In particular, a session𝑤𝑖 ends at 𝑡𝑁−1 .𝑡𝑠 , and the next window𝑤𝑖+1
starts at 𝑡𝑁 .𝑡𝑠 if 𝑡𝑁−1 .𝑡𝑠 − 𝑡𝑁 .𝑡𝑠 ≥ 𝑔, where 𝑡𝑁 is the last seen tuple
and session boundaries are inclusive. We note that the actual gap
between sessions can exceed 𝑔 and further denote a session window
as 𝑆𝑒𝑠𝑠𝑊 (𝑔) [61, 64]. Like SWJs, SessWJs apply the same session
𝑤𝑖 to both substreams 𝐴𝑖 and 𝐵𝑖 . However, SessWJs are not logical
clock aligned, and key-based partitions may have different session
boundaries [2, 22, 23]. For gap computation, SessWJs require tuples
across the stream partitions of 𝐴 and 𝐵 to be temporally ordered,
i.e., 𝑡𝑛 ∈ 𝐴 ∪ 𝐵 : 𝑡𝑛−1 .𝑡𝑠 ≥ 𝑡𝑛 .𝑡𝑠 . Its properties make SessWJs
particularly suited for handling irregular data arrivals, such as
dynamic user session analytics in domains like e-commerce and
media streaming [22, 52].

(3) Interval Joins (IVJs) pair an incoming tuple from the left
stream with all temporally relevant tuples from the right stream
using content-based windows𝑤𝑖 defined by a lower bound (lB) and
an upper bound (uB). For example, in the WJ [𝐴 ⊲⊳ 𝐵]𝑊 , each tuple
𝑎𝑖 ∈ 𝐴 is associated with a window 𝑤𝑖𝐵 = [𝑎𝑖 .𝑡𝑠 − 𝑙𝐵, 𝑎𝑖 .𝑡𝑠 + 𝑢𝐵]
applied to stream 𝐵. We denote an interval as 𝐼 (𝑙𝐵,𝑢𝐵). Although
less common, this mechanism is particularly valuable in applica-
tions that require precise temporal alignment and the avoidance
of costly overlaps, such as algorithmic trading [56] or aligning IoT
sensors [16, 53]. The boundaries of𝑤𝑖𝐵 can be in- or exclusive [23].
For simplicity, we consider inclusive boundaries for further analysis
while noting that our approach generalizes to exclusive boundaries.

Time Propagation in Multi-Way Window Joins. Stateful
window operations create new tuples that require a timestamp if
they contribute to a subsequent windowed operation. We consider
the time propagation as an additional window parameter, like length
or slide. Different strategies exist for propagating time between
window operators: In processing time, all output tuples 𝑡 𝑗 of one
window 𝑤𝑖 are assigned to its largest timestamp [1, 6]. Formally,
∀𝑡 𝑗 ∈ 𝑤𝑖 : 𝑡 𝑗 .𝑡𝑠 = 𝑡𝑠𝑒𝑖 − 𝛿 , where 𝛿 = 1 for exclusive, and 𝛿 = 0
for inclusive bounds. This strategy follows the processing time
assumption that a tuple is assigned to the time it first occurs in the
SPS. The tumbling WJ in Figure 2 is executed in processing time.

In event time, without user interaction, all output tuples are
assigned to the current system time, i.e., processing time [23]. To
prevent changing the time domain, the user can reassign the times-
tamp of the output stream after each WJ, i.e., either 𝑎.𝑡𝑠 or 𝑏.𝑡𝑠 as
the timestamp for tuple 𝑡 𝑗 of 𝐴𝐵. Formally, 𝑡 𝑗 .𝑡𝑠 = 𝑎.𝑡𝑠 ∨ 𝑏.𝑡𝑠 .
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3 COMMUTATIVITY
In this section, we examine the commutativity of WJ types, a key
requirement for join reordering, as it ensures that altering the join
order does not affect query results. We formulate Hypothesis 1,
drawing on relational join principles, and analyze it for SWJs in
Section 3.1, SessWJs in Section 3.2, and IVJs in Section 3.3.

Hypothesis 1. A WJ operator is commutative if, for every output
tuple (a,b) detected by the query 𝑄1 = [𝐴 ⊲⊳ 𝐵]𝑊 , a corresponding
output tuple is detected by 𝑄2 = [𝐵 ⊲⊳ 𝐴]𝑊 , and vice versa.

3.1 Sliding Window Joins
Case C1. For time-based SWJs, the tuple (𝑎, 𝑏) is a valid output
of 𝑄1 if 𝑎.𝑡𝑠, 𝑏.𝑡𝑠 ∈ 𝑤𝑖 = [𝑡𝑠𝑏𝑖 , 𝑡𝑠𝑒𝑖 ), and a valid output of 𝑄2 if
𝑎.𝑡𝑠, 𝑏.𝑡𝑠 ∈ 𝑤 𝑗 = [𝑡𝑠𝑏 𝑗

, 𝑡𝑠𝑒 𝑗 ).

Proof. The time intervals of 𝑤𝑖 and 𝑤 𝑗 are defined by the pa-
rameters of the window operator𝑊 and aligned to the logical clock.
Thus, 𝑤𝑖 and 𝑤 𝑗 are created irrespective of the tuple content in
the streams 𝐴 or 𝐵. It follows that for the same𝑊 , the sequence of
windows in both queries is equivalent, i.e.,𝑊 ∈ 𝑞1 =𝑊 ∈ 𝑞2 →
𝑤𝑖 = 𝑤 𝑗 . Thus, every tuple 𝑎 ∈ 𝐴 and 𝑏 ∈ 𝐵 is assigned to the
same time interval, and if 𝑎.𝑡𝑠, 𝑏.𝑡𝑠 ∈ 𝑤𝑖 → 𝑎.𝑡𝑠, 𝑏.𝑡𝑠 ∈ 𝑤 𝑗 . For this
reason, the join order is irrelevant, and every output tuple (𝑎, 𝑏) of
𝑄1 is also an output tuple of 𝑄2. □

Theorem 1. SWJs are commutative.

3.2 Session Window Joins
Case C2. For content-based SessWJs, the tuple (𝑎, 𝑏) is a valid
output of 𝑄1 if 𝑎.𝑡𝑠, 𝑏.𝑡𝑠 ∈ 𝑤𝑖 = [𝑡𝑠𝑏𝑖 , 𝑡𝑠𝑒𝑖 ], and a valid output of
𝑄2 if 𝑎.𝑡𝑠, 𝑏.𝑡𝑠 ∈ 𝑤 𝑗 = [𝑡𝑠𝑏 𝑗

, 𝑡𝑠𝑒 𝑗 ].

Proof. The time intervals of𝑤𝑖 and𝑤 𝑗 are defined by the tem-
poral order of tuples 𝑡𝑛 ∈ 𝐴 ∪ 𝐵 and the gap between each tuple
pair (𝑡𝑛−1, 𝑡𝑛). It follows that 𝑤𝑖 = 𝑤 𝑗 as the join order does not
affect 𝐴 ∪ 𝐵. Thus, every tuple 𝑎 ∈ 𝐴 and 𝑏 ∈ 𝐵 is assigned to the
same time interval, and if 𝑎.𝑡𝑠, 𝑏.𝑡𝑠 ∈ 𝑤𝑖 → 𝑎.𝑡𝑠, 𝑏.𝑡𝑠 ∈ 𝑤 𝑗 . For this
reason, the join order is irrelevant, and every output tuple (𝑎, 𝑏) of
𝑄1 is also an output tuple of 𝑄2. □

Theorem 2. SessWJs are commutative.

3.3 Interval Joins
Content-based IVJs create windows based on tuples from the left
join side and the window bounds, 𝑙𝐵 and 𝑢𝐵. Thus, the tuple (𝑎, 𝑏)
is a valid output of 𝑄1 if 𝑏.𝑡𝑠 ∈ 𝑤𝑖 = [𝑎.𝑡𝑠 − 𝑙𝐵, 𝑎.𝑡𝑠 + 𝑢𝐵], and a
valid output of 𝑄2 if 𝑎.𝑡𝑠 ∈ 𝑤 𝑗 = [𝑏.𝑡𝑠 − 𝑙𝐵, 𝑏.𝑡𝑠 + 𝑢𝐵]. We analyze
two cases, Case 𝐶3 with equal-sized bounds (𝑙𝐵 = 𝑢𝐵) and Case 𝐶4
with unequal-sized bounds (𝑙𝐵 ≠ 𝑢𝐵), depicted in Figure 3. In our
proof, we investigate 𝑄2, where tuples of 𝐵 define𝑤 𝑗 and examine
edge cases to verify if (𝑎, 𝑏) detected in 𝑄1 is also detected in 𝑄2:
Case C3. We analyze IVJs with equal-sized bounds (𝑙𝐵 = 𝑢𝐵).

Proof. (1) 𝑏.𝑡𝑠 = 𝑎.𝑡𝑠 − 𝑙𝐵 → 𝑤 𝑗 = [𝑎.𝑡𝑠 − 2 · 𝑙𝐵, 𝑎.𝑡𝑠 − 𝑙𝐵 +𝑢𝐵].
Thus, (𝑎, 𝑏) is detected in 𝑄2 as 𝑎.𝑡𝑠 = 𝑎.𝑡𝑠 − 𝑙𝐵 + 𝑢𝐵 → 𝑎.𝑡𝑠 ∈ 𝑤 𝑗 .

(2) 𝑏.𝑡𝑠 = 𝑎.𝑡𝑠 + 𝑢𝐵 → 𝑤 𝑗 = [𝑎.𝑡𝑠 + 𝑢𝐵 − 𝑙𝐵, 𝑎.𝑡𝑠 + 2 · 𝑢𝐵]. Thus,
(𝑎, 𝑏) is detected in 𝑄2 as 𝑎.𝑡𝑠 = 𝑎.𝑡𝑠 + 𝑢𝐵 − 𝑙𝐵 → 𝑎.𝑡𝑠 ∈ 𝑤 𝑗 . □

(a) IVJ Case C3 with lB = uB (b) IVJ Case C4 with lB < uB
Figure 3: Commutativity Analysis of IVJs.

Theorem 3. IVJs with equal-sized bounds are commutative.

Case C4. We analyze IVJs with unequal-sized bounds (𝑙𝐵 ≠ 𝑢𝐵).
We examine 𝑙𝐵 < 𝑢𝐵, though our proof also holds for 𝑙𝐵 > 𝑢𝐵.

Proof. (1) 𝑏.𝑡𝑠 = 𝑎.𝑡𝑠 − 𝑙𝐵 → 𝑤 𝑗 = [𝑎.𝑡𝑠 − 2 · 𝑙𝐵, 𝑎.𝑡𝑠 +𝑢𝐵 − 𝑙𝐵].
Thus, the tuple (𝑎, 𝑏) is detected in 𝑄2 because 𝑙𝐵 < 𝑢𝐵 → 𝑎.𝑡𝑠 ∈
𝑤 𝑗 , i.e., 𝑎.𝑡𝑠 < 𝑎.𝑡𝑠 + 𝑢𝐵 − 𝑙𝐵.

(2) 𝑏.𝑡𝑠 = 𝑎.𝑡𝑠 + 𝑢𝐵 → 𝑤 𝑗 = [𝑎.𝑡𝑠 + 𝑢𝐵 − 𝑙𝐵, 𝑎.𝑡𝑠 + 2 · 𝑢𝐵]. Thus,
the tuple (𝑎, 𝑏) is not detected in 𝑄2 because 𝑙𝐵 < 𝑢𝐵 → 𝑎.𝑡𝑠 ∉ 𝑤 𝑗 ,
i.e., 𝑎.𝑡𝑠 < 𝑎.𝑡𝑠 + 𝑢𝐵 − 𝑙𝐵. □

Theorem 4. IVJs with unequal-sized bounds are not commutative.

Figure 3 shows both cases with the output of 𝑄1 (yellow in-
tervals) on top and 𝑄2 (blue intervals) at the bottom. Figure 3a
supports the commutativity of Case C3 (equal-sized bounds), as
both queries yield identical outputs. In contrast, Figure 3b presents
a counterexample for Case C4, where differences in the outputs of
𝑄1 and 𝑄2 reveal that assuming commutativity leads to incorrect
reorderings that alter query semantics, resulting in missing or addi-
tional matches. To showcase this, consider the following adaptive
gate management scenario [15]:

Example 2. An airline uses flight arrival data (A) combined with
gate availability (B) to decide whether to extend gate openings for
delayed flights. While𝑄1 correctly identifies two cases where the plane
could wait, the reordered 𝑄2 misses a critical match (tuple (𝑎1, 𝑏6))
and erroneously produces an extra result (tuple (𝑎2, 𝑏6)).

4 ASSOCIATIVITY
We extend our WJ analysis to associativity, another key property
for join reordering. Associativity ensures that the grouping of join
operations can be modified without altering query results. To this
end, we examine a three-way WJ, where the first WJ, i.e., [𝐴 ⊲⊳

𝐵]𝑊1 = 𝐴𝐵, was analyzed in Section 3. The second WJ composes
a tuple (𝑎, 𝑏) ∈ 𝐴𝐵 with a tuple 𝑐 ∈ 𝐶 to the result tuple (𝑎, 𝑏, 𝑐) if
both fulfill the WJ constraints. We formulate Hypothesis 2, drawing
on relational join principles, and analyze it for SWJs in Section 4.1,
SessWJs in Section 4.2, and IVJs in Section 4.3.

Hypothesis 2. A WJ operator is associative if, for each output
tuple (𝑎, 𝑏, 𝑐) detected by𝑄1 = [[𝐴 ⊲⊳ 𝐵]𝑊1 ⊲⊳ 𝐶]𝑊2 , a corresponding
output tuple is detected by𝑄2 = [𝐴 ⊲⊳ [𝐵 ⊲⊳ 𝐶]𝑊2 ]𝑊1 , and vice versa.

4.1 Sliding Window Joins
The tuple (𝑎, 𝑏, 𝑐) is valid output of𝑄1 if𝑎.𝑡𝑠, 𝑏.𝑡𝑠 ∈ 𝑤1

𝑖
= [𝑡𝑠𝑏𝑖 , 𝑡𝑠𝑒𝑖 ),

and 𝑎𝑏.𝑡𝑠, 𝑐 .𝑡𝑠 ∈ 𝑤2
𝑗
= [𝑡𝑠𝑏 𝑗

, 𝑡𝑠𝑒 𝑗 ). In the remainder, we analyze four
cases defined by the combinations of window length 𝑙 and slide 𝑠 .
Case A1. We consider two equivalent overlapping sliding window
operators, i.e.,𝑊1 =𝑊2 and 𝑠 < 𝑙 .
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Processing Time. The time propagation between𝑊1 and𝑊2 is
defined as follows: ∀(𝑎, 𝑏) : (𝑎, 𝑏).𝑡𝑠 = 𝑡𝑠𝑒𝑖 − 1. Furthermore, (𝑎, 𝑏)
and 𝑐 must occur in the same window 𝑤2

𝑗
to create (𝑎, 𝑏, 𝑐) in 𝑄1.

Following the inter-window semantics of SWJs, there exist𝑚 = 𝑙
𝑠

windows𝑤2 that overlap with𝑤1
𝑖
. We visualize Case𝐴1 in Figure 4

and depict the two overlapping windows 𝑤 𝑗−1 and 𝑤 𝑗+1 on top.
We investigate two options for 𝑄2 to detect (𝑎, 𝑏, 𝑐):

Proof. Option (1): 𝑐 ∈ 𝐶 𝑗 → 𝑐.𝑡𝑠 ∈ 𝑤2
𝑗
. Due to logical clock

alignment,𝑤2
𝑗
= 𝑤1

𝑖
and all timestamps 𝑎.𝑡𝑠, 𝑏.𝑡𝑠, 𝑐 .𝑡𝑠 ∈ [𝑡𝑠𝑏𝑖 , 𝑡𝑠𝑒𝑖 ).

Thus, the tuple (𝑎, 𝑏, 𝑐) is detected, regardless of the join order.
Option (2): 𝑐 ∈ 𝐶 𝑗+(𝑚−1) → 𝑐.𝑡𝑠 ∈ 𝑤2

𝑗+(𝑚−1) = [𝑡𝑠𝑏 𝑗
+ 𝑛 · 𝑠 ·

(𝑚 − 1), 𝑡𝑠𝑒 𝑗 + 𝑛 · 𝑠 · (𝑚 − 1)), (𝑚 > 1). Thus, the tuple 𝑐 falls into
one (or more) subsequent overlapping windows 𝑤2

𝑗+(𝑚−1) of 𝑤
2
𝑗
.

These windows overlap by the time interval 𝑤+
𝑜𝑙

= [𝑡𝑠𝑏 𝑗
+ 𝑠 · 𝑛 ·

(𝑚 − 1), 𝑡𝑠𝑒 𝑗 ). We highlight 𝑤+
𝑜𝑙

in purple for the window 𝑤 𝑗 in
Figure 4. If 𝑐.𝑡𝑠 ∈ 𝑤2

𝑗+(𝑚−1) , 𝑄2 detects an output tuple (𝑏, 𝑐) in
[𝐵 ⊲⊳ 𝐶]𝑊2 only if 𝑏.𝑡𝑠 ∈ 𝑤2

𝑗+(𝑚−1) . If 𝑐.𝑡𝑠 > 𝑡𝑠𝑒 𝑗 , it follows that 𝑐
is assigned to the subsequent window 𝑤2

𝑗+(𝑚−1) , but not to 𝑤2
𝑗
.

Formally, 𝑐 ∈ 𝑤2
𝑗+(𝑚−1) and 𝑐 ∉ 𝑤2

𝑗
, because 𝑤+

𝑜𝑙
⊂ 𝑤2

𝑗
,𝑤2

𝑗+(𝑚−1) .
If 𝑏.𝑡𝑠 < 𝑡𝑠𝑏 𝑗+(𝑚−1) , and thus, 𝑏 ∈ 𝑤2

𝑗
and 𝑏 ∉ 𝑤2

𝑗+(𝑚−1) , the tuple
(𝑎, 𝑏, 𝑐) is only detected in 𝑄1. □

Figure 4 provides a counterexample that refutes Hypothesis 2 for
Case A1, demonstrating that the outputs of𝑄1 and𝑄2 are not equiv-
alent. To showcase the consequences of such an invalid rewriting,
consider the following window farm management scenario [53]:

Example 3. In this application, wind turbine activity (𝐶) is dy-
namically adjusted based on wind conditions (𝐴) and nearby wildlife
(𝐵). The data is processed in 10-minute windows starting every 5 min-
utes. While 𝑄1 correctly aligns wind conditions and the presence of
wildlife before adjusting turbine operations, the reordered 𝑄2 misses
critical context (tuple (𝑎2, 𝑏6, 𝑐9)), potentially leading to unnecessary
shutdowns or delayed wildlife protection.

Event Time. The user propagates either 𝑎.𝑡𝑠 or 𝑏.𝑡𝑠 as the times-
tamp of AB. This extends the analysis of Case A1 in event time by
Option (3) 𝑐 ∈ 𝐶 𝑗−(𝑚−1) , alongside Options (1) and (2). We examine
all three for each time propagation strategy:

Proof. Propagation of A.ts. If 𝑎.𝑡𝑠 is propagated as the times-
tamp of 𝐴𝐵, only 𝑎.𝑡𝑠 and 𝑐.𝑡𝑠 are considered to assign tuples of 𝐴𝐵
and 𝐶 to𝑤2

𝑗
for [𝐴𝐵 ⊲⊳ 𝐶]𝑊2 in 𝑄1.

Option (1): 𝑐 ∈ 𝐶 𝑗 → 𝑐.𝑡𝑠 ∈ 𝑤2
𝑗
= 𝑤1

𝑖
. Thus, all tuples fall into

the same time interval, and (𝑎, 𝑏, 𝑐) is detected in both queries.
Option (2): 𝑐 ∈ 𝐶 𝑗+(𝑚−1) → 𝑐.𝑡𝑠 ∈ 𝑤2

𝑗+(𝑚−1) , (𝑚 > 1). Equiva-
lent to Option (2) in processing time, there exists an overlap between
each𝐶 𝑗+(𝑚−1) and𝐶 𝑗 of the time interval𝑤+

𝑜𝑙
= [𝑡𝑠𝑏 𝑗

+𝑛 · 𝑠 · (𝑚 −
1), 𝑡𝑠𝑒 𝑗 ) (see Figure 4). We refer to Option (2) in processing time
for a detailed analysis and conclude that an output tuple (𝑎, 𝑏, 𝑐)
detected by 𝑄1 is not necessarily detected by 𝑄2.

Option (3): 𝑐 ∈ 𝐶 𝑗−(𝑚−1) → 𝑐.𝑡𝑠 ∈ 𝑤 𝑗−(𝑚−1) , (𝑚 > 1).
Option (3) investigates the overlap between ancestor substreams
𝐶 𝑗−(𝑚−1) and 𝐶 𝑗 . This overlap is defined as follows: 𝑤−

𝑜𝑙
= [𝑡𝑠𝑏 𝑗

,

Figure 4: Case A1 of the SWJ with 𝑄1 (left) and 𝑄2 (right) in
processing time and with slide 𝑠 = 0.5 · 𝑙 .
𝑡𝑠𝑒 𝑗 − 𝑛 · 𝑠 · (𝑚 − 1)). We apply the analysis of Option (2) respec-
tively. In particular, if 𝑐.𝑡𝑠 < 𝑡𝑠𝑏 𝑗

and 𝑏.𝑡𝑠 > 𝑡𝑠𝑒 𝑗−(𝑚−1) , it follows
that 𝑐 ∈ 𝑤2

𝑗−(𝑚−1) and 𝑐 ∉ 𝑤2
𝑗
, while 𝑏 ∉ 𝑤2

𝑗−(𝑚−1) and 𝑏 ∈ 𝑤
2
𝑗
.

Thus, 𝑄2 does not detect (𝑏, 𝑐) and misses the output tuple (𝑎, 𝑏, 𝑐).
Propagation of B.ts. In𝑄1, tuples 𝑎 ∈ 𝐴 and 𝑏 ∈ 𝐵 first join under
𝑊1, producing the intermediate results (𝑎, 𝑏) ∈ 𝐴𝐵. These tuples
(𝑎, 𝑏) then join with 𝑐 ∈ 𝐶 under𝑊2, using only 𝑏.𝑡𝑠 for alignment.
The output tuples (𝑎, 𝑏, 𝑐) ∈ 𝐴𝐵𝐶 satisfy both join and window
constraints within the respective windows𝑤1

𝑖
and𝑤2

𝑗
. Since SWJs

are logical clock aligned, the windows𝑤1
𝑖
and𝑤2

𝑗
are equivalent in

𝑄1 and 𝑄2, i.e.,𝑊1 =𝑊2 → 𝑤1
𝑖
= 𝑤2

𝑗
. Thus, 𝐵𝐶 joins with 𝐴 in 𝑄2

under the samewindow semantics as𝐴 joins 𝐵 in𝑄1, aligning 𝑎 ∈ 𝐴
and 𝑏 ∈ 𝐵 under𝑊1. By leveraging commutativity, as established
in Theorem 1, each tuple (𝑎, 𝑏, 𝑐) appears in both queries 𝑄1 and
𝑄2, independent of Options (1)-(3). □

We refer to the varying results in event time as conditional asso-
ciativity, determined by the user-defined time propagation strategy.

Theorem 5. SWJs of Case 𝐴1 are not associative in processing
time and conditional associative in event time.

Case A2. We consider two equivalent non-overlapping sliding
window operators, i.e.,𝑊1 =𝑊2 ∧ 𝑠 ≥ 𝑙 .

Proof (sketch). Non-overlapping windows assign each tuple
only to a single window. Thus, in contrast to Case𝐴1 and regardless
of the time domain, Case𝐴2 solely contains Option (1) 𝑐 ∈ 𝐶 𝑗 , where
𝑎.𝑡𝑠, 𝑏.𝑡𝑠, 𝑐 .𝑡𝑠 ∈ 𝑤1

𝑖
= 𝑤2

𝑗
. As shown in Option (1) of Case 𝐴1, all

output tuples in 𝑄1 are detected in 𝑄2.

Theorem 6. SWJs of Case 𝐴2 are associative.

Case A3.We consider two overlapping sliding window operators
𝑊1 and𝑊2 with different lengths, i.e.,𝑊1 .𝑙 ≠𝑊2 .𝑙 ∧ 𝑠 < 𝑙 .

Proof (sketch). Case 𝐴1 and 𝐴3 differ because the window
lengths𝑊1 .𝑙 and𝑊2 .𝑙 are not equivalent. However, this does not
affect the underlying proof structure of Case A1. Due to logical
clock alignment, the same three options arise: Option (1) 𝑐 ∈ 𝐶 𝑗 →
𝑐.𝑡𝑠 ∈ 𝑤2

𝑗
, Option (2) 𝑐 ∈ 𝐶 𝑗+(𝑚−1) , where𝑚 =

𝑊2 .𝑙
𝑠 , and additional

Option (3) 𝑐 ∈ 𝐶 𝑗−(𝑚−1) in event time. For processing time and
event time with time propagation of 𝑎.𝑡𝑠 , only Option (1) yields
equivalent outputs, requiring each window of the window operator
with the smaller length to be a subset of the larger one. If 𝑏.𝑡𝑠 is
propagated in event time, 𝑄1 and 𝑄2 produce identical outputs.
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We refer to the detailed proofs of Case A1 for a breakdown of the
individual subcases.

Theorem 7. SWJs of Case 𝐴3 are not associative in processing
time and conditional associativity in event time.

Case A4. We consider two non-overlapping sliding window opera-
tors with different lengths, i.e.,𝑊1 .𝑙 ≠𝑊2 .𝑙 ∧ 𝑠 ≥ 𝑙 . As windows are
non-overlapping, only Option (1) 𝑐 ∈ 𝐶 𝑗 is of concern. We examine
𝑊1 .𝑙 <𝑊2 .𝑙 , although our proof applies for𝑊1 .𝑙 >𝑊2 .𝑙 .

Processing Time. The time propagation between𝑊2 and𝑊1 in
𝑄2 is defined as follows: ∀(𝑏, 𝑐) : (𝑏, 𝑐) .𝑡𝑠 = 𝑡𝑠𝑒 𝑗 − 1:

Proof. Let us consider a window𝑤2
𝑗
= [𝑡𝑠𝑏 𝑗

, 𝑡𝑠𝑒 𝑗 ) aligned with
the logical clock. Then, it exists an𝑤1

𝑖
= [𝑡𝑠𝑏 𝑗

, 𝑡𝑠𝑒𝑖 ) with 𝑡𝑠𝑒𝑖 < 𝑡𝑠𝑒 𝑗

because𝑊1 .𝑙 <𝑊2 .𝑙 . It follows that in 𝑄1, all pairs (𝑎, 𝑏) of𝑤1
𝑖
are

assigned to𝑤2
𝑗
, while in𝑄2, no pair (𝑏, 𝑐) is assigned to𝑤1

𝑖
, because

𝑡𝑠𝑒 𝑗 − 1 > 𝑡𝑠𝑒𝑖 − 1. As a result, the tuple (𝑎, 𝑏, 𝑐) detected in 𝑄1 is
not detected in 𝑄2. □

Event Time. The user propagates either 𝑎.𝑡𝑠 or 𝑏.𝑡𝑠 as the times-
tamp of 𝐴𝐵. We investigate both time propagation strategies:

Proof. Propagation of A.ts.Due to logical clock alignment, the
first join [𝐵 ⊲⊳ 𝐶]𝑊2 in 𝑄2 creates windows 𝑤2

𝑗
, joining all tuples

𝑏 and 𝑐 within𝑤2
𝑗
, where𝑤1

𝑖
⊂ 𝑤2

𝑗
. As a result, the constraints on

𝑏.𝑡𝑠 are relaxed, making the tuples (𝑏, 𝑐) in 𝑄1 a subset of those
in 𝑄2. Regardless of whether 𝑏.𝑡𝑠 or 𝑐.𝑡𝑠 is propagated, applying
the smaller window operator afterward does not filter out these
additional tuples, leading to additional output tuples (𝑎, 𝑏, 𝑐) in 𝑄2.
Propagation of B.ts. The stream 𝐵 contributes to the first join in
both queries, and its timestamps are propagated to the subsequent
WJ operation. Thus, the time constraints for tuples 𝑏 ∈ 𝐵 are equiv-
alent for both queries. We refer to Case 𝐴1 for more details and
conclude that all output tuples of 𝑄1 are also detected in 𝑄2. □

Theorem 8. SWJs of Case 𝐴4 are not associative in processing
time and conditional associativity in event time.

4.2 Session Window Joins
SessWJs create non-overlapping windows based on periods of tuple
arrivals terminated by the gap parameter 𝑔. Thus, only Option (1)
𝑐.𝑡𝑠 ∈ 𝐶 𝑗 is relevant for SessWJs, where a tuple (𝑎, 𝑏, 𝑐) is valid in
𝑄1 if 𝑎.𝑡𝑠, 𝑏.𝑡𝑠 ∈ 𝑤1

𝑖
, and 𝑎𝑏.𝑡𝑠, 𝑐 .𝑡𝑠 ∈ 𝑤2

𝑗
. Both streams contribute

to a session, which may contain only a single tuple.
Case A5.We consider two equivalent session window operators,
i.e.,𝑊1 =𝑊2.

Processing Time. The time propagation between𝑊1 and𝑊2 is
defined as follows: ∀(𝑎, 𝑏) : (𝑎, 𝑏) .𝑡𝑠 = 𝑡𝑠𝑒 .

Proof. Since all tuples (𝑎, 𝑏) ∈ 𝑤1
𝑖
share a single timestamp, the

sequence of 𝑐 tuples primarily determines𝑤2
𝑗
in𝑄1. In contrast,𝑤2

𝑗

in𝑄2 is defined by 𝐵∪𝐶 , i.e., the composition of unprocessed 𝑏 and
𝑐 tuples. Consequently,𝑤2

𝑗
∈ 𝑄1 ≠ 𝑤2

𝑗
∈ 𝑄2, leading to potentially

different window lengths and, ultimately, divergent outputs. □

Event Time.Weexamine the propagation strategies𝑎.𝑡𝑠 and𝑏.𝑡𝑠 :

Proof. Propagation of A.ts. 𝐴 ∪𝐶 defines𝑤2
𝑗
in 𝑄1, whereas

𝐵 ∪𝐶 defines𝑤2
𝑗
in𝑄2. Consequently,𝑤2

𝑗
∈ 𝑄1 ≠ 𝑤2

𝑗
∈ 𝑄2, leading

to discrepancies in the outputs of 𝑄1 and 𝑄2.
Propagation of B.ts. In 𝑄1 and 𝑄2, 𝐵 ∪𝐶 defines the window𝑤2

𝑗
.

However, 𝑏.𝑡𝑠 in𝑄1 is only propagated if 𝑏 contributes to an output
tuple (𝑎, 𝑏). In contrast, the raw input of 𝐵 is considered for the
sessions in 𝑄2. For this reason, if a sequence of 𝑏 tuples creates a
session that contains no tuple 𝑎 ∈ 𝐴, none of their timestamps are
propagated for 𝑤2

𝑗
∈ 𝑄1. Consequently, 𝑤2

𝑗
∈ 𝑄1 ≠ 𝑤2

𝑗
∈ 𝑄2 and

not all output tuples of 𝑄1 are also detected in 𝑄2. □

Theorem 9. SessWJs are not associative.

Consider the following support chat analytics scenario, which
illustrates how the join order affects session boundaries and refutes
Hypothesis 2 for SessWJs:

Example 4. An online platform tracks customer interactions across
multiple channels. To analyze complete conversations, session win-
dows group events with a 5-minute inactivity gap. In query 𝑄1, cus-
tomer messages (𝐴) are first joined with agent responses (𝐵), forming
session 𝑠11 = (3, 7) that captures two customer messages (𝑎3, 𝑎7) and
one agent response (𝑏3). The results of session 𝑠11 are then joined with
escalation tickets (C), creating the session 𝑠21 = (3, 10), incorporating
two tickets for further review (𝑐5, 𝑐10). In query 𝑄2, agent responses
are first joined with escalations, creating two sessions: 𝑠21 = (3, 5) and
𝑠22 = (10) solely defined by the escalation 𝑐10. As a result, 𝑠22 reveals no
output tuple for the join with customer messages. Thus, the escalation
𝑐10 is omitted, leading to an incomplete analysis of unresolved issues.

4.3 Interval Joins
IVJs create a window𝑤𝑛 for each tuple 𝑡 on the left join side, with
interval bounds 𝑙𝐵 and 𝑢𝐵 relative to the timestamp of 𝑡 . Since
each 𝑡 derives its substream from the right join side, IVJs are not
logical clock aligned, duplicate-free, and only Option (1) 𝑐 ∈ 𝐶 𝑗

applies to form the output tuple (𝑎, 𝑏, 𝑐). Thus, (𝑎, 𝑏, 𝑐) is a valid
output of 𝑄1 if 𝑏.𝑡𝑠 ∈ 𝑤1

𝑖
= [𝑎.𝑡𝑠 − 𝑙𝐵, 𝑎.𝑡𝑠 + 𝑢𝐵] and 𝑐.𝑡𝑠 ∈ 𝑤2

𝑗
=

[𝑎𝑏.𝑡𝑠 − 𝑙𝐵, 𝑎𝑏.𝑡𝑠 + 𝑢𝐵]. We examine both event time propagation
strategies, a.ts and b.ts, as IVJs are exclusive to this domain.
CaseA6.We consider equal-sized bounds for𝑊2,i.e.,𝑊2 .𝑙𝐵 =𝑊2 .𝑢𝐵.

Proof. Propagation of A.ts. If 𝑎.𝑡𝑠 is propagated as the times-
tamp of 𝐴𝐵, it defines the windows 𝑤2

𝑗
for the second join of 𝐴𝐵

with 𝐶 in 𝑄1. In contrast, in 𝑄2, tuples 𝑏 ∈ 𝐵 define the windows
𝑤2
𝑗
for the join with 𝐶 . By definition, for (𝑎, 𝑏, 𝑐) in 𝑄1, 𝑏.𝑡𝑠 ∈

[𝑎.𝑡𝑠 − 𝑙𝐵, 𝑎.𝑡𝑠 + 𝑢𝐵]. Let us probe the two corner cases for 𝑄2:
(1) 𝑏.𝑡𝑠 = 𝑎.𝑡𝑠 − 𝑙𝐵:→ 𝑤2

𝑗
= [𝑎.𝑡𝑠 − 2 · 𝑙𝐵, 𝑎.𝑡𝑠 − 𝑙𝐵 +𝑢𝐵], where

𝑎.𝑡𝑠−𝑙𝐵+𝑢𝐵 = 𝑎.𝑡𝑠 . Thus, if c.ts > a.ts, the tuple (𝑏, 𝑐) is not detected
in [𝐵 ⊲⊳ 𝐶]𝑊2 and 𝑄2 is missing the result (𝑎, 𝑏, 𝑐).

(2) 𝑏.𝑡𝑠 = 𝑎.𝑡𝑠 + 𝑢𝐵:→ 𝑤 𝑗 = [𝑎.𝑡𝑠 + 𝑢𝐵 − 𝑙𝐵, 𝑎.𝑡𝑠2 · 𝑢𝐵], where
𝑎.𝑡𝑠−𝑙𝐵+𝑢𝐵 = 𝑎.𝑡𝑠 . Thus, if c.ts < a.ts, the tuple (𝑏, 𝑐) is not detected
in [𝐵 ⊲⊳ 𝐶]𝑊2 and 𝑄2 is missing the result (𝑎, 𝑏, 𝑐).
Propagation of B.ts. If 𝑏.𝑡𝑠 is propagated as the timestamp of
𝐴𝐵, it defines the windows 𝑤2

𝑗
→ [𝑏.𝑡𝑠 − 𝑙𝐵, 𝑏.𝑡𝑠 + 𝑢𝐵] for the

join of 𝐴𝐵 with 𝐶 in 𝑄1. In 𝑄2, each tuple 𝑏 creates a window
𝑤2
𝑗
= [𝑏.𝑡𝑠 − 𝑙𝐵, 𝑏.𝑡𝑠 + 𝑢𝐵] for the join [𝐵 ⊲⊳ 𝐶]𝑊2 , making 𝑤2

𝑗

equivalent in both queries. Thus, if (𝑏, 𝑐) is detected in𝑄1, it is also
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detected in 𝑄2. For the second join [𝐵𝐶 ⊲⊳ 𝐴]𝑊1 , propagating 𝑏.𝑡𝑠
leverages commutativity between 𝐴 and 𝐵 (see Theorem 3). □

Theorem 10. IVJs with equal-sized bounds are conditional asso-
ciative.

Case A7. We consider that the bounds of𝑊2 are not of equal size,
i.e.,𝑊𝑛 .𝑙𝐵 ≠𝑊𝑛 .𝑢𝐵.

Proof (sketch). We apply the proof of Case 𝐴6 respectively to
Case𝐴7. In contrast to Case𝐴6, for the propagation of 𝑏.𝑡𝑠 , we refer
to Theorem 4 that for unequal bounds IVJs are not commutative.

Theorem 11. IVJs with unequal-sized bounds are not associative.

5 ACQUISITION OF PROPERTIES
Our analysis of WJ properties reveals that WJ reordering is feasi-
ble without altering query semantics but remains limited across
the full range of WJ types, depending on their semantics and the
applied time propagation strategy. In this section, we introduce
transformation rules that acquire the commutativity of Case 𝐶4 in
Section 5.1 and expand the associativity of Case𝐴4 in Section 5.2. In
sum, these transformation rules enable reordering in five additional
configurations. Additionally, we present a transformation rule for
accurate time propagation in Section 5.3, facilitating reordering in
conditionally associative cases while preserving query semantics.
Then, we discuss the impact of time propagation in Section 5.3.
Finally, we conclude our property analysis in Section 5.4.

5.1 Acquiring Commutativity for Case C4
The content-based windowing of IVJs causes non-commutativity
when bounds are unequal, limiting alternative join orders. This issue
is resolved by swapping bounds when reordering joins. Specifically,
for 𝑄1 = [𝐴 ⊲⊳ 𝐵]𝑊 with𝑊 = (𝑙𝐵,𝑢𝐵), the reordered join 𝑄2 =

[𝐵 ⊲⊳ 𝐴]𝑊 must use𝑊 ′ = (𝑢𝐵, 𝑙𝐵). We revisit Case 𝐶4 and apply
this boundary swap in 𝑄2:

CaseC4 - Revisited.We consider the IVJ query𝑄1 with unequal
bounds 𝑙𝐵 ≠ 𝑢𝐵, which are swapped in 𝑄2. We then examine the
two corner cases of 𝑄2, where tuples 𝑏 ∈ 𝐵 define 𝑤 𝑗 , to verify
whether all tuples (𝑎, 𝑏) detected in 𝑄1 are also captured in 𝑄2.

Proof. (1) 𝑏.𝑡𝑠 = 𝑎.𝑡𝑠 − 𝑙𝐵 in 𝑄1 → 𝑤 𝑗 ∈ 𝑄2 = [𝑎.𝑡𝑠 − 𝑙𝐵 −
𝑢𝐵, 𝑎.𝑡𝑠 − 𝑙𝐵 + 𝑙𝐵]. Thus, (𝑎, 𝑏) is also detected in 𝑄2 as 𝑎.𝑡𝑠 ∈
[𝑎.𝑡𝑠 − 𝑙𝐵 − 𝑢𝐵, 𝑎.𝑡𝑠].
(2)𝑏.𝑡𝑠 = 𝑎.𝑡𝑠+𝑢𝐵 in𝑄1 → 𝑤 𝑗 ∈ 𝑄2 = [𝑎.𝑡𝑠+𝑢𝐵−𝑢𝐵, 𝑎.𝑡𝑠+𝑢𝐵+𝑙𝐵].
Thus, (𝑎, 𝑏) is detected in 𝑄2 as 𝑎.𝑡𝑠 ∈ [𝑎.𝑡𝑠, 𝑎.𝑡𝑠 + 𝑙𝐵 + 𝑢𝐵]. □

Theorem 4 (Revisited). IVJs with unequal-sized bounds are com-
mutative if the bounds are swapped when the join order is reversed.

Moreover, the boundary swapping also enables conditional asso-
ciativity for Case 𝐴7.

Theorem 11 (Revisited). IVJs with unequal-sized bounds are
conditionally associative if their bounds are swapped whenever the
join order is altered.

5.2 Acquiring Full Associativity for Case A4
Our analysis reveals that equal-sized, non-overlapping SWJs ex-
hibit commutativity and full associativity (see Section 4.1, Case𝐴2).

Figure 5: Approaches to Expand Associativity in Case A4.

This property arises because SPSs align window sequences created
by𝑊𝑛 and𝑊𝑛+1 in multi-way WJs by the logical clock, ensuring
∀𝑤𝑛

𝑖
∃𝑤𝑛+1

𝑗
: 𝑤𝑛

𝑖
= 𝑤𝑛+1

𝑗
. Figure 5a illustrates this alignment, re-

gardless of the time domain, propagation strategy, or join order.
In contrast, Case 𝐴4 loses this property due to differing window
parameters (i.e., length and slide), resulting in misaligned windows.
Figure 5b captures this misalignment, showing how altered join
orders assign intermediate results to different windows, leading to
inconsistent outputs. Adjusting window parameters and window
assignment can restore full associativity in Case 𝐴4.

Processing Time. Aligned window ends (𝑡𝑒𝑖 = 𝑡𝑒 𝑗 ) enable full
associativity in Case A2 (see Figure 5a). Largest Window Only
(LWO) [30] ensures alignment by applying the longest window
length 𝑙𝑚𝑎𝑥 to all window operators. The containment property
guarantees that a reordered WJ query using LWO produces a su-
perset of the original query 𝑄 , necessitating additional filtering
for semantic equivalence. Furthermore, aligned window ends re-
quire all slide sizes to share a divisor relationship. However, LWO
negatively impacts performance, as larger windows accumulate
more data and increase computational load [25, 30]. We evaluate
the impact of the window length in Section 7.

Event Time. The time propagation in event time spreads out-
put tuples over the time interval of 𝑤𝑖 . Thus, full associativity is
achieved if each window boundary is either fully nested within or
completely disjoint from the next. Formally, 𝑤𝑛

𝑖
⊆ 𝑤𝑛+1

𝑗
∨ 𝑤𝑛

𝑖
∩

𝑤𝑛+1
𝑗

= ∅. This alignment implies a divisor relationship between
all window lengths in the query. We revisit the proof of Case 𝐴4
for a three-way SWJ with𝑊𝑛 .𝑙 <𝑊𝑛+1 .𝑙 , investigating the condi-
tion 𝑤𝑛

𝑖
⊆ 𝑤𝑛+1

𝑗
and the propagation of 𝑎.𝑡𝑠 . In short, we ensure

that any tuple (𝑎, 𝑏, 𝑐) detected in 𝑄1 = [[𝐴 ⊲⊳ 𝐵]𝑊1
𝑎.𝑡𝑠 ⊲⊳ 𝐶]𝑊2

is also detected in 𝑄2 = [𝐴 ⊲⊳ [𝐵 ⊲⊳ 𝐶]𝑊2
𝑏.𝑡𝑠
]𝑊1 . As Case 𝐴4 con-

siders non-overlapping sliding windows, only Option (1) is of rel-
evance, and the divisor relationship between windows guaran-
tees that no partial overlap exists between𝑤1

𝑖
and𝑤2

𝑗+𝑛 . Formally,
∀𝑤2

𝑗+𝑛,𝑤
1
𝑖
: 𝑤2

𝑗+𝑛 ∩ 𝑤
1
𝑖
= ∅ (𝑛 ≠ 0, 𝑛 ∈ Z). Associativity for the

propagation of 𝑏.𝑡𝑠 in 𝑄1 has been proven in Section 4.1.

Proof. Propagation of A.ts. (1) 𝑐 ∈ 𝐶 𝑗 → 𝑐.𝑡𝑠 ∈ 𝑤2
𝑗
∧ (𝑊1 .𝑙 |

𝑊2 .𝑙 ∧𝑊1 .𝑙 < 𝑊2 .𝑙). It follows that ∀𝑏 : 𝑏.𝑡𝑠 ∈ 𝑤1
𝑖
→ 𝑏.𝑡𝑠 ∈ 𝑤2

𝑗
.

By applying the containment property [30], all (𝑏, 𝑐) tuples of 𝑄1
are also in 𝑄2 (𝑤2

𝑗
∈ 𝑄1 = 𝑤2

𝑗
∈ 𝑄2). However, since the time

constraints on 𝑏 tuples are relaxed due to𝑊1 .𝑙 <𝑊2 .𝑙 , 𝑄2 detects
additional pairs (𝑏, 𝑐) compared to 𝑄1. The first join [𝐵 ⊲⊳ 𝐶]𝑊2 of
𝑄2 has to propagate 𝑏.𝑡𝑠 to leverage commutativity (see Theorem 1).
In the second join [𝐵𝐶 ⊲⊳ 𝐴]𝑊2 , this ensures that (𝑏, 𝑐) tuples
are filtered by aligning 𝑎 and 𝑏 tuples according to the window
constraints of𝑊1, reducing the superset of (𝑏, 𝑐) ∈ 𝑄2. Since𝑤1

𝑖
∈

𝑄1 = 𝑤1
𝑖
∈ 𝑄2, the output of both queries is equivalent. □
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Algorithm 1 DeriveAllWindowPermutations(𝜔,𝑊 )
1: for ⊲⊳𝑛 ∈ 𝜔.𝑘𝑒𝑦𝑠 do ⊲ For each join operator in the function𝜔
2: if ⊲⊳𝑛 [0].size > 1 then ⊲ Check if multiple streams are composed in the left join side
3: ⊲⊳𝑘𝑛← decomposeJoinPair(⊲⊳𝑛 ) ⊲ If true, decompose, e.g., (AB:C) into (A:C), (B:C)
4: for each ⊲⊳𝑘 ∈ ⊲⊳𝑘𝑛 do ⊲ Check if left side is time propagating stream of current
5: 𝑊𝑛 ← 𝜔.𝑔𝑒𝑡 (⊲⊳𝑛 ) ⊲ Get the window specification for ⊲⊳𝑛
6: if ⊲⊳𝑘 [0] ==𝑊𝑛−1 .getTimeProgation() then
7: 𝜔 .add(⊲⊳𝑘 ,𝑊𝑛 ) ⊲ E.g., (A:C):𝑊2
8: else ⊲ E.g., (B:C)
9: 𝑤𝑖𝑛𝑑𝑜𝑤𝑠 ←𝑊𝑥 ∈𝑊 : 𝑥 ≤ 𝑛

10: 𝜔 .add(⊲⊳𝑘 , windows) ⊲ E.g., (B:C):𝑊1,𝑊2
11: 𝜔,𝑊 ′ ← generateCommutativePairs(𝜔,𝑊 ) ⊲ incl. boundary swap for IVJs (see Section 5.1)
12: return𝜔,𝑊 ′ ⊲ (A:B):{𝑊1 }, (B:A):{𝑊1 },(A:C):{𝑊2 },(C:A):{𝑊2 }, (B:C):{𝑊1,𝑊2 },(C:B):{𝑊1,𝑊2 }

We propose the transformation rule Largest Window First (LWF)
to extend this property to configurations where𝑊1 .𝑙 >𝑊2 .𝑙 and the
more selective window operator𝑊2 excludes valid compositions
of 𝑄1, if applied first in 𝑄2. To ensure semantic equivalence, LWF
swaps the window operators to leverage the containment property
of larger windows in the first join. In addition, LWF adjusts the
time propagation from 𝑏.𝑡𝑠 to 𝑐.𝑡𝑠 to preserve commutativity for
𝐴 ⊲⊳ 𝐶 , leading to 𝑄2 = [𝐴 ⊲⊳ [𝐵 ⊲⊳ 𝐶]𝑊1

𝑐.𝑡𝑠 ]𝑊2 .
Window Offsets and Their Limitations. Since window mis-

alignment prevents full associativity, we examine the alignment
strategy of offsets [23]. Offsets shift entire window sequences by
adjusting logical clock references, i.e., modifying start times from
𝑡𝑏 to 𝑡𝑏+ offset as shown in Figure 5c. While offsets must be pre-
served when present in the original query, they cannot acquire full
associativity as they do not affect the divisor relationships between
window operators. Following our findings, we revisit Theorem 8:

Theorem 8 (Revisited). SWJs of Case A4 are fully associative in
processing time under the condition that all window ends of reverted
window operators𝑊𝑛 are aligned and𝑊1 .𝑠 |𝑊2 .𝑠 . SWJs of Case A4
are fully associative in event time under the condition that𝑊1 .𝑙,𝑊1 .𝑠 |
𝑊2 .𝑙,𝑊2 .𝑠 and the reverted join orders process all window assignments
of the original query with larger windows first.

5.3 Leveraging Time Propagation
Time propagation poses a unique challenge for WJs because each
output tuple carries multiple timestamps to subsequent WJs. Thus,
associativity is governed by the different propagation strategies.

Processing Time. A single timestamp, i.e., the maximal times-
tamp of each window𝑤𝑖 , is assigned to all output tuples, neglecting
the timestamps of the contributing tuples. For this reason, associa-
tivity holds only for non-overlapping sliding windows with logical
clock alignment, as observed in Case𝐴2 (see Section 5.2). For Cases
𝐴1 and 𝐴3 with overlapping windows, shifting all tuples to a sin-
gle larger timestamp disrupts full associativity since intermediate
results may fall into different windows when the join order changes.

Event Time. A contributing tuple’s timestamp is propagated,
which enables conditional associativity, analogous to key depen-
dencies in relational joins. These dependencies do not necessarily
degrade performance but do alter query semantics. In particular,
as shown for Cases 𝐴1-𝐴4, 𝐴6, and 𝐴7 in Table 2, propagating the
timestamps of stream 𝐵 (𝐸𝑇 ∗

𝑏.𝑡𝑠
) preserves semantic equivalence,

whereas propagating the timestamps of stream 𝐴 (𝐸𝑇 ∗𝑎.𝑡𝑠 ) does not.
Thus, WJs can exploit the dependencies in other join orders as
long as the time-propagating streams are involved. For instance,
in query 𝑄 = [[𝐴 ⊲⊳ 𝐵]𝑊1

𝑎.𝑡𝑠 ⊲⊳ 𝐶]𝑊2 that propagates 𝑎.𝑡𝑠 , all join
orders where𝐴 appears in the first join are semantically equivalent.

Table 2: Commutative andAssociative Properties by Solution.
Case Type Parameter Time Domain

Setting 𝐸𝑇 ∗𝑎.𝑡𝑠 𝐸𝑇 ∗
𝑏.𝑡𝑠

PT
Commutative Properties

C1 𝑆𝑊 𝐽 - ✔ ✔ ✔

C2 𝑆𝑒𝑠𝑠𝑊 𝐽 - ✔ ✔ ✔

C3 𝐼𝑉 𝐽 lB = uB ✔ ✔ -
C4 𝐼𝑉 𝐽 lB != uB ●(§ 5.1) ●(§ 5.1) -

Associative Properties
A1 𝑆𝑊 𝐽 𝑊1 .𝑙 =𝑊2 .𝑙 ∧ 𝑠𝑙𝑖𝑑𝑒 < 𝑙𝑒𝑛𝑔𝑡ℎ ✗ ✔(§ 5.3) ✗

A2 𝑆𝑊 𝐽 𝑊1 .𝑙 =𝑊2 .𝑙 ∧ 𝑠𝑙𝑖𝑑𝑒 ≥ 𝑙𝑒𝑛𝑔𝑡ℎ ✔ ✔ ✔

A3 𝑆𝑊 𝐽 𝑊1 .𝑙 ≠𝑊2 .𝑙 ∧ 𝑠𝑙𝑖𝑑𝑒 < 𝑙𝑒𝑛𝑔𝑡ℎ ✗ ✔(§ 5.3) ✗

A4 𝑆𝑊 𝐽 𝑊1 .𝑙 ≠𝑊2 .𝑙 ∧ 𝑠𝑙𝑖𝑑𝑒 ≥ 𝑙𝑒𝑛𝑔𝑡ℎ ●(§ 5.2) ✔(§ 5.3) ●(§ 5.2)
A5 𝑆𝑒𝑠𝑠𝑊 𝐽 gap 𝑔 ✗ ✗ ✗

A6 𝐼𝑉 𝐽 𝑊𝑛 .𝑙𝐵 =𝑊𝑛 .𝑢𝐵 ✗ ✔(§ 5.3 ) -
A7 𝐼𝑉 𝐽 𝑊𝑛 .𝑙𝐵 ≠𝑊𝑛 .𝑢𝐵 ✗ ●(§ 5.1, § 5.3) -

ET∗𝑡 .𝑡𝑠 = event time with user-defined time propagation of t, PT = processing time, ✔= semantically
equivalent (default), ✗= changed semantics, ●= semantically equivalent (acquired)

To systematically derive valid join orders, Algorithm 1 extends
the window assignment function 𝜔 by determining which window
operator applies to which join pair, leveraging the predefined time
propagation. It takes 𝜔 and the window specifications𝑊 (see Sec-
tion 2) as input and iterates through all join pairs ⊲⊳𝑛 . If a pair ⊲⊳𝑛
involves more than two streams (Line 2), it is decomposed into pairs
⊲⊳𝑘𝑛 containing a single stream per join side (Line 3). If the left side
of a decomposed pair ⊲⊳𝑘 [0] is a time-propagating stream, then
the operator𝑊𝑛 of ⊲⊳𝑛 is assigned to ⊲⊳𝑘𝑛 , reflecting the dependency
on its timestamp (Lines 6–7). Otherwise, the pair ⊲⊳𝑘𝑛 inherits all
windows in 𝑄 relevant to its streams (Lines 8–10). Algorithm 1
returns the expanded mapping of 𝜔 , including updated window
specifications for IVJs where applicable. For WJs classified as condi-
tional associative,𝜔 assigns the respective windows to all join pairs,
and each pair that yields only a list of windows can be discarded.
For instance, given 𝑄 , the join order [[𝐵 ⊲⊳ 𝐶]𝑊𝑥 ⊲⊳ 𝐴]𝑊𝑦 , yields
the list {𝑊1,𝑊2} as a possible assignment for𝑊𝑥 and can thus be
discarded. In contrast, fully associative WJs of Cases𝐴2 and𝐴4 can
exploit multiple window assignments: As proven in the revisit of
Case𝐴4 (see Section 5.2), assigning the largest window of the list to
𝑊𝑥 yields semantic equivalence. However, the join orders remain
invalid if the list contains less than two sliding windows with 𝑠 < 𝑙 .

5.4 Classification of Window Join Properties
Our analysis, summarized in Table 2, reveals that WJ properties are
governed by two key factors: window semantics and time propaga-
tion strategies. Based on these characteristics, we classify WJs into
three hierarchical levels: (i) commutative-only, (ii) conditionally
associative, and (iii) fully associative.

Commutative-only: The semantics of SessWJs restrict reordering
to only two valid join orders, regardless of the time domain (Case
𝐴6). Additionally, overlapping SWJs in processing time (Case 𝐴1,
𝐴3) lack associativity due to the time propagation strategy of this
time domain (Section 5.3). However, adapting event-time propaga-
tion strategies for intermediate results can restore associativity.

Conditional associative: SWJs and IVJs exhibit conditional asso-
ciativity under event time, leveraging rule-based timestamp propa-
gation (see Section 5.3) and boundary swapping (see Section 5.1).
Alternative propagation strategies, e.g., using maximum or mini-
mum timestamps [23, 34], still do not achieve full associativity, as
they can also lead to the loss of intermediate results. Under these
conditions, the search space expands to at most 2(𝑛−1)! join orders.
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Full associative: Non-overlapping SWJs (Cases𝐴2 and𝐴4) exhibit
full associativity in both time domains, enabling maximal flexibility
with 𝑛! enumerated join orders (see Section 5.2).

Across all levels, associativity is maintained when timestamp
propagation preserves all intermediate results across ancestor and
successorwindows andwhenwindow sequences remain unchanged.

6 WJR ALGORITHM AND INTEGRATION
We introduce our enumeration algorithmWJR in Section 6.1 and
discuss its integration into existing SPSs in Section 6.2.

6.1 Window Join Enumeration Algorithm
Algorithm 2 presents WJR, our WJ enumeration algorithm that
systematically generates semantically equivalent join orders for
a given WJ query 𝑄 by assigning appropriate window operators
and propagating timestamps for each join pair. As a first step, WJR
extracts window-related details from 𝑄 , i.e., (1) the set of window
specifications𝑊 that define the window type and parameters for
each window operator𝑊𝑛 , and (2) the window assignments of 𝜔 ,
indicating which window𝑊𝑛 is assigned to which join pair ⊲⊳𝑛 .
Then,WJR adjusts and extends the window specifications𝑊 based
on the time domain of 𝑄 and its window parameters. In particular,
WJR checks and, if possible, applies LWO for processing time (Line
4, see Section 5.2), whereas it expands the initial window assignment
𝜔 to all possible join pairs in𝑄 for event time (Line 8, see Section 5.3).
Next, WJR generates all candidate join orders 𝑄𝑎𝑙𝑙 𝐽𝑂𝑠 and iterates
through them (Lines 9-11). For each join ⊲⊳𝑛 in a candidate order
𝑄𝑝 , it verifies that a valid window assignment exists under our
transformation rules and determines the time propagation attribute
(Lines 12–14). If all ⊲⊳𝑛 are valid, the cost of𝑄𝑝 is estimated using a
simple cost model that accumulates the intermediate results of each
join. Our cost model is based on a rate-based cost function [65],
common for SPSs. We enhanced this function with window-specific
factors based on our analysis of WJ semantics to better capture the
impact of windowing on join costs. In particular, for a given WJ
query 𝑄 , that joins 𝑛 streams 𝑆𝑘 (𝑘 = 1, ..., 𝑛) using 𝑛 − 1 window
operators𝑊𝑗 ( 𝑗 = 1, ..., 𝑛 − 1), we estimate the cost as follows:

𝑐 (𝑄) =

𝑛−1∑︂
𝑗=1

[︄(︂ 𝑗+1∏︂
𝑘=1

𝑟
(︁
𝑆𝑘

)︁ )︂
× 𝜎 𝑗 ×

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(︃
𝑊𝑗 .𝑙

Δ𝑡

)︃2
· Δ𝑡

𝑊𝑗 .𝑠
, if𝑊𝑗 is SW

𝑊𝑗 .𝑙𝐵 + 𝑊𝑗 .𝑢𝐵

Δ𝑡
, if𝑊𝑗 is IV⏞ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄⏟⏟ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄⏞

𝜔 (𝑊𝑗 ) (window factors)

]︄

, where 𝑟 (𝑆𝑘 ) is the rate of 𝑆𝑘 , and Δ𝑡 is the base time granularity
(e.g., seconds). The term Δ𝑡

𝑊𝑗 .𝑠
penalizes overlaps by accounting for

the number of windows triggered within Δ𝑡 by SWJs, and𝑊𝑗 .𝑙𝐵 +
𝑊𝑗 .𝑢𝐵 represents the window length of𝑊𝑗 for IVJs. Valid join
orders are collected and subsequently ranked in𝑄𝑣𝑎𝑙𝑖𝑑 𝐽𝑂𝑠 and then
returned in Line 20. By enumerating WJ orderings,WJR can extend
conventional search algorithms for join order optimization, such
as Dynamic Programming [54], to support reordering in SPSs.

6.2 System Integration Details
In the following section, we outline practical considerations that
enable the applicability of WJR within common SPSs.

Algorithm 2 WJR(𝑄)
1: 𝜔,𝑊 ← getWindowSpecifications(𝑄 )
2: if 𝑄 is in PT then
3: if𝑊 contains 𝑆𝑊 𝐽 && s ≥ l then
4: 𝑊 ′ ← checkAndApplyLWO(𝑄,𝑊 ) ⊲ see Section 5.2
5: else
6: return generateCommutativeJoinOrders(𝑄 )
7: if 𝑄 is in ET then
8: ∇𝜔,𝑊 ′ ← deriveAllWindowPermutations(𝜔,𝑊 ) ⊲ see Section 5.3, Algorithm 1
9: 𝑄𝑎𝑙𝑙 𝐽𝑂𝑠 ← generateJoinOrders(𝑄)
10: 𝑄𝑣𝑎𝑙𝑖𝑑 𝐽𝑂𝑠 ← {} ⊲ Initialize result set to collect valid join orders
11: for𝑄𝑝 in𝑄𝑎𝑙𝑙 𝐽𝑂𝑠 do
12: while𝑄𝑝 .getNextJoinPair() do
13: ⊲⊳𝑛← 𝑄𝑝 .getNextJoinPair()
14: 𝑣𝑎𝑙𝑖𝑑 ← assignWindowOperator(⊲⊳𝑛 , ∇𝜔)
15: if !𝑣𝑎𝑙𝑖𝑑 then
16: break
17: if 𝑣𝑎𝑙𝑖𝑑 ∧ !𝑄𝑝 .getNextJoinPair() then
18: 𝑄𝑝 .𝑐𝑜𝑠𝑡 ← estimateCost(𝑄𝑝 ) ⊲ Assign cost estimation for ranking
19: 𝑄𝑣𝑎𝑙𝑖𝑑 𝐽𝑂𝑠 ← add(𝑄𝑝 ) ⊲ Add valid join order, ranked by cost, to result set
20: return𝑄𝑣𝑎𝑙𝑖𝑑 𝐽𝑂𝑠 ⊲ Return all valid join orders

Integration into Existing SPSs. WJR can be seamlessly in-
tegrated into the query optimizer of existing SPSs by incorporat-
ing our WJ transformation rules as logical rewriting rules. Many
modern SPSs, including Apache Flink, Storm, and Beam, leverage
rule-based optimization frameworks such as Apache Calcite [8]. In
these systems, our transformation rules would be applied during
the logical optimization phase. For instance, a new Calcite rule
WindowJoinReorderRule would automatically generate alternative
plans when matching query patterns are detected in a query plan.

By integrating WJR, SPSs can explore multiple semantically
equivalent WJ plans instead of being constrained to a single fixed
order. This unlocks optimization techniques that were previously
unavailable or highly restricted. For instance, cost-based optimiza-
tion, which is largely impractical without alternative plans, can
now be leveraged to rank and select efficient join orders. Likewise,
placement strategies, operator fusion, and sharing benefit from the
increased flexibility due to the availability of multiple plans [31].

Handling Limited Stream Statistics. Cost models rely on
statistics, such as stream rates or join cardinalities, which are chal-
lenging to obtain in SPSs compared to relational databases, making
their collection an active research area [12, 49]. Because precise
statistics are typically unavailable, heuristic approaches are essen-
tial. Without statistics, SPSs can leverage static window specifica-
tions to estimate the relative ranking of join orders heuristically.
Specifically, our cost model in Section 6.1 incorporates key window
parameters (e.g., length and slide size), enabling simple rankings
even without exact stream rates. Additionally, systems can inte-
grate user-provided hints (e.g., estimated or relative stream rates)
to guide order selection [19]. Moreover, WJs are often combined
with windowed aggregations that reduce input streams to a single
tuple per group (key) and window. This property facilitates approx-
imating the maximal arrival rate of aggregated output streams per
key [34]. Together, these heuristics help guide the deployment of
WJR when detailed statistics are unavailable.

Support for Multiple Window Types. Although our analysis
focuses on queries with a single window type,WJR can handle WJs
with multiple window types, e.g., a three-way WJ with the window
operators𝑊1 = 𝐼 (𝑙𝐵,𝑢𝐵) and𝑊2 = 𝑆𝑊 (𝑙, 𝑠) [29]. This is possible
because all WJs, except for SessWJs, are conditionally associative
under event time, which underpins the foundation of our WJR
algorithm, i.e., explicitly assigning each join pair the appropriate
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Table 3: Summary of Queries
Query Case Window Specification Intermediate Rates Per Key Partition

𝑊1 𝑊2 AB (𝑊1) AC (𝑊2) BC
S1 S2 S3 S1 S2 S3 S1 S2

𝑄1 𝐴1 𝑆𝑊 (20, 2) 𝑆𝑊 (20, 2) 750 1500 - 750 100 - - -
𝑄2 𝐴1 𝑆𝑊 (20, 10) 𝑆𝑊 (20, 10) 150 300 - 150 20 - - -
𝑄3 𝐴3 𝑆𝑊 (10, 2) 𝑆𝑊 (20, 2) 188 375 - 750 100 - - -
𝑄4 𝐴3 𝑆𝑊 (20, 10) 𝑆𝑊 (15, 10) 150 300 - 84 11 - - -
𝑄5 𝐴2 𝑆𝑊 (30, 30) 𝑆𝑊 (30, 30) 113 225 - 113 15 - 113 8
𝑄6 𝐴2 𝑆𝑊 (30, 45) 𝑆𝑊 (30, 45) 75 150 - 75 10 - 75 5
𝑄7 𝐴4 𝑆𝑊 (30, 30) 𝑆𝑊 (5, 30) 113 225 - 3 < 1 - 113 8
𝑄8 𝐴4 𝑆𝑊 (30, 45) 𝑆𝑊 (5, 45) 75 150 - 2 <1 - 75 5
𝑄9 𝐴4 𝑆𝑊 (5, 30) 𝑆𝑊 (30, 30) 3 6 - 113 15 - 113 8
𝑄10 𝐴4 𝑆𝑊 (5, 45) 𝑆𝑊 (30, 45) 2 4 - 75 10 - 75 5
𝑄11 𝐴7 𝐼 (0, 10) 𝐼 (10, 10) 38 75 - 75 10 - - -
𝑄12 𝐴6 𝐼 (10, 10) 𝐼 (10, 10) 75 150 - 75 10 - - -
𝑄13 𝐴7 𝐼 (10, 10) 𝐼 (10, 0) 75 150 - 38 5 - - -
𝑄14 𝐴3, 𝐴4 𝑆𝑊 (60, 30) 𝑆𝑊 (5, 5) - - 3000 - - <1 - -
𝑄15 𝐴3, 𝐴7 𝑆𝑊 (30, 15) 𝐼 (0, 10) - - 1500 - - 3 - -

window operators𝑊𝑛 (see Algorithm 1). As a result, WJR only
needs to treat SessWJs and full associative WJs as a special case to
manage heterogeneous window configurations correctly.

Overall, our implementation considerations support the integra-
tion of WJ reordering into existing SPS architectures, even when
detailed statistics are unavailable and multiple window types are
in use. By enabling WJ reordering, WJR broadens the range of
optimization opportunities, improving both single-query and multi-
query optimization scenarios under a variety of SPS constraints.

7 EVALUATION
In this section, we evaluate the impact of WJ reordering on per-
formance and resource utilization. We describe our experimental
setup in Section 7.1. In Section 7.2, we introduce our applied case
validation, where we evaluate each theoretical case through actual
queries. We investigate the impact of join reordering in Section 7.3.

7.1 Experimental Setup
In the remainder, we present hardware and software configurations
as well as details about data and workloads.

Hardware and Software. We conduct our experiments on a
two-node cluster. Each node is equipped with a 16-core Intel Xeon
Silver CPU (4216, 2.10 GHz) and 528 GB of RAM. We use one node
exclusively as a master and one as a worker. We use Apache Flink
(version 1.11.6) for all experiments, as it is the only SPS that supports
all four analyzed WJ types (see Section 2).

Metrics. We measure the maximum sustainable throughput
(short: throughput) in tuples per second (tpl/s), representing the
highest throughput the SPS can handle before latency increases
and backpressure occurs. For each valid join order of a query 𝑄𝑛 ,
we assess this throughput and use it as the ingestion rate, ensuring
that we evaluate each query at its maximum feasible rate. We report
speedup as the throughput ratio between the best and worst join
order. To prevent the sink from becoming a bottleneck, we ensure
a constant output rate across all queries and collect latency, i.e., the
time from tuple creation (𝑡𝑠𝑃𝑇 ) to its arrival at the sink [36], per
second. Additionally, we measure CPU and memory usage.

Workloads. Data. We use two real-world sensor datasets for
our applied case validation, with samples available on our GitHub
repository (1): (1) traffic congestion data (vehicle quantity and ve-
locity) collected per minute, and (2) air quality data [55] (particulate
matter, temperature, humidity) collected every 3–5 minutes.

For performance analysis, we generate synthetic workloads us-
ing a parallel source function that uniformly distributes tuples of
the form (𝑖𝑑 : int, 𝑣𝑎𝑙𝑢𝑒 : int, 𝑡𝑠𝐸𝑇 : long, 𝑡𝑠𝑃𝑇 : long) across 16
key partitions 𝑝 (one per core). Each stream 𝑆 is generated by a ded-
icated source instance running for 25 minutes [36]. The ingestion
rate for each stream is determined by the evaluated throughput of
the join order, proportioned based on event-time arrival rates.

Event Time Arrival Rates. Event time arrival rates define the
number of tuples occurring within a window and, thus, influence
join selectivity. For our evaluation, we use three baseline settings:
S1: r(A)=r(B)= r(C)=15; S2: r(A)=30, r(B)=15, r(C)=1; and S3: r(A)=15,
r(B)=100, r(C)=1. Here, 𝑟 (𝑆𝑝 ) denotes the arrival rate within 60 time
units for each key partition 𝑝 of stream 𝑆 (𝑝 = 1, ..., 16). We use
𝑟 (𝑆𝑝 ) for simplicity, as all partitions produce the same rate. Low-
rate streams may not appear in every window (e.g., r(S)=1 with
𝑆𝑊 (30, 30)), resulting in fewer join matches and highly selective
intermediate results. In contrast, higher-rate streams (e.g., r(B)=100)
increase intermediate results (see also Table 3). To ensure the system
processes tuples at its tested throughput capacity, we scale the
actual ingestion rate proportionally to these arrival-rate settings.

Queries.Wedefine the baseline queries𝑄1−𝑄15, each correspond-
ing to a three-way WJ 𝑄𝑛 = [[𝐴 ⊲⊳ 𝐵]𝑊1 ⊲⊳ 𝐶]𝑊2 and execute all
their valid join orders. Each query represents an associative case
from Table 2, excluding SessWJs. To systematically assess the im-
pact of window parameters, we introduce variations per WJ type.
Table 3 details query specifications and shows the estimated inter-
mediate arrival rates of a key partition for each setting, computed
using our cost function in Section 6.1 (𝜎 𝑗 = 1). Additional queries
and settings are introduced in the respective evaluation sections.
Unless stated otherwise, all queries exclusively contain WJs.

7.2 Applied Case Validation
To underscore the correctness and completeness of our case study
and proposed transformation rules, we provide various example
queries in our GitHub repositories covering all commutativity and
associativity cases in event time outlined in Section 3 and 4, as well
as cases involving more than two joins. Each case is implemented
as a JUnit test, running different join orders to demonstrate how
commutativity and associativity properties (or their absence) affect
query outcomes using both small synthetic datasets and real-world
samples from 𝑄𝑛𝑉 and AQ-Data, covering diverse scenarios.

7.3 Impact of Window Join Reordering
In this experiment, we evaluate the impact of reordering WJs based
on our findings, which enable multiple join orders instead of a fixed
plan per query. We omit figures for queries with identical rates and
window operators since their results are equivalent. The following
subsections detail the outcomes for each WJ type.

7.3.1 Sliding Window Joins with 𝑠 < 𝑙 . Workloads. We evaluate
Case A1 (𝑊1 =𝑊2) and Case A3 (𝑊1 ≠𝑊2) under Setting 1 and 2
with slide parameters 𝑠 = 2 and 𝑠 = 10, i.e., 𝑄1 − 𝑄4. Each query
permits four orders due to conditional associativity (see Section 5.3).

Observations. In Figure 6a, we present the speedups observed for
𝑄1 −𝑄4. First, the throughput is very low, i.e., below 200,000 tpl/s
for 𝑠 = 2 and 2 million tpl/s for 𝑠 = 10. This is because overlapping
SWJs generate duplicates. In particular, the smaller the slide, the
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Figure 6: Speedup of Maximum Sustainable Throughput between Best and Worst Join Order.

more duplicates are in the intermediate results. These duplicates
must be maintained in the operator state, which increases memory
usage and garbage collection overhead, resulting in lower through-
put. The high intermediate result rates shown in Table 3 reflect
the heavy computational effort caused by these duplicates. Sec-
ond, commutative pairs have similar throughput, with an average
speedup of 1.09 (min. 1.01, max. 1.15). Third, associative pairs yield
significant performance gains. In Setting 1, where streams have
equal input ratios, the different window lengths determine the best
and worst join orders with speedups of up to 2 (avg. 1.52, min. 1.13).
In Setting 2, throughput improves with larger slides, and speedups
between join orders reach up to 2.91 (min. 1.98, avg. 2.35).

7.3.2 Sliding Window Joins with 𝑠 ≥ 𝑙 . Workloads. We evaluate
Case𝐴2 (𝑊1 =𝑊2) and the two configurations of Case𝐴4 identified
in Section 5.2 (𝑊1 .𝑙 >𝑊2 .𝑙 and𝑊1 .𝑙 <𝑊2 .𝑙) under Setting 1 and 2
with slide parameters 𝑠 = 𝑙 and 𝑠 > 𝑙 , i.e., 𝑄5 − 𝑄10. All queries
permit six join orders due to full associativity.

Observations. In Figure 6b, we show the speedups observed for
𝑄5 −𝑄10. First, non-overlapping SWJs achieve significantly higher
throughput than overlapping ones, ranging from 1.2 million tpl/s
(lowest for𝑄5) to 9.55million tpl/s (highest of𝑄10). In particular, the
throughput increases with the slide size. Second, commutative pairs
have similar throughput across all cases, with an average speedup
of 1.08 (min. 1.01, max. 1.19). Third, associative join orders yield
substantial performance improvements. In Case 𝐴2, we observe
speedups of up to 3 (min. 2.52, avg. 2.83). For Case𝐴4, when𝑊1 .𝑙 >
𝑊2 .𝑙 (𝑄7 and 𝑄8), speedups reach up to 3.84 (min. 2.83, avg. 3.26),
whereas when𝑊1 .𝑙 <𝑊2 .𝑙 (𝑄9 and 𝑄10), speedups are lower, up to
2.33 (min. 1.5, avg. 1.9). The main reason for the different speedup
results is that𝑄7 and𝑄8 execute the expensive join between 𝐴 and
𝐵 over the larger window operator𝑊1, while𝑄9 and𝑄10 do so over
the smaller window operator𝑊2. Thus,𝑄7 and𝑄8 profit more from
reordering, where our transformation rules enable the processing
of the more restrictive (i.e., selective) window operators first, to
reduce intermediate results and achieve higher throughput.

7.3.3 Interval Joins. Workloads.We evaluate Case 𝐴6 with equal-
sized, and Case 𝐴7 with unequal-sized boundaries and boundary
swapping (Section 5.1) under Setting 1 and 2, i.e., 𝑄11 −𝑄13. Each
query permits four join orders due to conditional associativity.

Observations. In Figure 6c, we present the speedups observed for
𝑄11 −𝑄13. First, IVJs exhibit distinct throughput behavior. At inges-
tion rates that avoid prolonged backpressure, latencies remain in
the order of minutes, a phenomenon not seen with SWJs. When the
ingestion rate is reduced to achieve latencies of seconds, through-
put drops below 400,000 tpl/s, comparable to overlapping SWJs
with small slide values. Second, commutative pairs yield similar
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throughput across all cases, with an average speedup of 1.02 (min.
1.01, max. 1.05), indicating that boundary swapping does not af-
fect performance. Third, associative pairs have a more pronounced
effect, achieving speedups of up to 1.5 (min. 1.05, avg. 1.34).

7.3.4 Extended Window Join Scenarios. Workloads.We run three
queries that extend the base case by containing multiple window
types and more streams. In particular,𝑄14 and𝑄16 mix overlapping
and non-overlapping sliding windows. Furthermore, 𝑄16 is a five-
way join with the following window specifications:𝑊1 = 𝑊2 =

𝑆𝑊 (20, 10),𝑊3 = 𝑆𝑊 (20, 20), and𝑊4 = (20, 5), and arrival-rate
setting 4: 𝑟 (𝐴) = 29, 𝑟 (𝐵) = 2, 𝑟 (𝐶) = 8, 𝑟 (𝐷) = 1, and 𝑟 (𝐸) = 60.
𝑄15 contains one overlapping sliding window and an IVJ. We apply
a positive integer filter to the 𝑣𝑎𝑙𝑢𝑒 attribute (random Integer) across
all streams, disrupting their uniform distribution.

Observations. In Figure 6d, we show the speedups achieved for
these three queries. While commutative combinations yield simi-
lar throughput consistent with previous observations, associative
combinations involving multiple windows and non-uniform distri-
butions show more pronounced speedups. Specifically, we observe
speedups of up to 10.6 (min. 4.22, avg. 7.27) when costlier overlap-
ping sliding windows are executed after smaller, non-overlapping
window operators. The throughput ranges from 4,000 tpl/s (lowest
for 𝑄16) to 7.9 million tpl/s (highest of 𝑄14).

7.3.5 Impact of Rate Distribution. Workloads. We run 𝑄5 under
different event-time arrival rates, i.e., we fix 𝑟 (𝐴) = 1, vary 𝑟 (𝐵)
(e.g., 20, 40, etc.), and assign the remaining tuples to stream C to
maintain a total of 100. Since commutative pairs yield similar results,
we focus on the join orders ABC, ACB, and BCA.

Observation. In Figure 7, we present the throughputs of the three
join orders. First, the orders ABC and ACB exhibit symmetric perfor-
mance: ACB outperforms when 𝑟 (𝐵) is low, while ABC is preferable
when 𝑟 (𝐵) is high, i.e., processing the more frequent stream first
with 𝐴 prevents an unnecessarily large intermediate result. Second,
BCA consistently achieves the lowest throughput across all settings
because it executes the costliest join first. The maximum observed
speedups across the tested settings range from 4.6 to 5.5.

7.3.6 Resource Utilization and Latency. At maximum sustainable
throughput, memory usage is the primary bottleneck: All join or-
ders fully utilize available memory, while CPU utilization stays
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moderate at 34% for IVJs and 57% for SWJs. Thus, speedups are
attributed to join orders that reduce intermediate results. Orders
with extensive intermediate results require more CPU resources
and occasionally cause garbage collection stalls. Latency likewise
remains low: SWJs average 3 s (min. 0.4 s, max. 1min), and IVJs
average 1 s (min. 0.1 s, max. 5min). The upper ranges occur occa-
sionally when garbage collection of large operator states interrupts
the execution pipelines.

7.4 Observations on Join Order Performance
Our experiments confirm that the join order strongly impacts WJ
performance. Since the most complex WJ typically determines the
overall pipeline throughput, suboptimal orders create performance
bottlenecks [31]. A key takeaway of our evaluation is that placing
more selective joins with lower arrival rates and restrictive win-
dow parameters upfront improves execution efficiency. Examples of
such parameters include smaller window lengths (𝑄3), larger slide
sizes (𝑄8), or duplicate-free windows (𝑄15). Starting the execution
pipeline with highly selective joins minimizes intermediate results
and unnecessary computations in downstream operations, which
improves performance by decreasing memory usage and avoiding
garbage collection stalls. Additionally, our evaluation indicates that
queries with high variance in stream rates (𝑆2) or window parame-
ters (𝑄7) benefit the most from reordering. Moreover, our rate-based
cost function (Section 6.1), enhanced with window-specific factors,
accurately reflects WJ performance, i.e., inefficient orders correlate
with higher costs due to large intermediate results. These findings
align with the principles of relational database optimizers, which
also prioritize join orders that minimize intermediate results, as
the query cost is directly tied to them [17, 32, 41]. An SPS opti-
mizer could leverage these takeaways by applying and enhancing
our simple cost model to rank and prune WJ orders. Even without
stream rates, our insights suggest that static window properties and
user-provided heuristics can guide order selection (see Section 6.2).

8 RELATEDWORK
Stream Processing Optimizations.Most stream processing op-
timizations are rule-based and are applied statically at compile-
time [31, 58]. Query plan optimizations consider operator reorder-
ing, separation, fusion, and fission [31]. Techniques proposed for
reordering focus on stateless operations such as selection and pro-
jection [6], which improve performance by minimizing the number
of tuples and their size early in the execution process [31, 34, 58].
However, WJ optimizations remain confined to techniques that
preserve the query graph, such as load shedding or algorithm selec-
tion [26, 36, 48] even though preliminary studies show promising
results [58]. Moreover, operator reordering is a key enabler of other
stream processing optimizations [31], such as redundancy elimina-
tion, placement, or multi-query merging [10], all of which enhance
the performance of complex stream queries but are currently not
possible for MWJs. Our work enablesWJ reordering, thus providing
the foundation for advanced WJ optimizations in SPS.

Current research on stateful operations involving windowing
has mostly centered around optimizations for window aggrega-
tion [9, 61, 64] with less focus on WJs [18, 37]. Those optimiza-
tions target the improvement of the actual execution instead of the

execution pipeline. Thus, they leave the query graph unchanged
but utilize operator placement [44], load shedding [26], algorithm
selection [48], incremental computation, slicing, and resource shar-
ing [37, 61], as well as tuple routing and smart data partitioning [18].
These optimizations enhance the efficiency of SPS and are orthogo-
nal to our work in optimizing the query graph.

Another related line of research explores adaptive stream pro-
cessing, where the SPS reacts to changes in the data characteristics
to maintain performance for continuous queries [12, 18, 19, 28, 49,
58]. These approaches focus on dynamically collecting and main-
taining stream statistics to estimate costs at runtime. Combining
WJ enumeration with adaptive runtime statistics complements our
approach towards cost-based join order selection.

Relational Join Query Optimization. Join query optimization
is a well-studied field in the context of relational databases [41, 46].
Relational join query optimization aims to find the cheapest plan
from all semantically equivalent plans for an input query to exe-
cute. To this end, optimizers use mathematical cost models based
on factors like tuple counts, join selectivity, and intermediate result
sizes. Algebraic rules from relational algebra allow query plans to
be reordered while obtaining the same result [40, 42, 54]. However,
traditional join optimization techniques do not account for the
unique properties of WJs. Simply treating timestamps as ordinary
attributes overlooks crucial aspects of streaming, such as out-of-
order events and dynamic window boundaries. Consequently, WJs
incorporate additional constraints, preventing the seamless applica-
bility of relational join reordering techniques. Using our in-depth
analysis of WJ semantics, we unlock the usage of relation join
optimization for WJs in SPSs.

9 CONCLUSION
In this paper, we address the fundamental problem ofWJ reordering
in SPSs. By analyzing the algebraic properties of SWJs, SessWJs,
and IVJs under both event time and processing time, we reveal
that WJs diverge from relational join properties due to window
semantics and time propagation strategies. To overcome these limi-
tations, we propose three transformation rules that accommodate
these constraints and enable WJ reordering without compromising
query correctness. We consolidate these rules into our enumeration
algorithmWJR. Our evaluation shows speedups of up to 10x across
the different WJ types, underscoring the impact of join order on
throughput and resource efficiency. As a result, our findings lay
the foundation for more flexible and efficient query optimization
in streaming scenarios by providing multiple alternative WJ plans,
rather than a single one. A natural next step is to integrate our
approach into the logical rewrite phase of an SPS optimizer, where
WJ reordering can be leveraged alongside system-wide, statistics-
independent objectives such as maximizing operator sharing across
concurrent queries or strategically placing operators in decentral-
ized deployments to reduce network overhead.
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