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ABSTRACT
Concurrent indexes are hard to build by requiring complex, careful
yet error-prone processes of design and implementation. As prior
work has observed, modeling indexes as transactional tables can
largely ease programming. The developer only needs to write single-
threaded logic without worrying about concurrency or persistence,
which are transparently supported by ACID table operations. How-
ever, this was deemed infeasible due to high overheads caused by
the underlying OLTP engine.

In this paper, we argue that by adapting recent OLTP techniques
which have been shown to deliver unprecedented performance, this
idea is now feasible. We propose Tabular, a new library for building
efficient indexes by modeling indexes as ACID tables which provide
concurrency and persistence transparently. We elaborate the design
of Tabular and its use cases. Our evaluation shows that compared to
hand-crafted ones, indexes built using Tabular provide competitive
performance with improved programming efficiency.
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1 INTRODUCTION
Database systems rely on concurrent indexes [3, 20, 47, 53, 61] for
high performance. They need to be optimized for modern hard-
ware as represented by multi-core processors, large DRAM and fast
SSDs. To leverage the massive parallelism of modern CPUs, it is
necessary to employ parallel programming techniques to facilitate
multi-threaded accesses. The typical development cycle follows a
hand-crafted approach that starts with a single-threaded proof-of-
concept, which is then gradually added with more features and the
necessary support for concurrency and persistence. After that, the
data structure goes through multiple iterations of debugging and
tuning to meet the quality and performance requirements.
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Figure 1: Hand-crafted indexes (a) are fast with in-place
accesses but hard to build. (b) Modeling indexes as tables
eases programming, but is prohibitively slow due to multi-
versioning. (c) Tabular reduces overheadswith single-version,
callback (cb) based operations, while easing programming.

1.1 Index Programming Efficiency
Hand-crafted indexes can yield very high performance. As Fig-
ure 1(a) shows, however, they require DBMS developers use vari-
ous parallel programming techniques, leading to notoriously low
programming efficiency (i.e., they are hard to build) [14, 67],

First, the developer needs to make design decisions on synchro-
nization. The classic solution was lock coupling [4] which locks
both reads and writes pessimistically while traversing and updat-
ing an index (e.g., B+-tree). With more CPU cores, optimistic [52]
and lock-free [57] approaches become more desirable since they
allow reads to proceed without taking any locks. Yet, realizing this
requires a mindset shift for developers to take account retry logic
in various locations of the code. As we show later, this translates
into various branching conditions that would not have existed in
traditional pessimistic lock-based or single-threaded index imple-
mentations. Lock-free approaches [57] can get more complex; even
replicating the effort itself is a significant research topic [91].

Second, the choice of optimistic and lock-free concurrency sig-
nificantly complicates memory management. Unlike lock-based
programming where the lifecycle of memory (e.g., B+-tree nodes)
are aligned with critical section boundaries, memory blocks can
continue to play an active role even after they have been retired
from the data structure. For example, while one thread has finished
splitting a B+-tree leaf node, another concurrent thread may still be
using the old version as reads are not locked. The old node cannot
be recycled until the oldest thread has finished using it. Handling
such cases requires additional efforts on implementing approaches
such as hazard pointers [68] and epoch-based reclamation [30],
both involve delicate parallel programming techniques to get right.
On top of these, developers also need to consider optimizations for
storage (e.g., read/write asymmetry [56, 57]).
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Finally, indexes have to evolve as hardware evolves, mandating
index developers continuously customize their solutions and more
tediously, repeat them for different indexes that already exist.

Overall, the need for fast indexes mandates DBMS developers to
be also experts in neighboring areas, such as synchronization [52,
55, 79], memory management [74, 78], storage devices [15, 40] and
networking [96]. Having to delve deep into other areas exacerbates
the challenges faced by DBMS developers: the learning curve is
steeper, the time-to-market is longer, code is more complex and
harder to debug and maintain, and the “better” solution may turn
out to be suboptimal [21, 91], causing confusion and wasted effort.

1.2 Tabular
This paper proposes Tabular, a new parallel programming library
to ease index programming by revisiting the classic idea of objects-
on-DB [41] with necessary optimizations to bring competitive per-
formance. The gist is to model indexes as transactional tables that
transparently provide ACID guarantees. For example, B+-tree nodes
can be backed by a table whose schema defines the B+-tree node
class members as table columns. Tree operations are programmed
as Tabular transactions. This way, concurrency and persistence are
handled transparently. The developer only needs to (1) model index
components (e.g., B+-tree nodes) as table records, and (2) write
sequential code that performs transactional record accesses.

Realizing this idea requires high-performance OLTP techniques.
Early work [5, 41] has seen limited adoption and does not directly
meet the need for today’s high-performance indexes. As summa-
rized in Figure 1(b), the first key culprit is excessive memory copy-
ing. Compared to Figure 1(a) where a hand-crafted B+-tree performs
in-place accesses, a naïve object-on-DB design accesses records via
the DBMS. Data has to be copied from tables to the transaction’s
local buffers; this is not needed by a hand-crafted index at all. To
avoid excessive memory copying, Tabular presents a zero-copy,
callback-based data access approach, inspired by prior work [35].
As Figure 1(c) shows, instead of performing traditional copy-based
transactions, the index code provides a callback function that spec-
ifies the operation to be performed on the target data record. We
also apply this technique to allow in-place updates on data records,
benefiting a wide range of index operations.

While multi-versioning has been proven to benefit “real” data-
base applications [92], it brings unnecessary overheads for in-
dexes. For example, record versions are often chained in linked
lists [16, 44, 59], so B+-tree nodes are transparently multi-versioned
and accessing a node can incur pointer chasing operations, which
are known to be a major source of memory stalls [39]. To solve
this problem, we depart from the de facto standard multi-versioned
approaches and advocate (1) single-version and (2) decentralized
optimistic concurrency control (OCC) [45, 85]. This allows Tabular
to eliminate unnecessary memory copying and pointer chasing
overheads. We devise a set of techniques to work with callbacks
while guaranteeing serializability. For example, classic decentral-
ized OCC sorts the write-set upon precommit to avoid deadlocks,
but this may lead to incorrect ordering for callback-based updates.
We tweak the OCC protocol to solve this problem (details later).

Tabular uses parallel redo-only logging [85, 93] for durability.
The developer only needs to indicate in a flag in Tabular whether

persistence is needed, allowing (almost) effortless transformation
between a volatile and persistent index using the same code.

Importantly, our goal is not to improve index performance be-
yond the state-of-the-art. Rather, we make it easier to build indexes
with competitive performance. Our evaluation shows that on a dual-
socket, 48-core server, B+-trees, tries and extendible hash tables
built using Tabular can achieve up to ∼95% of the performance of
their hand-crafted counterparts. Using cognitive complexity,1 we
show that the code of Tabular-based indexes is similarly under-
standable to sequential implementations and is 41.8% less complex
than hand-crafted concurrent indexes. We also integrated Tabular-
based indexes into ERMIA [44], a representative memory-optimized
OLTP engine. The resulted engine delivers comparable TPC-C per-
formance to ERMIA, highlighting that Tabular-based indexes satisfy
the performance need of modern OLTP engines.

This paper focuses on indexes as they directly impact DBMS
performance and are complex enough to require non-trivial effort.
But the applicability of Tabular goes beyond indexes. For exam-
ple, it could be used to build queues and linked lists, which are
building blocks for lock managers. Tabular’s transaction and table
abstractions are generic: they can be used to implement user-level
transactions in an OLTP engine; we leave it as future work.

1.3 Contributions
This paper makes four contributions. 1 We revisit the idea of map-
ping indexes to tables and make the case for its potential in im-
proving programming efficiency while maintaining performance.
2 We propose Tabular, a new parallel programming library to make
the idea practical. Tabular is widely applicable and can be easily
integrated into existing systems. 3 We adapt popular indexes (B+-
tree, extendible hashing and ART) to showcase the effect of Tabular.
4 We provide a comprehensive evaluation of Tabular and other
approaches under microbenchmarks and end-to-end benchmarks.
Tabular is open-source at https://github.com/sfu-dis/tabular.

2 BACKGROUND
This section introduces the necessary background and motivates
our work by identifying research challenges.

2.1 Concurrent Indexes and Programmability
Without losing generality, we use memory-optimized B+-trees as a
running example to elaborate the programming efficiency issues in
existing hand-crafted indexes.

Synchronization. A classic approach is lock2 coupling [4]. Each
B+-tree node is protected by a lock. To access a node, the thread
explicitly acquires the lock in shared or exclusive mode. A node
can be unlocked once no modification will be required. To split,
we need to lock both the leaf and parent nodes in exclusive mode.
However, the thread can only tell whether the leaf needs to be split
after locking it, while the parent has been locked in shared mode.
So the parent lock needs to be upgraded to exclusive mode, which
is tricky to get right and can cause deadlocks when another thread
holding a shared lock on the same parent is traversing down [76].

1A complexity metric that measures the difficulty level of understanding code [7].
2Also known as latches in database literature to differentiate from logical-level trans-
action locks; we use both terms interchangeably as our focus is physical-level indexes.
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1 bool BTree::Insert(Key k, Value v):
 2 restart: 
 3 epoch_enter()
 4 retry = false
 5   n = root
 6   ver = n.read_lock(retry)
 7   if retry or n != root: goto restart
 8   while n is inner:
 9     next = n.children[findChild(n, k)]
10     n.verify_read(ver, retry)
11     if retry: goto restart
12     ver_next = next.read_lock(retry)
13     if retry: goto restart
14     if next is inner node: ...
15     else: ...
16 ...
17 epoch_exit()
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read_lock

read_lock

read_lock

Retry path

Epoch manager 
implementation…

Optimistic lock 
implementation…

Figure 2: Compared to sequential logic (highlighted in blue),
developers spend non-trivial extra effort on implementing
optimistic locks, OLC protocols and memory reclamation.

Such pessimistic approach also incurs shared memory writes even
for read-only accesses for changing lock state.

More recent indexes use lock-free algorithms [57] or optimistic
lock coupling (OLC) [55]. It is well-known that the former is chal-
lenging to design, debug and may not be optimal [21, 91]. An op-
timistic lock [11, 52, 79] carries a version number and lock state.
Writers proceed as usual, except they also increment the version
number after each round. Readers proceed without setting a shared
lock state but must verify the version number did not change after
the read. Compared to sequential code, optimistic locking is still
much more complex. As Figure 2 shows, one has to tweak lock cou-
pling with verification retry logic. Moreover, it is not uncommon for
DBMS developers to propose new locks [79] for desirable features.
Memory management also becomes non-trivial, resembling that
in lock-free code since readers are not protected. Nodes unlinked
from the tree must be kept available until all existing readers have
finished. As a result, the index developer also has to implement
memory reclamation algorithms [30, 68], or sometimes, propose
new ones [58]. Each of these algorithms comes with its own trade-
offs, requiring a DBMS developer to delve deep into another area,
lowering programming efficiency and increasing code complexity.

Persistence. It can be desirable to persist large indexes to re-
duce service downtime. In storage-centric DBMSs, B+-tree nodes
are database pages managed by the buffer pool. However, these
pages are merely data containers: developers still need to consider
concurrency issues. Recent memory-optimized DBMSs paid less
attention to index persistence. Many assume indexes are volatile
and must be rebuilt upon recovery; some use checkpointing and
logging [48, 57]. More recent work such as Bf-Tree [28] allows more
flexible caching granularity for on-disk pages. As a result, indexes
are coded up with parallel programming techniques and considera-
tions for managing I/O and memory. These quickly get complex,
lowering programming efficiency and adding maintenance effort.

Given the additional complexity, it would be desirable to free
developers from customizing features beyond the index logic itself.
As we show later, Tabular allows developers to focus on sequen-
tial index logic, reducing the programming complexity to what is
similar to programming sequential indexes.

(a) Logical view (b) C/C++ struct/class definition

A

. . .
B

C

RID n_keys is_leaf right_child kvs

0 10 False 1 ...

1 8 False 2 ...

2 4 True INVALID_RID ...

...

(c) Table storing BTreeNode objects

struct BTreeNode {
  int n_keys;
  bool is_leaf;
  int lock;
  BTreeNode *right_child;
  KVPair kvs[16];
};

Figure 3: Modeling data structure objects on tables [5, 41].
Columns represent class fields and rows represent B+-tree
nodes. C/C++ pointers are turned into record IDs (RIDs).

2.2 Mapping Indexes to Tables
We follow the model as defined by prior work [5, 41] where a
schema defines the data structure’s class definitions.

High-Level Concepts. As Figures 3(a–b) show, a hand-crafted
concurrent B+-tree would define a BTreeNode class, specifying
members such as the number of keys. Under objects-on-DB, such
class is defined by a schema, with the same fields in BTreeNode,
except two notable changes. (1) lock is not needed because con-
current accesses are governed by transactions. (2) Pointers (e.g.,
right_child which points to the right-most child node if is_leaf
is false) become record IDs (RIDs). To create a new node, the de-
veloper inserts a new record to the table in Figure 3(c), whereas a
hand-crafted variant would use a memory allocator. To traverse the
tree, we start with reading the root node record, and then follow
the child RIDs to find other nodes.

Benefits. Since each B+-tree record is a database record, with
proper ACID support, the B+-tree developer only needs to write
sequential B+-tree logic. Persistence is also a given, without ad-
ditional code. This drastically improves programming efficiency
and code maintainability. The index is defined by a schema, so its
internals can be easily queried by database operations, simplifying
debugging. For example, to inspect the data stored in B+-tree nodes,
the developer can directly issue database queries over the tables—
exactly in the same way as querying other “normal” tables—to learn
about the data structure. One can also easily duplicate, migrate or
compact such data structures using DBMS table operations. We
focus on leveraging the first benefit (transparent concurrency and
persistence) and leave it as future work to explore other benefits.

Programming Interfaces.With objects-on-DB, instead of hand-
crafting class definitions and index operation functions, DBMS
developers (1) define data structure schemas and (2) devise transac-
tions that perform index operations. Off-the-shelf DBMSs already
provide such functionality, but they are usually declarative (e.g., in
SQL) and do not fully satisfy the need of building indexes which
are inherently imperative. Therefore, we envision a mostly imper-
ative interface that combines schema definitions and table record
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Figure 4: CPU cycles breakdownof hand-crafted vs. object-on-
DB indexes. Naively mapping indexes on an existing OLTP
engine spent almost half the CPU cycles onmemory copying.

operations. An end-to-end objects-on-DB library can expose such
an interface in common imperative programming languages (e.g.,
C++) or a domain-specific language for DBMS developers. Through
an additional compiler pass (transpilation), we can generate code
that includes (1) C/C++ definitions transformed from the schema,
and (2) functions that directly use the interfaces provided by an
OLTP engine. Records then become schema agnostic and in essence
are raw bytes that can be cast to the defined classes. Certain aspects
can be made declarative to further simplify programming. In the
rest of this paper, we focus on the design of such an OLTP engine.

2.3 Modern OLTP and Motivation
Making the idea of index-on-DB practical requires the underlying
OLTP engine to perform well. Although early work [5, 41] in the
1990s explored various optimizations, it was rarely adopted mainly
due to the prohibitively high overhead of using a complex full-
fledged DBMS. Fast forward to today, modern OLTP engines [16, 43–
45, 71, 85] have optimized away many overheads in concurrency
control [23, 72, 85, 89, 92, 95] and storage management [25, 38, 51,
78, 88]. It is common for them to deliver such high throughput (e.g.,
>10MTPS TPC-C [84]) that is even beyond practical needs [75]. This
led us to ask “Is it now feasible to build fast-enough data structures
such as indexes with objects-on-DB on a modern OLTP engine?”

To answer this question, we started with building a B+-tree on
the ERMIA [44] memory-optimized OLTP engine. Like other en-
gines, ERMIA’s core is an embedded library that exposes C/C++
interfaces which we directly use to build indexes. This allows us to
cut the unnecessary overhead of parsing and optimization, but the
result still presents a significant performance gap between hand-
crafted counterparts by being up to over ∼80% slower (Section 6).3
As Figure 4 shows (denoted as “Naive-MVCC”), close to 50% of the
CPU cycles are spent on pointer chasing, required by the multi-
versioning design commonly found in today’s OLTP engines. We
also tested the idea without using multi-versioning but uses single-
versioned optimistic concurrency control (OCC) [85], as shown by
the “Naive-OCC” bar in Figure 4, memory copying overhead takes
over as the biggest bottleneck. Also, both approaches have transac-
tion runtime overhead (e.g., for initializing transaction contexts and
committing transactions). None of these exist in the hand-crafted
counterparts. Overall, these issues still leave much room for op-
timizations to make the idea of objects-on-DB truly practical. In
later sections, we first introduce the internal interfaces of Tabular,
3We only use ERMIA’s table abstraction, without its hand-crafted indexes.

and then discuss the sources and mitigation of excessive memory
copying for Tabular to reclaim most of the performance, matching
hand-crafted counterparts.

3 TABULAR OVERVIEW AND APIS
Tabular is a lightweight, transactional programming library that
transparently provides concurrency control and persistence for
data structures. As Section 2.2 discusses, we envision the DBMS
developer to continue to write imperative C/C++ code (or using
a domain-specific language), which then gets transpiled to use
table-based interfaces in Tabular [41]. Creating such a transpiler
is orthogonal to the design of Tabular; our current index imple-
mentations (discussed later in Section 5) directly use these internal
Tabular interfaces, which are the focus of the rest of this paper.

Tabular APIs are similar to those exposed by an OLTP engine to
other internal components of a DBMS (e.g., the query engine):

• Transaction *BeginTransaction(): Start a new transaction.
Returns a reference/pointer to a Transaction object.

• bool Transaction::Commit(): Commit by performing a set of
correctness checks (Section 4). Returns true if the transaction is
committed; otherwise aborts the transaction and returns false.

• void Transaction::Rollback(): Abort the transaction.
• void Transaction::Read(Table *table, RID rid, void
*out): Read record identified by rid and store result into out
which is a user-prepared buffer (e.g., a BTreeNode object).

• RID Transaction::Insert(Table *table, void *r, size_t
len): Allocate a new record of len bytes with content pointed
to by d; Returns the RID of the new record.

• void Transaction::Update(Table *table, RID rid, void
*new_data): Update the record identified by rid with new_data.

Tabular offers new callback-based APIs that are the key for in-
dexes to match the performance of hand-crafted counterparts:

• void Transaction::ReadCallback(Table *table, RID rid,
Callback cb): Same as Read, but performs operations encoded
in a callback function cb over the record data, without copying
the data to a user-specific memory location.

• void Transaction::InsertCallback(Table *table, size_t
size, Callback cb): Same as Insert but performs operations
encoded in cb upon commit.

• void Transaction::UpdateCallback(Table *table, RID
rid, Callback cb): Same as Update but performs update op-
erations encoded in cb over the record data upon commit.

With these APIs, all accesses are transactional with serializability
and persistence guarantees (if desired).

4 TABULAR INTERNALS
We start with a baseline using an existing OLTP engine and describe
the necessary optimizations that bring Tabular’s performance to a
competitive level while maintaining the easy-to-use APIs.

4.1 Single-Versioned, Direct Record Access
Many memory-optimized OLTP engines advocate multi-versioning
because it can avoid readers and writers to block each other, thus
providing superior performance than single-versioning. It may
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therefore seem natural to adopt multi-versioning in Tabular be-
cause read performance can significantly affect a data structure’s
overall performance. Some existing indexes [57] are already multi-
versioned where an update always appends a delta, rather than
performing in-place updates.

Evaluation of Indexing on MVCC OLTP. We implemented a
B+-tree in this way on top of ERMIA [44], a representative memory-
optimized, multi-versioned OLTP engine.4 ERMIA implements multi-
versioning using indirection arrays and version chains following
new-to-old order [92]. Each record is uniquely identified by a logi-
cal RID that indexes into the indirection array which represents a
table. Each indirection array entry points to the latest version of
the record and versions are allocated in the heap using a memory
allocator such as jemalloc [19]. Figures 5(a–b) depicts the idea. A
tree traversal starts by reading the record that stores the root node,
which in turn is done by (1) using the root node’s RID (0) as an index
to the indirection array and (2) following the pointer stored in the
indirection array entry (address 0x7bee0 in the figure). Depending
on the freshness of the transaction issuing the read, we may need
to traverse the version chain until a visible version is found (not
shown in the figure for brevity). As Figure 5(c) shows, B+-tree nodes
store child node RIDs instead of pointers. On a 48-core dual-socket
server, compared to a hand-crafted OLC B+-tree, in Figure 6, such
multi-versioned B+-tree (denoted as Naïve-MVCC which uses the
copy-based Read/Update interfaces) is ∼49–79% slower than the
hand-crafted counterpart under a balanced read/update workload
(details in Section 6) due to indirection and multi-versioning.

Single-Versioned Flat Table. Therefore, Tabular should not
blindly follow current practices in OLTP engines which serve a dif-
ferent kind of workload than physical-level data structures. Rather,
it is necessary to reduce indirection and versioning overheads. To
this end, Tabular directly uses a flat memory space for allocating
records per table, and each record is represented by a single version.
RIDs are physical, much like in conventional storage-centric sys-
tems, indicating the offset into the flat memory space. As Figure 5(d)
shows, records (B+-tree nodes) now are laid out one after another,
without additional indirection. Each parent node still carries child
RIDs, but accessing them now only requires adding the RID (offset)
onto the base virtual address of the memory space backing the table.
For example, node A (the root node) starts at offset 0 and node B is
located at offset 256 (an RID stored in node A) from base address
0x7bee0. In contrast, in Figures 5(a–b), accessing node B requires
additionally traversing the indirection array and potentially the
version chain, incurring at least two additional cache misses.

Tabular’s flat memory space only needs to be logically contigu-
ous and can be faulted in gradually [78]. Records are read and up-
dated in-place. Upon deletion (e.g., during a B+-tree merge), our cur-
rent implementation first marks the record as deleted. Compaction
can then be performed later (e.g., during system maintenance time),
similar to existing systems [16, 44, 56]. As Figure 6 demonstrates,
avoiding indirection and versioning (Naïve-OCC which also uses
the Read/Update interfaces) brings index performance to ∼59–70%
of the hand-crafted counterpart. We explore how Tabular further
narrows the performance gap next.
4ERMIA is a full engine that only allows index-based table accesses. For fair comparison,
we implemented core ERMIA functionality in Tabular codebase to enable direct table
accesses without hand-crafted indexes and used the same benchmark driver.
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Figure 6: Effect of single-versioning (Naïve-OCC over
Naïve-MVCC, Section 4.1) and zero-copy optimistic concur-
rency (Tabular over Naïve-OCC, Section 4.2) on a B+-tree bal-
anced microbenchmark with 50% updates and 50% reads with
100 million 8-byte keys.

4.2 (Near) Zero-Copy Optimistic Concurrency
Optimistic, verification-based concurrency control has been the
dominant approach in recent memory-optimized OLTP engines [45,
85, 89, 95]. Compared to traditional two-phase locking (2PL), the
common advantage—which mimics optimistic locking in hand-
crafted indexes—is readers can proceed without taking any locks
and only need to verify at commit time that the data read is still
valid. We start with the representative decentralized OCC [45, 85]
and discuss how Tabular only needs simple tweaks to make it
competitive for physical-level data structures.

Traditional Decentralized OCC. To set the stage, we briefly
describe traditional decentralized OCC [45, 85]. Each record is
stamped with a transaction ID (TID) that denotes its creator or
latest updater. Part (e.g., 1 bit) of the TID (typically 64-bit) can be
carved out as the record lock, acquired in exclusive mode when
the record is being updated. During transaction execution, readers
proceed without taking locks but remembering the TID value in un-
locked state in a transaction-local read set. Writes are maintained
locally in a write set. Upon commit, the write set is first sorted
(to avoid deadlocks) and then locked. The protocol then performs
read verification by checking weather the current TID matches the
saved TID in the read set, and if not, the transaction will be aborted.
After verification, the protocol generates a new commit TID for the
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transaction. Finally, we iterate through the (now sorted) write set to
apply writes in-place to the actual record locations and unlock each
record. Note that at this point the write set is already in a different
order and may not represent the order in which individual writes
were performed forward processing. As we discuss later, this has
implications for Tabular’s callback-based interfaces.

Decentralized OCC is very lightweight and thus delivers high
performance for database workloads, but is inadequate for data
structures. The key culprit is a common design that induces exces-
sive amounts of memory copying. To see why, consider a B+-tree
built on top of decentralized OCC and models B+-tree nodes as table
records. To read or update a node (table record), the B+-tree code
performs a query using Transaction::Read() from Section 3. In
addition to table and rid, the caller (e.g., the B+-tree probing func-
tion) also prepares a pre-allocated memory chunk for the engine
to store the target record. We refer to this kind of read operations
materialized reads. As Figure 6 has highlighted, Naïve-OCC with
materialized reads can be ∼30–41% slower than the hand-crafted
upper bound, with the single-version flat table design in Section 4.1.
This is also evidenced by the large amount of memory copying
operations in Figure 4 when running a read-only B+-tree workload,
leaving few cycles for useful work. Index updates and inserts are
also affected because they rely on traversal to arrive at the leaf
node; we evaluate these operations later in Section 6.

Zero-Copy Read with Callbacks. Tabular provides callback-
based APIs to solve this problem. The application (e.g., B+-tree code)
specifies the operations to be performed on top of a record in a call-
back function, instead of performing the operations after copying
out the record. Similar to materialized Read, ReadCallback takes
as input the table to be accessed, RID, and a callback function which
will be invoked by Tabular internally. As shown in Algorithm 1,
a read operation performs in the same way as that was done in
traditional decentralized OCC, except that at line 6 we perform the
callback on top of the record. In contrast, it would be a memory
copying operation performed by traditional decentralized OCC.

For ReadCallback to work correctly, the callback should not
modify the record. We believe this is a reasonable assumption as
the users of Tabular are database index developers who know the
sequential index logic well. The transpilation pass mentioned in Sec-
tion 3 could enforce this requirement by transforming materialized
reads into callback-based reads.

Zero-Copy Modification and Commit. Similar to read oper-
ations, updates and inserts can also be callback based. The main
caveat is that unlike reads, the insert/update cannot be performed
right away to retain the consistency the records. They can only be
applied after the verification phase succeeds during commit time,
which requires tweaking the commit protocol. Algorithm 2 shows
the new commit algorithm where the new/modified steps on top
of decentralized OCC are shaded. The commit protocol also must
retain program order when performing callbacks. That is, the call-
backs should be performed in the order of their addition to the write
set during forward processing to preserve possible dependencies.
For example, suppose an application first modifies record 𝐵 with
RID 100, and then relies on 𝐵’s value to update record 𝐴 whose
RID is 50. This means the callback for modifying 𝐴 would need
to read 𝐵’s new value. Both callbacks should only be applied at
commit time, yet this can be at odd with the existing decentralized

Algorithm 1 Callback-based optimistic read in Tabular.

1 def Transaction::ReadCallback(table, rid, callback):

2 # Take a reference (pointer) to the record

3 Record &record = table.GetRecord(rid);

4 retry:

5 tid = record.get_consistent_tid()

6 callback(record) # Execute the callback in-place

7
8 # Verify the record did not change

9 tid_now = record.get_consistent_tid()

10 if (tid_now == tid):

11 read_set.Add(record, tid);

12 else:

13 goto retry

Algorithm 2 Tabular’s commit protocol.

1 def Transaction::Commit(table, rid, callback):

2 # Sort out-of-place and lock write set

3 sorted_ws = sort(write_set)

4 foreach w in sorted_ws:

5 lock w

6
7 ... fences and get commit epoch ...

8
9 # Validate reads - exactly the same as OCC

10 foreach r in read_set:

11 if r.tid != r.record.get_tid() and !r.locked_by_me():

12 rollback and return

13
14 ... iterate read/write sets to get new commit_tid ...

15
16 # Apply write callbacks and updates

17 foreach w in write_set:

18 if w.is_callback:

19 w.callback() # invoke the callback

20 else: # "normal" materialized update

21 memcpy(w.record.data, w.data, w.size)

22 w.tid = commit_tid

23
24 ... other remaining operations ...

OCC protocol which sort all writes in a global consistent order
(e.g., by RIDs) to avoid deadlocks. As a result, 𝐴’s callback would be
performed before 𝐵’s, breaking program dependency requirements.
To solve this problem, at lines 2–5 of Algorithm 2, we sort the write
set out-of-place (e.g., by RID order) into an additional write set
structure (sorted_ws), which is then iterated through to lock all
the writes. After verifying all the read records and obtaining a new
commit TID, we iterate over the original write set which follows
program order (lines 17–20). This way, Tabular avoids deadlocks
while guaranteeing program logic specified by the developer.
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4.3 Correctness
On top of decentralized OCC, Tabular’s commit CC protocol makes
two changes. (1) Some reads are performed using callbacks. (2) Some
updates and other logic associated with it are delayed until commit
time. The correctness of decentralized OCC has been proven [85]
by showing that it reduces to be S2PL-equivalent and is thus seri-
alizable. We argue for the correctness of Tabular’s callback-based
protocol by showing that these two changes do not change decen-
tralized OCC’s equivalence to S2PL. Like previous work [45, 85],
for brevity we assume the write is a subset of the read set. We first
consider callback-based reads in the read set. They are performed
by reading a consistent version of the data during forward process-
ing (Algorithm 1) and verified at commit time. This maintains the
equivalence that S2PL would have been able to acquire all the read
locks [85]. Next, we consider the callback-based write set entries.
Algorithm 2 performs the callbacks after (1) locking all the writes
and (2) verifying reads. The locking step is equivalent to upgrading
the read locks to exclusive locks in S2PL, where the new updates are
only visible to the transaction. Tabular retains the same property;
the only difference is the actual writes are performed at commit
time but still before the results become visible to other transactions.

Compared to hand-crafted optimistic locking, Tabular provides
stronger and more conservative consistency guarantees by enclos-
ing all record operations in one transaction. A hand-crafted protocol
can be seen as multiple shorter transactions, each of which accesses
a subset of records. For example, (optimistic) lock coupling unlocks
the parent node once it is sure that the parent node will not be
modified. This is equivalent to committing a transaction that reads
the current node 𝑁 and a parent node, but simultaneously starting
another transaction that continues to drill down the tree based on
the current version of 𝑁 . This can admit more parallelism than
Tabular, except when a split/merge is propagated to the root of
the tree: both Tabular and lock coupling will lock the entire path,
equivalent to enclosing all node/record operations in one transac-
tion. Such larger transaction scope enlarges the conflict window
and potentially lowers performance. However, as we have shown
earlier and later in Section 6, its impact is very small since typical
transactions used by indexes are not long in the first place.

4.4 Durability and Recovery
If durability and recovery support is needed, Tabular will generate
and persist log records and provide transparent persistence support.
For materialized updates and inserts the new values are collected
during forward processing, while for callback-based operations,
the log records are generated when the callbacks are performed at
commit time. Similar to many memory-optimized OLTP engines,
Tabular uses redo-only logging [69] for durability. Data generated
by aborted transactions are discarded and will never make it to the
persistent log. To avoid centralized logging bottleneck and I/O de-
lays, we use a private log buffer per thread which can be flushed in
the background, following classic pipelined commit protocols [38].
This allows Tabular to leverage the higher sequential write per-
formance (than that of random accesses) of modern SSDs/disks,
but a common problem of this approach is longer latency for each
operation. For systems that need low latency, techniques such as
placing log buffers in NVDIMMs [86–88] can be employed.

4.5 Discussions
We consciously made several tradeoffs for Tabular to deliver com-
petitive performance. The first is that our table abstraction in
Section 4.1 is by nature memory-centric by assuming a virtually-
contiguous flat space for a table. This eliminates unnecessary indi-
rection, but makes it more complex to support larger-than-memory
data structures. A possible solution is to allow RIDs to refer to
either an in-memory offset or a storage address, indicated by a ded-
icated a bit in the RID word (e.g., the most significant bit). The table
space then becomes a buffer space that would need to be carefully
crafted. One possible solution is to adopt recent lightweight out-of-
memory solutions [50, 51, 71] that use techniques such as pointer
swizzling [42] to reduce overheads, however, it is important to also
maintain the same interfaces to avoid application-level changes.

Based on modern decentralized OCC [35, 45, 85], Tabular con-
currency control protocol mimics the behavior of optimistic lock-
ing [11, 55] commonly used by hand-crafted data structures. While
it avoids most unnecessary overheads, OCC is inherently vulnera-
ble to high contention. Numerous efforts have attempted to address
this problem [27, 35, 63, 79, 89, 95]. As promising future work, Tabu-
lar can also adopt such optimizations (e.g., by acquiring locks early)
to deliver better performance under contention. Moreover, such op-
timizations can happen within Tabular library itself, without affect
how index developers program, using the same transactional table
abstractions. Existing/new hand-crafted indexes could be trans-
formed/developed to use Tabular, which provide optimizations
under the hood. This allows a potentially smaller team of engineers
to focus on improving Tabular (e.g., to evolve it for new hardware
or adding features), than having to retrofit each desirable feature
into an existing hand-crafted index.

Data structures built by Tabular can be used to build a full DBMS.
Combining Tabular and a Tabular-based B+-tree allows one to easily
implement an OLTP engine, without having to (re-)implement the
table abstraction and the associated ACID guarantees.

5 TABULAR USE CASES
In this section, we discuss how a DBMS developer may use Tabular
APIs to build concurrent and persistent indexes relatively easily.
After introducing the core ideas, we elaborate the process and
design considerations using B+-tree and extendible hashing.

5.1 From Sequential Logic to Tabular
Tabular aims to free DBMS developers from complex parallel pro-
gramming issues by using the transactional interfaces described
in Section 3. This only requires the DBMS developer be familiar
with (1) the target data structure’s sequential (i.e., single-threaded)
logic and (2) the concepts of relational tables and transactions. Both
are commonly covered by introductory data structure and data-
base courses in most undergraduate curricula, and neither requires
advanced data structures or parallel programming backgrounds.

Modeling Index Structures as Tables. From DBMS developers’
perspective, they would need to reason about data structure design
using relations and transactions. We observe this can be done easily
by realizing that most indexes consist of three building blocks. (1)
Memory blocks (e.g., B+-tree nodes) connected through pointers.
(2) Functions for accessing these memory blocks. (3) Concurrency
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Algorithm 3 Sequential B+-tree update routine.

1 def BTree::Update(k, v):

2 node = self.root;

3
4 while node.is_leaf is false:

5 node = node.findChild(k)

6
7 if node.key_exists(k):

8 node.update(k, v);

control and persistence protocols. Based on this observation, trans-
forming a single-threaded index to use Tabular is straightforward.
Allocating a memory block is transformed into inserting a new
record. Data manipulation are done using transactions on table
records. Index code (transaction) accesses data records using RIDs,
rather than pointers. Memory block sizes will determine database
record sizes, which in turn can affect performance. For example, a
B+-tree leaf node may inline data as values, requiring larger nodes
to accommodate the same number of key-value pairs. Using the
copy-based APIs would lead to suboptimal performance, making the
callback-based ones preferable. A related question to answer when
modeling a data structure class as a table (from class definitions
to schema definitions) is “what should be a record?” In principle, a
contiguous memory chunk in a C/C++ struct would translate into
a record in Tabular. However, blindly following this principle may
lead to suboptimal performance. We elaborate and provide solu-
tions later in Section 5.3. Finally, memory reclamation, concurrency
and persistence are handled transparently by Tabular transactions
without developer intervention.

Measuring Code Complexity. It is highly subjective to mea-
sure code complexity. Each metric (e.g., cyclomatic complexity [66]
and lines of code) has its own limitations. Recent work [70] has
shown that cognitive complexity [7] is promising at correlating with
the time spent on comprehension and subjective ratings of code
understandability. We use it to measure programming efficiency
and the mental burden of implementing indexes.

5.2 B+-Tree
To set the stage, Algorithm 3 shows a sequential B+-tree update
function, which is very straightforward. The algorithm starts tra-
versal from the root to the leaf level, and then searches for the target
key in the leaf node. If the key is found, it performs the update.

Tabular Adaptations. Algorithm 4 presents Tabular-based B+-
tree update using the copy-based interfaces. It (1) wraps node ac-
cesses in a transaction and (2) performs RID-based traversal. Line
2/16 starts/commits the transaction. Lines 4–6 corresponds to line
2 of Algorithm 3 for accessing the root node. Since nodes are rep-
resented as database records, they are addressable only by RIDs.
So line 5 prepares a buffer in the transaction’s local scratch area
to store the node read at line 6, which uses the root node RID ob-
tained at line 4. The buffer is an instance of BTreeNode as defined
by Figure 3(b) except variables for concurrency control (lock) are
omitted. Similarly, lines 8–10 of Algorithm 4 correspond to lines
4–5 of Algorithm 3 for traversing to the target leaf node. Lines
12–14 are in almost the same logic as lines 7–8 in Algorithm 3 to

Algorithm 4 Tabular-based B+-tree update using copy-based in-
terfaces. No concurrency control logic is needed.

1 def TabularBTree::Update(k, v):

2 t = BeginTransaction() # start a transaction

3
4 rid = self.root_rid

5 BTreeNode node # in-memory node representation

6 t.Read(self.table, rid, &node)

7
8 while node.type.is_leaf == false:

9 rid = node.findChild(k)

10 t.Read(self.table, rid, &node)

11
12 if node.key_exists(k):

13 node.update(k, v) # perform update in local buffer

14 t.Update(self.table, rid, &node)

15
16 if not t.Commit(): retry from line 2

Algorithm 5 Tabular-based B+-tree insert using callbacks.

1 def TabularBTree::Insert(k, v):

2 t = BeginTransaction()

3 Stack stashed_nodes

4
5 ...traverse to leaf; path recorded in stashed_nodes...

6
7 if not leaf.is_full(): # will not split

8 def leaf_insert_cb(leaf, k, v): leaf.insert(k, v)

9 t.UpdateCallback(nodes, leaf_id, leaf_insert_cb, k, v)

10 else:

11 # Define and register a callback to split a leaf

12 Key sep

13 def split_leaf_cb(&split_leaf, k, v, &sep):

14 sep = leaf.split_to(split_leaf, k, v)

15 new_rid = t.InsertCallback(nodes, split_leaf_cb,

16 split_leaf, k, v, sep)

17 # Update inner nodes

18 while stashed_nodes.size() > 0:

19 [parent_id, parent] = stashed_nodes.pop()

20 if parent.is_full():

21 def split_inner_cb(&new_inner, &sep):

22 sep = parent.split_to(new_inner, sep, new_rid)

23 new_rid = t.InsertCallback(nodes, split_inner_cb)

24 else:

25 def update_inner_cb(): parent.insert(sep, new_rid)

26 t.UpdateCallback(nodes, parent_id, update_inner_cb)

27 if not t.Commit(): retry from line 2

28 root_rid = new_rid # Grow the tree if reached here

29 if not t.Commit(): retry from line 2

perform the update. The only difference is that update done in the
local buffer should be reflected in the table (line 14).

We use B+-tree insert to demonstrate the callback interfaces in
Algorithm 5. In the context of a transaction, the splitting thread
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first probes down the tree to arrive at the leaf node (lines 2–6). Like
in single-threaded logic, references to inner nodes along the path
are collected in a stack in case later the split is propagated upwards.
If no split is needed, we register a callback to perform the insert
in the leaf node (lines 7–9). Otherwise, the algorithm splits the
existing leaf node into a new node (at the same time, insert the new
key into the proper target node) and registers a callback (line 15)
to insert it at commit time. Lines 18–27 then iterate over the stack
of inner nodes collected earlier to possibly propagate the split. For
each level, a callback is registered to either insert a new node (lines
21–23) or update the existing node with the new separator key
(lines 25–27). The latter case is followed by a transaction commit
to conclude the operation. Otherwise, if all the parent levels are
exhausted without triggering a commit at line 27, we have increased
the height of the tree. Although more involved than the copy-based
Algorithm 4, callback-based insert still follows single-threaded logic
without involving concurrency or persistence handling, which is
the complex effort Tabular aims to save.

Programming Efficiency. We calculate the cognitive complex-
ity of major B+-tree functions using clang-tidy [13]. The sequen-
tial implementation whose update function is shown in Algorithm 3
has the lowest cognitive complexity score of 31 (lower is better). The
hand-crafted variant has the highest score of 67, which is 1.71× over
that of the Tabular-based B+-tree (39). As mentioned earlier, the
adaptation process could be done by the developer or be automated
by a transpiler to further increase programming efficiency.

5.3 Extendible Hashing
Extendible hashing [20] is a classic dynamic hashing design. In
memory-optimized systems, the directory typically is implemented
as an array, whose entries point to buckets allocated in the heap.
Figures 7(b–c) define the C/C++ structures. Inserting into a full
bucket will split the bucket and re-hash existing keys into both
buckets. Consequently, a new pointer to the new bucket needs
to be added to the directory. The directory always grows in the
power of two, leading to 2𝑔𝑙𝑜𝑏𝑎𝑙_𝑑𝑒𝑝𝑡ℎ buckets. Each bucket carries a
𝑙𝑜𝑐𝑎𝑙_𝑑𝑒𝑝𝑡ℎ, which if is smaller than 𝑔𝑙𝑜𝑏𝑎𝑙_𝑑𝑒𝑝𝑡ℎ then the bucket
is yet to be split and will be pointed to by ≥ 2 directory entries.
Extendible hashing can also use (optimistic) locking: accesses to
buckets only verify directory entry and bucket versions, while a
split will need to lock both the bucket and directory.

Table Definitions. Buckets are fixed-sized, so it is easy to model
and store them as table records, as Figure 7(e) shows. Similarly,
the directory can be modeled as a (variable-length) record and
expanding or shrinking the directory would be translated into up-
dating the directory record. Alternatively, one could always insert
a new directory record into the directory table as described in Fig-
ure 7(d). Neither table includes columns for concurrency control
(i.e., Bucket::lock), which is handled transparently by Tabular.

Tabular Adaptations. Modeling the directory as a record is
straightforward, but can be challenging when the directory grows:
using the copy-based APIs we would need to copy the entire di-
rectory. As Section 6 shows, extendible hashing using these APIs
perform poorly and consumes an excessive amount of memory.
This necessitates the use of the callback-based APIs. Algorithm 6
shows the callback-based version which first uses ReadCallback

(a) Logical view (b) Bucket definition
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. . .
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RID n_keys local_depth kvs

0 10 2 ...

1 8 2 ...

2 4 3 ...

...

(e) Bucket table

struct Bucket {
int n_keys;
  int local_depth;
  int lock;
  KVPair kvs[16];
};
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RID global_depth buckets 

0 0 …

1 1 …
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(d) Directory table

(c) Directory definition

struct Directory {
  int global_depth;
  Bucket *buckets[];
  int lock;
}; 

Figure 7: Modeling extendible hashing (a) in tables. The buck-
ets (b) and directory (c) are stored in two separate tables (d–e).

Algorithm 6 Tabular-based hash table update with callbacks.

1 def TabularHashTable::Update(k, v):

2 t = BeginTransaction()

3
4 # Define a callback function to retrive entry

5 def get_cb(record, key, e):

6 Directory dir = (Directory)record

7 e = dir[hash(key) % size]

8
9 # Invoke callback-based read with get_cb

10 Entry e

11 t.ReadCallback(self.dir_table, self.dir_rid,

12 get_cb, k, &e)

13
14 # Define an update function to update value in bucket

15 def update_cb(record, key, val):

16 Bucket bucket = (Bucket)record

17 if bucket.key_exists(key):

18 bucket.Update(key, val)

19
20 # Invoke callback-based update with update_cb

21 t.UpdateCallback(self.bucket_table, entry.bucket_rid,

22 update_cb, k, v)

23 if not t.Commit(): retry from line 2

to obtain the directory entry pointing to the target bucket (lines
5–7). The callback is then passed to ReadCallback along with other
parameters in line 11 of Algorithm 6. Lines 15–22 then searches
and updates the bucket.

Programming Efficiency. Although more involved than the
B+-tree case using copy-based APIs, the adaptation of extendible
hashing using callbacks still avoids the handling concurrency and
persistence issues, the largest sources of complexity.

6 PERFORMANCE EVALUATION
We have evaluated the effect of Tabular’s individual techniques for
B+-trees under certain workloads in Sections 2–4. In this section,
we include more scenarios and show that:
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• Tabular-based B+-trees, extendible hashing and adaptive radix
tree (ART) can provide competitive performance close to the
upper bound provided by state-of-the-art hand-crafted indexes.

• Tabular transparently enables persistence support for indexes
and only incurs minor logging overheads.

• By replacing hand-crafted indexes with Tabular-based ones, an
existing OLTP engine can improve programming efficiency while
maintaining competitive overall performance.

6.1 Experimental Setup
We performed experiments on a dual-socket server with two 24-
core Intel Xeon Gold 6252 CPUs and 384GB of DRAM. The CPU is
clocked at 2.1GHz (3.7GHz with Turbo Boost) and has 35.75MB of
caches. The server runs Arch Linux with kernel version 6.6.2. We
use 1GB huge pages and jemalloc [19] to avoid memory allocation
being a major bottleneck. We interleave huge page allocations when
threads are spread across two sockets. Each worker thread is pinned
to a dedicated CPU core without hyperthreading to avoid the impact
of OS scheduler activities and ease the analysis of results.

Implementation. We implemented Tabular as a shared library.
Index code includes a Tabular header file and links with the library.
To focus on the performance of Tabular, we omit transpilation. All
the code is implemented in C++20 and compiled with GCC 13.

Index Variants. We compare variants of B+-tree, extendible
hashing, and ART implemented in six different ways:
• Hand-crafted: State-of-the-art hand-crafted in-memory variant

with optimistic lock coupling.5
• Naïve-MVCC: Naïve baseline objects-on-DB variant with multi-

versioning and materialized read/write in ERMIA [44].
• Naïve-OCC: Naïve baseline objects-on-DB variant with single-

versioning, decentralize OCC [85] and materialized read/write.
• Tabular: Indexes implemented using Tabular with single-version

flat tables and callback-based operations.
• STD-LC: Pessimistic lock coupling using std::shared_mutex in

standard C++ (since C++17).
• TBB-LC: Pessimistic lock coupling using tbb::spin_rw_mutex

in Intel oneAPI Threading Building Blocks (TBB) [36].
Naïve-MVCC uses snapshot isolation without serializability, adding

which can add more overhead. We take recent B+-tree and ART im-
plementations [79] as Hand-crafted variants. We implemented op-
timistic Hand-crafted extendible hashing [62]. All Hand-crafted
variants are in-memory only as they were not design with persis-
tence support to begin with, but present performance upper bound.
STD-LC and TBB-LC represent two classic hand-crafted baselines
built using popular synchronization primitives.

Benchmarks. We perform both index-only microbenchmarks
and end-to-end TPC-C [84] benchmarks. For both types of bench-
marks, each experiment runs for 10 seconds and is repeated for
three times. We report the average throughput measured in million
operations per second (million ops/s). Variances between runs are
shown as shaded regions surrounding the lines in figures, although
we observe that the variance is minuscule. We describe the details
of each benchmark in their corresponding sections below.

5For range indexes, Hand-crafted refers to OLC B+-tree/ART, except in Section 6.4
which uses Masstree [44] as the hand-crafted variant.
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Figure 8: Throughput of B+-tree (top), extendible hashing
(middle), and ART (bottom). Tabular maintains competitive
performance (up 95% of Hand-crafted) by removing unnec-
essary memory copying.

6.2 Index Performance
Our first set of experiments stress test indexes. For each experiment,
the index is loaded with 100 million 8-byte keys and 8-byte values;
keys are drawn from a uniform random distribution. We focus on
lookup-only and update-only workloads.6

B+-Trees. As shown in Figure 8(top), Hand-crafted performs
the best as expected, providing performance upper bound. Tabular
stays competitive in each workload by following closely the upper
bound; we also performed pure insert tests, which showed similar
trend as the update-only workload. Naïve-OCC’s throughput is
∼70% of that of Hand-crafted across different numbers of threads
in each workload, due to memory copying overheads. Naïve-MVCC
exhibits ∼70% of Hand-crafted performance under read-dominant
workloads. However, its throughput further lowers when more
updates are involved and starts to drop when memory accesses
cross NUMA boundaries beyond 24 threads (gray areas in the figure)
due to the increased latency caused by pointer-chasing in multi-
versioning overheads. STD-LC and TBB-LC B+-tree are unable to
scale due to their high pessimistic locking overhead. Thanks to the
callback and single-version flat table designs, Tabular retains over
∼90% of Hand-crafted across all core counts and workloads.

We performed detailed profiling (using perf [60]) to identify the
root cause of the performance gap between hand-crafted and Tab-
ular based indexes. We take B+-tree as an example, but profiling
results of other indexes led to the same conclusion, so we omit them
here. Figure 9 shows the CPU cycle breakdown of Hand-crafted
and Tabular B+-trees under 24 threads (one socket to avoid NUMA
effect and ease analysis). The main overheads of Hand-crafted are
6We also tested other mixes such as balanced 50–50% read–update workloads; their
results fall between these two cases. So we omit them due to space limitation.
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(1) verification and (2) write locking time which collectively take
∼15% of the CPU cycles (“Synchronization” in the figure), leaving
85% for tree logic (“Compute”). Tabular uses 12% more cycles on
synchronization which is represented by the remaining legends in
the figure. In detail, Tabular takes ∼8% of the cycles for initializing
and cleaning up transaction contexts. The callback mechanisms (im-
plemented using std::function which requires dynamic memory
allocation) and read verification before commit (Algorithm 1) take
another ∼11% of CPU cycles. The commit protocol (including TID
generation, read verification and other operations such as write-set
sorting) takes ∼9% of CPU cycles. These results corroborate with
the performance gap shown in Figure 8.

Hash Tables. The relative trend between Tabular and other
hash table variants is similar to that for B+-trees in Figure 8. Tabular
retains over ∼80% of Hand-crafted’s throughput at high core
counts. For the same reason as we discussed previously, STD-LC
and TBB-LC hash tables do not scale. Moreover, it is noticeable that
Naïve-OCC and Naïve-MVCC perform extremely poorly due to exces-
sive memory copying overheads. Naïve-MVCC hash table exhausted
memory before completion due to excessive memory consumption
of multi-versioning. Table 1 compares the memory consumed (in
GB) by Tabular and baselines after loading 100M records without
garbage collection. Hand-crafted uses 3.7GB without any addi-
tional overhead or metadata that is needed by the table structures
in Tabular, Naïve-OCC and Naïve-MVCC. Naïve-OCC and Tabular
both consume 4.72GB, whereas Naïve-MVCC consumes over 300GB
and exhausted available DRAM in the server. The reason is that
each directory update generates a new version by copying and
creating a large amount of data. A proactive garbage collection
policy could mitigate this issue for Naïve-MVCC, but it is still more
likely to bloat memory usage if a large amount of versions cannot
be reclaimed timely. This result highlights the need to move away
from the conventional wisdom of building an OLTP engine for
database workloads using multi-versioning, and the need to use
single-versioned accesses in a library like Tabular.

ART. Tabular obtains up to ∼85% of Hand-crafted’s through-
put. Naïve-OCC suffers for the same reason as extendible hashing
(large record size) and we found that ∼ 50% of the CPU cycles are
spent on memory copying. STD-LC and TBB-LC ART also do not
scale for the same reason discussed earlier.

Tabular vs. State-of-the-Art Hand-Crafted B+-Trees. To put
the performance numbers of Tabular-based indexes in perspective,
we compare them with other hand-crafted ones. We focus on B+-
tree variants and compare with Masstree [65] and BP-tree [94]. In
Figure 10, Tabular B+-tree is comparable with Masstree. Masstree’s
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Figure 10: Tabular B+-tree vs. hand-crafted counterparts.

Table 1: Memory needed by hash table variants to store 100M
records. Naïve-MVCC’s multi-versioning bloatsmemory usage.

Hand-crafted Tabular Naïve-OCC Naïve-MVCC

3.5GB 4.72GB 4.72GB > 300GB

Table 2: Throughput (million operations per second) of
volatile and persistent Tabular B+-trees. The SSD (Intel
P4800X) is saturated with 4 threads (2GB/s).

Threads 1 2 4 8

Volatile 1.54 3.09 6.19 12.39
Persistent 1.31 2.64 5.35 6.96

optimizations such as prefetching mitigate NUMA issues, allowing
it to scale (slightly) better than Hand-crafted B+-tree. BP-tree is
generally slower than other variants, since it employs traditional
lock coupling with reader-writer locks instead of OLC/OCC.

Summary. Tabular-based indexes match over ∼80–95% of their
Hand-crafted counterparts’ throughput at high core counts, show-
ing a tradeoff between performance and other desiderata.

6.3 Effect of Transparent Persistence
Tabular allows the developer to turn a volatile index into a persistent
one by simply enabling the persistent option when creating tables.
We use Tabular B+-trees and run the update-only workloads with a
375GB Intel P4800X SSD [37] which has a peak bandwidth of 2GB/s.
The log buffer size is set to 32MB and is flushed with O_DIRECT to
bypass the OS page cache. As Table 2 shows, adding persistence
incurs ∼14% of overhead on top of the volatile variant before the
SSD is fully saturated under four threads. Beyond that, e.g., with
eight threads, the system is bottlenecked by I/O and thus maintains
the performance at four threads.

To explore in-memory logging overhead, we performed an exper-
iment that skips actual I/O but keeps all other log-related operations.
As Figure 11 presents, under the lookup-only workload volatile and
persistent Tabular B+-tree perform exactly the same because no
logging is involved. With logging, persistent Tabular B+-tree ex-
hibits a slight drop of ∼3% caused by log-record generation. This
indicates∼2% of overhead is due to SSD I/O operations, compared to
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Figure 12: TPC-C throughput with Masstree vs. Tabular.

the previous SSD-based results. The same experiment for extendible
hashing exhibited similar trends, so we do not repeat here.

6.4 End-to-End TPC-C Results
Our final experiment tests how Tabular-based indexes work in
an OLTP engine by integrating Tabular B+-tree in ERMIA [44],
replacing its hand-crafted Masstree [65]. We use the TPC-C bench-
mark [84] and assign each worker a home warehouse (about 10%
of the payment transactions may access a remote warehouse). So
the workload inherently does not present much contention, putting
more pressure on indexes, accessing which takes ∼50% of total CPU
cycles in our profiling results. We set both ERMIA variants to use
snapshot isolation.7 Following prior work [16, 44, 59, 85], we use
an equal number of warehouses and worker threads in TPC-C. As
Figure 12 shows, with Tabular B+-tree ERMIA performs similarly
to original ERMIA, matching over 95% of the latter’s performance.
This demonstrates that the performance of Tabular-based indexes
is sufficient for representative end-to-end OLTP workloads.

7 RELATEDWORK
Our work is closely related to prior efforts on modern OLTP, index
synchronization, objects-on-DB and parallel programming.

Memory-Optimized OLTP. Many logical-level concurrency
control (CC) algorithms have been proposed. A common theme is
to use lightweight optimistic approaches [46]. Hekaton [16] uses
verification for optimistic MVCC. Silo [85] removes the central-
ized TID allocation. A major drawback is they are not robust, i.e.,
performance can collapse under high contention and read-mostly
workloads [44]. Much work has focused on mitigating this issue, e.g.,
by combining pessimistic and optimistic CC [16, 82, 89], leveraging
7Not to be confused by the isolation level enforced by Tabular, which uses single-
versioned serializable OCC to ensure correct index concurrency.

MVCC [6, 16, 44] and novel ways of managing timestamps [95].
Virtual domains [2] separate data structure (e.g., indexes) logic from
the actual execution strategies by using different configurations to
improve robustness across different hardware platforms. Tabular
can adopt these efforts to provide robust performance.

Index Synchronization. As we discussed earlier, memory-
optimized indexes prefer optimistic locking which is lightweight
but vulnerable to contention which can be improved by queue-
based locking [79]. Some efforts have attempted to ease index im-
plementation using multi-word CAS [26, 29, 90]. However, it still
requires developers reason about concurrency logic, which can be
complex [1, 83]. There is also no support for persistence on top of
SSDs which is provided by Tabular transparently.

Objects-on-DB, OODBMS and ORM. Early work on objects-
on-DB [41] targeted database applications with optimizations such
as prefetching from a disk-based DBMS [5]. Cicada [59] also stores
index nodes in tables, but lacks the optimizations in Tabular. Com-
pared to objects-on-DB, object-oriented DBMSs design explicit
object storage services with their own programming models [10].
Object-relational mapping (ORM) maps programming language
structures to rows and columns. Unlike Tabular, accesses to data via
ORM are transformed into SQL queries. DBOS [80] aims to build
OS services on top of fast OLTP. Tabular can complement such
approaches with better DBMS support.

Parallel Programming. Other research communities have pro-
posed transactional memory (TM) [32] to ease implementation.
Hardware TM has many limitations (e.g., spurious aborts) that hin-
der adoption [54, 64]. Software TM (STM) is more flexible but many
sacrifice performance due to word-level tracking [9]. STO [34]
tracks object-level accesses based on data types, whereas Tabular
tracks access by database records. TDSL [81] adopts TM optimiza-
tions with data structure specific designs for better performance.
Some STM solutions [17, 22, 33, 73, 77] use techniques similar to
Tabular’s. Hybrid solutions [8, 18] combine optimistic and pes-
simistic CC; Tabular could adopt them for robustness. Universal
constructions [12, 14, 31] transform a sequential algorithm to a con-
current one, but often requires more copies and/or atomics, leading
to low performance. Some work [24, 49] transforms volatile in-
dexes into durable ones on persistent memory but has seen limited
adoption given the only product has been canceled recently.

8 SUMMARY
We have presented Tabular, a new lightweight library to ease the
programming of concurrent and persistent indexes. The core idea is
to map indexes to relational tables with ACID guarantees. Tabular
combines several important designs in modern OLTP engines to
make this idea practical and deliver competitive performance while
reducing programming complexity.
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