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ABSTRACT
Vector search is widely employed in recommendation systems,
search engines, etc. With the explosive growth of online data and
streaming processing engines, streaming vector search has attracted
increasing research attention. However, prevailing vector search
systems like Vearch, Vespa, and Milvus typically operate as external
batch services for streaming processing requirements, resulting in
sub-optimal performance for streaming processing scenarios.

In this paper, we propose VStream, a distributed streaming vec-
tor search system. Implementing such a system is non-trivial, rais-
ing three technical challenges in streaming adaptability, system
scalability, and real-time response. Specifically, VStream offers a dy-
namic partitioner that adapts to data distribution changes in vector
streams. Additionally, VStream features an effective hierarchical
storage architecture facilitated by streaming state management,
enabling a hybrid of four-level storage media with diverse access
speeds and targets. Furthermore, VStream utilizes dynamic hot-cold
patterns, such as access frequency, in the streaming vector data,
incorporating a specialized hot-cold separation mechanism to en-
hance query efficiency. Extensive experiments prove that VStream
outperforms existing vector search systems, e.g., achieving 251–
373× improvements in query efficiency, 2.2–2.5× savings in CPU
usage, and 1.5–2.0× reductions in memory overhead.
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1 INTRODUCTION
The proliferation of digital technologies and web services has gener-
ated vast volumes of unstructured data, encompassing text, images,
and audio formats. It is challenging to process unstructured data
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Figure 1: Research Motivation. Orange Block: Existing de-
tached streaming vector search service. Green Block: Our
streaming vector search engine (SVSE).

due to its high dimensionality. Recently, learning-based embed-
ding models have emerged as mainstream solutions. They trans-
form unstructured data into high-dimensional vectors, showing
widespread applications in recommendation systems [59, 61] (e.g.,
Wide&Deep [33] and YouTube DNN [36]), search engines [25, 73]
(e.g., DSSM [53] and ColBERT [58]), and group analysis [43, 71].
The current success of large-scale models such as GPT-4 [28] and
LLaMA [81] further solidify their position at the forefront. Among
these, vector search plays a pivotal role by seeking the top-𝑘 near-
est vectors [21] to a query vector, which has drawn increasing
attention [22, 41, 55, 57, 68]. To tackle the storage and compu-
tation overhead of vector search, a multitude of vector-oriented
systems [10, 12, 15–17, 64, 83] have been developed.

Recently, the explosive growth of online data in social media,
e-commerce, and other fields, alongside the development of stream-
ing processing engines (SPEs) such as Kafka [60], Flink [29, 30], and
Spark Streaming [91], has led to a gradual shift in vector process-
ing mode from batch manner to streaming manner. Actually,
streaming vector searches serve a wide range of applications, in-
cluding instant search [50], online product recommendation [48],
running log analysis [51], and online processing of emails [37] and
news [82], require higher processing throughput and lower latency.

However, to perform streaming vector searches, existing well-
known vector-oriented systems, such asMilvus [49, 83], Vearch [64],
Vespa [16], Weaviate [17], Vald [15], Qdrant [12], and Pinecone [10],
primarily operate as external services, separate from the streaming
processing architecture. As shown in Fig. 1, data generated by
users in the APP/WEB clients is collected into messaging systems
such as Kafka [60], generating data streams. Based on that, SPEs
like Flink [30] subscribe to the data streams from the upstream
messaging systems. Then, as highlighted by the orange shaded
area, the SPE invokes vector search services from external systems
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like Milvus [83] to retrieve target content. The detachment of SPEs
and the vector systems has led to two limitations.

① Inefficient update. To support the connection with SPE,
vector systems [15–17, 49, 83] provide interfaces for streaming read
and write but lack optimized indexing and updating. This leads to
significantly increased query latency in the streaming processing
architecture which involves frequent small-batch or single-record
data writes. For example, a Milvus instance housing 100 million
vectors can maintain query latency under 100ms when no writes
occur. However, with concurrent writes at 8000 QPS (queries per
second), query latency quickly rises to 1.5 seconds.

② Cross-node data transmission. Although some vector sys-
tems have partially fulfilled the dynamic update requirements of
vectors through offline and online index separation [15–17, 64] or
LSM tree [49, 83], they typically employ a store-compute separa-
tion architecture. As a result, insertion and query requests, as well
as query results, must be transmitted across nodes, leading to a
significant increase in processing latency.

In contrast to existing studies that design another detached vec-
tor service for streaming vector searches, we choose to directly
build an engine integrating streaming processing and vector search,
termed as the streaming vector search engine (SVSE). In SVSE, the
above two limitations can be solved. As depicted by the green block
in Fig. 1, by utilizing state management capabilities of SPEs for
vector storage, SVSE inherently supports streaming read and write
operations of vectors. Moreover, streaming operators can efficiently
access the vector data locally, eliminating the necessity for frequent
cross-node data transfers during queries. However, designing an
SVSE faces three specific challenges in streaming scenarios.

Challenge I: How to achieve dynamic partitioning to adapt
to real-time vector data streams? Existing vector systems [10, 12,
15–17, 64, 83] mainly utilize an ID-based Partitioner [69] to evenly
partition vector data across computation nodes for index construc-
tion and aggregate query results from all partitions during queries.
Although this approach is simple to implement, it leads to queries
being performed across the entire dataset, resulting in decreased
efficiency. Furthermore, in streaming vector searches, the distribu-
tion of data and query streams changes continuously over time. For
instance, search patterns on social media vary throughout the day
and can shift multiple times within hours or even minutes [72]. Log
analysis and virus detection, which involve fast-changing data, may
experience distribution changes within minutes or seconds [94].
As a result, these rapid data shifts can significantly cause the load
imbalance of existing vector systems [10, 12, 15–17, 64, 83] due
to their static partitioning strategies. And the imbalance becomes
more severe as the rate of change in data distribution increases. To
address this, we develop a new dynamic partitioner based on Local-
Sensitive Hashing (LSH) [63] and the space filling curves. It assigns
neighboring vectors to the same partition and non-neighboring
vectors to different partitions. During queries, only a few parti-
tions near the query vector are queried, thereby avoiding queries
across all partitions. More importantly, to adapt to real-time data
distribution changes, we further devise a method to dynamically
adjust partition boundaries based on the workload in each partition,
achieving real-time load balancing.

Challenge II: How to support multi-type hybrid storage to
improve the system’s scalability? Existing vector systems [10,

12, 15–17, 64, 83] typically support a singular type of storage, such
as main memory or disk, which led to a gap between storage scal-
ability and read/write efficiency. On the one hand, solely relying
on memory often proves insufficient to store the extensive vector
data. On the other hand, utilizing disk storage mandates loading
data from disk to memory in batches for querying, leading to an
obvious increase in latency, particularly for streaming queries. To
tackle this challenge, we design a hierarchical storage mechanism
considering the varying read-write speeds and storage capacities of
different storage media. This hierarchical bottom-up approach en-
compasses remote disk, local disk, local memory, and state memory,
with recent data placed in the upper levels and older data in the
lower levels. This arrangement ensures that the recently accessed
data crucial for streaming vector search primarily resides in the
state memory and local memory of the upper levels, enhancing
search speed. Moreover, to alleviate the pressure on local and re-
mote disks, we design a new compression mechanism based on
Gorilla algorithm [75] for vectors that leverages their proximity
within the same partition.

Challenge III: How to realize fast response in high-speed
vector data streams to improve efficiency? Streaming vector
search imposes stringent requirements on query latency, especially
in instant search and online recommendation applications, where
a millisecond-level response time is anticipated [62]. Despite the
utilization of indexing techniques, conducting large-scale vector
searches in existing vector systems [10, 12, 15–17, 64, 83] involves
segmenting the substantial volume of data into blocks for sequential
querying, hindering their ability to meet the low-latency require-
ments. On the other hand, in the streaming vector search scenarios,
continuous queries demonstrate clustering characteristics in the
vector space, resulting in frequent retrieval of hot data. For example,
search engines exhibit search trends during different periods, lead-
ing to repeated searches of highly correlated vectors. Motivated by
this, we propose dynamic hot-cold data separation based on query
frequency and vector insertion time. This mechanism segregates
the data segments of vectors and indexes into hot and cold seg-
ments, facilitating the swift promotion of hot data to the forefront
of the search queue dynamically. This dynamic adjustment enables
reducing the query latency during the search process.

To address the above challenges, we develop an effective and
efficient streaming vector search engine named VStream. Overall,
we make the following main contributions.

• VStream stands as the first streaming processing engine for
streaming vector search tasks (Sec. 2).

• VStream proposes a dynamic partitioner to dynamically partition
vector streams to achieve real-time load balancing (Sec. 3).

• VStream designs a hierarchical storage mechanism, comprising
state memory, local memory, local disk, and remote disk (Sec. 4).

• VStream provides two storage optimizers: vector compression
and hot-cold separation. The former utilizes vector proximity for
compression, while the latter adjusts vector search order based
on hot-cold patterns (Sec. 5).

• An experimental study shows VStream’s superiority in efficiency,
scalability, and effectiveness. Moreover, VStream demonstrates
substantial advantages in system designs, including CPU usage,
memory usage, and disk throughput (Sec. 6).
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Figure 2: The Architecture of VStream

2 SYSTEM OVERVIEW
As depicted in Fig. 2, VStream comprises three main components:
dynamic partitioner, hierarchical storage, and storage optimizer.
Streaming vectors are partitioned by the dynamic partitioner and
stored in hierarchical storage. The storage optimizer enhances the
storage structure to further improve vector read and write speed.

① Dynamic Partitioner. It partitions incoming vector data
from the upstream messaging system based on vector proximity
and adjusts to dynamic data distribution shifts. As shown in Fig. 2,
initially, vectors are encoded in the Vector Encoder based on
LSH [63] and space filling curves, e.g., 𝑧-order curve [35] andHilbert
curve [52], then flowed into the Vector Partitioner. It partitions
vectors according to their distribution on the space filling curves.
And Dynamic Partitioning Templates (DPT) maintain and con-
tinuously update the partitions based on the workload in each par-
tition, providing the real-time partitioning templates (see Sec. 4.2)
to the vector partitioner. Utilizing LSH and the space filling curves,
neighboring vectors are grouped within the same partition, while
non-neighboring vectors are separated into different partitions.
The query vector only enters limited nearby partitions, skipping
distant partitions to improve search efficiency. The dynamic adjust-
ment strategies in the DPT enable adaptation to changes in data
distribution, thereby achieving real-time load balancing.

② Hierarchical Storage. It stores all vector data and serves
as the state backend of streaming operators for vector search. As
shown in Fig. 2, it encompasses four storage levels: State Memory,
Local Memory, Local Disk, and Remote Disk, thereby ensuring
the scalability of the system. Specifically, i) state memory is allo-
cated by the streaming operator instance and thus can be read into
on-heap memory for fast computation; ii) local memory is located
in off-heap memory on the same physical node. The vector list in
state memory is inserted into vector indexes, and then stored as
vector states. And there is also a cache in local memory to accelerate
the I/O of local disk. When I/O occurs on the disk, it is necessary
to access the cache; iii) when the number of states in local mem-
ory reaches its limit, they are flushed to local disk after being first
written to the write-ahead logs (WALs), and stored in the format of
data segment (see Sec. 5.2), the fundamental structure of the vector
storage in a linear address space provided by VStream; iv) when
the number of data segments in the local disk reaches its limit, they
will be uploaded to remote disks such as DFS, object storage, or
distributed databases, and can be downloaded when needed.

③ Storage Optimizer. It optimizes the storage structure of
the aforementioned hierarchical storage. As illustrated in Fig. 2,
VStream incorporates two types of optimizers: Vector Compres-
sion andHot-cold Separation. The vector compression optimizer
extends the Gorilla algorithm to compress vectors, which are later
decompressed during vector searches. On the other hand, the hot-
cold separation optimizer assigns hot-cold scores to data segments
in the hierarchical storage based on features such as the access
frequency of vector data.

3 DYNAMIC PARTITIONER
Behind Idea. Existing vector search systems [10, 12, 15–17, 64,
83] typically use the IDPartitioner [69], which hashes each vector
and assigns them across partitions using a round-robin method.
Therefore, VStream partitions vectors based on LSH [63] and space
filling curves, and places neighboring vectors in the same partition
and distant ones in different partitions. Then each query vector
is assigned to limited nearby partitions for querying, resulting in
improved search efficiency.

3.1 Vector Encoder
VStream initially provides a vector encoder based on LSH and space
filling curves. This encoder transforms high-dimensional vectors
into low-dimensional hash value vectors, and subsequently con-
verts them into one-dimensional encoded values, which maintain
their positional characteristics in the vector space, thereby enabling
assigning neighboring vectors to the same partition.

Vector Hashing. Firstly, the vector encoder encode vectors us-
ing LSH, a technique commonly used to search nearest neighbors.
Its main idea is to map similar vector to the same hash bucket, en-
abling quick searches for similar vectors within these buckets with-
out needing to search the entire dataset comprehensively. Specif-
ically, the vector encoder employs a hash family HF with 𝑑 hash
functions, which encode each vector 𝑣 into a 𝑑-dimensional encod-
ing 𝑣 consisting of 𝑑 hash values, i.e., 𝑣 = HF (𝑣) ∈ R𝑑 . Under this
encoding scheme, vectors that are close to each other will also have
close proximity in this 𝑑-dimensional space.

Space Filing Curve Encoding. Since the aforementioned vec-
tor hashing maps vectors to a 𝑑-dimensional space, partitioning
unbalancedly distributed data within this space remains challeng-
ing. Therefore, we utilize a 𝑑-dimensional space filing curve to
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further encode the hash values into a 1-dimensional encoded val-
ues. VStream supports various space-filling curves, including the
𝑧-order curve [35], Hilbert curve [52], Peano curve [74], and Sier-
piński curve [76]. Here, the 𝑧-order [35] curve is presented as an
example. Specifically, for any vector 𝑣 hashed into 𝑣 by vector
hashing, the encoding function Z provided by 𝑧-value encoding
converts it into an integer 𝑣 , i.e., 𝑣 = Z(𝑣) ∈ Z. The range of 𝑧-
values is denoted as 𝑅𝑧 , i.e., 𝑣 ∈ 𝑅𝑧 . The 𝑧-values preserves the
proximity of nearby vectors in 1-dimensional space and facilitates
balanced partitioning.

3.2 Vector Partitioner
Based on vectors encoded by the vector encoder, VStream provides
a vector partitioner to achieve balanced vector partitioning. The
partitioner initially segments the space filling curve based on the
current distribution of vectors, creating a partitioning template.

Partitioning Templates. Through the aforementioned vec-
tor encoding process, vectors are projected onto a space filling
curve and organized based on their encoded values. Consequently,
leveraging the current count of incoming vectors 𝑁 and the de-
sired number of partitions 𝑝 , the vector partitioner sequentially
splits the 𝑧-order curve into 𝑝 curve segments, with each curve
segment containing ⌊𝑁𝑝 ⌋ vectors. The segmented 𝑧-order curve is
referred to as partitioning templates 𝑇 = {𝑅1, ...𝑅𝑖 , ..., 𝑅𝑝 }, where
𝑅𝑖 ∈ 𝑅𝑧 &

⋃︁𝑝

1 𝑅𝑖 = 𝑅𝑧 . Taking Fig. 3(a) as an example, the left 9
vectors on the 𝑧-order curve are sequentially divided into 3 parts,
forming the partitioning templates shown on the right. The original
range 𝑅𝑧 of z-values is divided into 𝑅1, 𝑅2, and 𝑅3.

Vector Partitioning. Upon the arrival of a new vector 𝑣 , it
undergoes vector encoding 𝑣 , and then it is assigned to the space
filling curve segment 𝑅𝑖 to which 𝑣 belongs, i.e., 𝑣 ∈ 𝑅𝑖 . Thus, each
partition contains balanced vectors, and incoming query vectors
only need to be assigned to the specified partition based on par-
titioning templates, effectively filtering out irrelevant partitions.

expired

inserted

inserted expired

𝑅1 𝑅2 𝑅3 𝑅4 𝑅1 𝑅2 𝑅3 𝑅4 

Figure 4: Dynamic Partitioning Templates

While in the skipped partitions, there may still exist a few vectors
that are close to the query vector. Therefore, the vector partitioner
utilize multiple hash families, resulting in multiple partitioning
templates. Each vector can be assigned to multiple curve segments
based on different templates. Then the segmented sets of vectors
from all templates are sequentially unioned to form a partition. By
using multiple hash families, most neighboring vectors are grouped
into the same partition, thereby reducing the missing query results.
Taking Fig. 3(b) as an example, the vector partitioner employs two
hash families, HF1 and HF2 to create two partitioning templates, 𝑇1
and 𝑇2. The incoming vectors 𝑣1 and 𝑣2 enter different positions
of the two templates. After sequentially merging templates 𝑇1 and
𝑇2, partition 𝑃2 contains 4 vectors, which more comprehensively
include neighboring vectors compared to 𝑅2,𝑇1 and 𝑅2,𝑇2 .

3.3 Dynamic Partitioning Templates
Although the vector partitioner enable balanced partitioning of vec-
tors, the shift of streaming vectors distribution can rapidly cause
the imbalance of partitions. To address this issue, VStream provides
dynamic partitioning templates which adjust the boundaries of
partitions based on the number of vectors in each partition. Specifi-
cally, for any subset 𝑅 of the templates 𝑇 , i.e., 𝑅 ∈ 𝑇 , if the current
number of vectors exceeds the average number ⌊𝑁𝑝 ⌋, we decrease
its right boundary until the number of vectors is reduced to ⌊𝑁𝑝 ⌋
or less. Conversely, if the number of vectors is below this average,
we expand its right boundary. Taking Fig. 4 as an example, in the
initially balanced templates, a red vector is inserted into 𝑅1 while a
purple vector in 𝑅2 expires. Consequently, the templates shift from
left to right: 𝑅1’s range shrinks, and 𝑅2’s expands. However, both
𝑅1 and 𝑅2 maintain an average number of vectors.

4 HIERARCHICAL STORAGE
Behind Idea. Existing vector search systems [10, 12, 15–17, 64, 83]
often face a trade-off between system efficiency and scalability.
Performing vector indexing and searching in memory ensures ef-
ficiency but cannot store large-scale data, whereas local/remote
disk storage offers the opposite. Therefore, VStream is fortified by
a hierarchical storage mechanism leveraging memory to store a
small amount of more recent data. Simultaneously, it utilizes local
and remote disks for the storage of older data, implementing an
automatic flushing mechanism from the top tier down.
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4.1 Data Organization
As depicted in Fig. 5 (a), the hierarchical storage comprises state
memory, local memory, local disk, and remote disk.

State Memory. VStream establishes its first-level state storage,
referred to as state memory, directly on the on-heap memory of
the SPE. This eliminates the need for data serialization. Given the
limited capacity of on-heap memory, VStream stores only a few
recent vectors as on-heap objects.

Local Memory. VStream’s second-level storage is built upon
the off-heap memory located in the same node of state memory and
is referred to as local memory. When the number of vectors in the
state memory reaches its limit, they are indexed into a fixed-size
vector index. These vector indexes, along with their corresponding
vector data, are referred to as vector states. When a vector state
reaches its size limit, a new state is created for storage. States that
reach their capacity limit immediately become read-only and are
known as immutable states, while those that have not reached
their limit, and still accept new vector insertions, are referred to as
mutable states. When the number of immutable states reaches its
limit, they are flushed to the next layer of local disk. This ensures
that a certain quantity of recent vectors remains in memory for
rapid vector searches. Additionally, a cache is also implemented in
local memory to accelerate local disk I/O.

Local Disk. VStream’s third-level storage, known as local disk,
primarily stores blocked vector data in the linear address disk
space. Immutable states from the local memory are asynchronously
flushed to various data blocks, referred to as data segments. The
data segment is a disk structure specifically designed by VStream
to facilitate quick access to vectors. Therefore, each data segment
stores a specific quantity of vectors along with their corresponding
index data and preserves metadata associated with these vectors.
The structure of data segments is detailed in the subsequent sub-
section. Note that the data segments are organized in levels, which
facilitates concurrent search of data segments at each level (see
Sec. 4.4) and also support early stopping in the hot-cold separation
optimizer (see Sec. 5.2). Additionally, the local disk also includes
WALs to ensure the success of vector writes.

Remote Disk. VStream’s bottommost-level storage comprises
a scalable distributed file system, object storage, or distributed

database. This level typically involves distributed disk nodes with
substantial storage capacity but slower access speeds.

4.2 Data Segment
VStream offers the data segment as the fundamental storage struc-
ture in both the local disk and the remote disk. As shown in Fig. 5
(b), it encompasses the vector area, 𝑘NN index area, vector address
area, meta area, meta address area, and footer. These areas are
arranged in ascending order based on their storage addresses.

Vector area. It is located at the beginning of the segment and is
responsible for housing all vector data within the current segment.
It comprises a fixed number of vector items specified by the user,
detailed in the subsequent subsection.

𝑘NN index area. It is located adjacent to the vector area and
houses the vector index (e.g., HNSW [68], IVF_PQ [46], etc.). The
range of the index data corresponds to all vector data within the
current segment. Taking HNSW as an example, this area stores the
serialized objects of the hierarchical neighbor graph.

Vector address area.After the 𝑘NN index area comes the vector
address area, which serves as the addressing data for the vector
area. This area is used to determine the starting address of each
vector item. It consists of a sorted list of triplets, with each triplet
corresponding to a vector item. Each triplet contains the largest
internal ID in the vector area, the offset of the vector area in the
data segment, and the length. When seeking the vector value cor-
responding to a specific internal ID, a binary search is conducted
in the vector address area to locate the relevant vector item.

Meta area. Themeta area houses the metadata of the vectors and
indexes, encompassing details such as the total number of vectors
in the current segment, index size, index type, index parameters,
etc. The metadata is organized sequentially as key-value pairs to
ensure the absence of duplicate keys.

Meta address area. In this area, the offsets of each key within
the meta area are stored in the form of key-value pairs.

Footer. The footer stores the starting addresses of all areas above.

4.3 Vector Area
We proceed to introduce the vector area, which contains informa-
tion such as the ID, version, and specific numerical values of all
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vectors within the current segment. The vectors are arranged in
storage addresses in ascending order based on their IDs. At the end
of the vector area, we record the current number of vectors and
the starting offsets of each vector to facilitate quick random access.
As illustrated in Fig. 5 (c), the vector area comprises vector items,
restart offsets, and vector numbers arranged from top to bottom.

Vector items. As shown in Fig. 5 (d), each vector item is com-
posed of five fields: vector ID, neighbor info (optional), user key,
version, and vector value. The vector ID is a unique identifier as-
signed during disk storage, with a fixed length of 4 bytes, ensuring
its progressive incrementation across the vector area. The neighbor
info is an optional field that allows users to customize the storage
of certain neighbor IDs for the current vector, thereby enhancing
vector searches. The neighbor info field has a user defined length,
4𝑀 + 4, where the first 4 bytes indicate the number 𝑀 of stored
neighbors, followed by 4𝑀 bytes representing the neighbor IDs.
The user key is a 1-byte field specified by the user, used to store
data IDs from the actual application scenario, such as product IDs.
The version field is 1 byte long and the first bit indicates if the
vector is deleted (0 for deleted, 1 for inserted), while the remaining
7 bits represent the vector’s version. Lastly, the vector value, with
a length of 4𝐷 bytes where 𝐷 is the vector dimension, stores the
data for each dimension of the current vector in sequential order.

Restart offsets. Restart offsets are a list of offsets, where each
offset corresponds to a vector item within the vector area. The
length of this list is equal to the total number of current vectors.
Each offset, occupying one byte, indicates the offset of its respective
vector item. When conducting random access of a vector based on
its ID, it is essential to locate the starting address of that vector.

Vector number. It stores the total number of vectors in the
current vector area, with a length of 4 bytes.

4.4 Search Procedure
Fig. 6 illustrates the vector search process on hierarchical storage.

STEP ①: Search in State Memory. VStream resides in on-heap
memory and maintains a priority queue of length 𝑘 to store and
update the search results for the current partition. It also initiates
the threads to sequentially search the vectors in the state memory
and immediately update the result queue.

STEP ②: Search in Local Memory. VStream maintains an
internal queue for query results in the local memory. Then VStream
initiates several threads to search all states in memory and update
the internal queue concurrently.

STEP ③: Search in Local Disk. VStream searches the data
segments in the local disk level by level, such as level 0 and level
1 in Fig. 6. At each level, each segment is searched concurrently
with multiple threads, such as 𝑆0 to 𝑆2 in Fig. 6. For each segment,
its 𝑘NN index area is loaded into memory before searching. When
accessing a vector with a certain ID, it is first accessed in the cache.
If it is not hit, the vector area of the segment is accessed.

STEP ④: Search in Remote Disk. If there is data stored on the
remote disk, it needs to be loaded into the local disk in the format of
data segments. Then, the same search steps as STEP ③ are executed,
and the results are added into the internal queue.

STEP ⑤: Queue Merge. Insert the results of internal queue into
the result queue to complete the merging of the two queues.

...
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STEP ①

...
Immutable StatesMutable States

Concurrently searchSTEP ②

𝑆0 𝑆1 𝑆2 
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Figure 6: Search Procedure in the Hierarchical Storage

4.5 Consistency Mechanism
The consistency of a streaming processing engine (SPE) can be
defined as the alignment between the internal state of the sys-
tem and the external output data before and after recovery from a
failover [19]. VStream adheres to this definition. However, ensuring
consistency is more challenging in streaming systems compared
to batch vector search systems, where the input is deterministic,
and data consistency is guaranteed through the atomicity of com-
putations. To avoid compromising the efficiency of vector search,
VStream employs a periodic backup mechanism.

Specifically, VStream backs up data segments using a periodic
checkpoint mechanism [29] common in streaming processing en-
gines (SPEs). By periodically inserting checkpoint markers into the
source, checkpoints can be triggered across all operator instances.
Each operator instance then packages its state into a consistent
snapshot, based on the Chandy-Lamport algorithm [31], upon re-
ceiving the marker. However, the changes in vector state between
successive checkpoints are typically small, making it unnecessary
to take snapshots of all vector states. Instead of copying existing
segments to persistent storage, VStream allows the new checkpoint
to reference previous data from the historical checkpoint.

5 STORAGE OPTIMIZER
Besides, VStream offers two types of storage optimizers, i.e., vector
compression and hot-cold separation.

5.1 Vector Compression
Behind Idea.When handling large-scale vector and index data, it is
natural to consider compression techniques. In scenarios where vec-
tors exhibit proximity within a partition, the Gorilla algorithm [75]
proves to be particularly effective. Although numerous vector com-
pression methods are currently available, including families of vec-
tor quantization techniques (such as PQ [56], OPQ [46], RQ [92],
LSQ [42]), scalar quantization [70], and more recent approaches like
orthogonal projection [93], these are lossy compression methods.

5.1.1 Vector Compressor. The Gorilla algorithm efficiently com-
presses individual floating point numbers in a sequential man-
ner, transforming initially fixed-length floating point formats into
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Figure 7: Vector Compression

shorter variable-length formats. However, it cannot be directly used
for compressing high-dimensional vectors due to the lack of prox-
imity between the floating point numbers within vectors, rendering
the Gorilla algorithm ineffective for compression. Therefore, the
vector compressor in VStream converts vectors into variable-length
formats, where all floating point numbers across every dimension
of a vector are stored sequentially in a continuous storage space.

During the compression, the original data of the first vector
in the vector area is directly preserved for storage. Subsequently,
an XOR operation is performed between each subsequent vector
and the previous one. Fig. 7 shows an example of vector compres-
sion in the Float32 format under the IEEE 754 standard. The ini-
tial vector 𝑣0 = ⟨14.0625, 3.25, ..., 8.625⟩ is stored with its origi-
nal value, and the subsequent vectors 𝑣1 = ⟨15.5, 3.25, ..., 8.0⟩ and
𝑣2 = ⟨14.9375,−4.0,...,−8.0⟩ are compressed after being XORed
with 𝑣0 and 𝑣1 respectively. The XOR result of 15.5 and 14.0625 is
0x00190000, which has 11 leading zeros and 16 trailing zeros, and the
valid bits are 0b11000. The final storage result is 10010111000011000,
compressing 32 bits to 17 bits. And, 8.0, -4.0, and -8.0 are also com-
pressed similarly, with non-zero XOR results and no shared zeros.
The XOR result of 3.25 is 0, so only 1 bit is stored. The XOR result
of 14.9375 has the same number of leading and trailing zeros as
15.5, so the number of zeros does not need to be stored.

5.1.2 Compressor Cache. Once the Gorilla algorithm compresses
the vectors, it cannot support random access. Each time a vector is
accessed, it must be decoded starting from the first vector, resulting
in a significant decrease in the access speed of the original vector.
Although data segments utilize memory caches to expedite access,
they store the compressed values of the vectors, necessitating re-
cursive access and decoding with previous vectors. As a result, we
have opted to cache the decompressed values of the vectors instead.
In this way, for cache-missed vectors, it is possible to recursively
locate the nearest cached vector and start the decoding from it,
bypassing the need to start from the first vector.

5.2 Hot-Cold Separation
Behind Idea. The design motivation behind this optimization is
to run search operations in memory. Despite existing replacement
algorithms [79] based on access frequency, like LRU, OPT, FIFO, and
CLOCK used in buffer management, they encounter several chal-
lenges when applied to vector searches: (i) They primarily manage
data based on access frequency, neglecting the proximity of vectors

during the search process; (ii) They do not influence the search
order of data segments during vector searches; (iii) They cannot
avoid searching all data in extreme cases. To address these chal-
lenges, VStream’s hot-cold separation integrates multiple metrics
associated with vector proximity during search processes.

5.2.1 Hot-Cold Metric. VStream provides hot-cold metrics for im-
mutable states and data segments. That is, a higher hot-cold score
indicates a greater likelihood of access. VStream establishes the
following four hot-cold metrics.

Access Frequency. Assuming the access frequency of a data
segment is AF, each time when this data segment is accessed, its
AF increases by 1. With an initial setting of AF = 0, the calculation
of the hot-cold score 𝐻𝐴 based on access frequency is:

𝐻𝐴 (𝑡) = (1 − 𝑑𝑡 ) (1 − 𝑒−𝛾AF(𝑡 ) ) + 𝑑𝑡𝐻𝐴 (𝑡 ′) (1)
Here, 𝑡 represents the current system time, 𝑡 ′ represents the pre-
vious update time, and 𝑡, 𝑡 ′ > 𝑡0, where 𝑡0 is the initial time of the
system. When 𝑡 = 𝑡0, 𝐻𝐴 (𝑡) = 0. 𝑑𝑡 = 𝑒−𝜂 (𝑡−𝑡

′ ) represents the
weight of AF with time decay, where 𝜂 is the decay coefficient, and
𝛾 is the exponential smoothing coefficient used for AF.

Search Hits. Similarly, VStream can update the hot-cold score
based on the number of hits in the data segment from queries.
Assume that the search hits of a data segment are denoted as SH,
each time a query result originates from this segment, SH increases
by 1. With an initial setting of SH = 0, the calculation of the hot-cold
score 𝐻𝑆 closely resembles Equation 1.

𝐻𝑆 (𝑡) = (1 − 𝑑𝑡 ) (1 − 𝑒−𝛾SH(𝑡 ) ) + 𝑑𝑡𝐻𝑆 (𝑡 ′) (2)
Search Contribution. The contribution from search hits also

serves as a metric for assessing the hot-cold score of a data seg-
ment. We employ the distance between the query results from the
segment and the query vector as a measure of search contribution
and subsequently establish the hot-cold score 𝐻𝐶 based on this
contribution. The calculation of 𝐻𝐶 is as follows.

𝐻𝐶 (𝑡) = (1 − 𝑑𝑡 )
1
|𝑅 |

∑︂
𝑣∈𝑅

𝑒−𝜂𝑑 (𝑣,𝑞) + 𝑑𝑡𝐻𝐶 (𝑡 ′) (3)

Here, 𝑅 is the search result set, and 𝑞 denotes the query vector.
Freshness. The freshness of a data segment is another factor in-

fluencing its hot-cold score. We randomly sample vectors within the
segment to measure the segment’s hot-cold score. The calculation
of the hot-cold score 𝐻𝐹 based on freshness is as follows.

𝐻𝐹 (𝑡) =
1
|𝑆 |

∑︂
𝑣∈𝑆

(1 − 𝑡 − 𝑣 .𝑡

𝑡 − 𝑡0
) (4)

Here, 𝑆 is the sampling subset of the data segment, and the times-
tamp of the vector 𝑣 ∈ 𝑆 can be obtained from the version code,
which is mentioned in Sec. 4.3.

Overall, via a linear combination manner [86], we define a hot-
cold metric using four parameters 𝜔𝐴 , 𝜔𝑆 , 𝜔𝐶 , and 𝜔𝐹 .

𝐻 = 𝜔𝐴𝐻𝐴 + 𝜔𝑆𝐻𝑆 + 𝜔𝐶𝐻𝐶 + 𝜔𝐹𝐻𝐹 (5)

5.2.2 Segment Search Steps. VStream sorts the immutable states
and data segments based on their hot-cold scores. In that case,
segments are no longer being arranged by their generation time
but rather by their hot-cold scores. The process of utilizing hot-cold
scores for search is described as follows.
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Table 1: Statistics of the Datasets Used

Attributes SIFT1B Deep1B Tweets
# vectors 1 × 109 1 × 109 4.75 × 108

vector dimension 128 96 128
Value type Int Float Float
Disk Usage 559.0 GB 1072.3 GB 700.8 GB

a) Search with Hot-cold Metric. First, a priority queue with a
length of 𝑘 is maintained to store the search results. Then, multiple
threads are utilized to search through all immutable states, and the
results found in each immutable state are asynchronously inserted
into the priority queue. Once the search for immutable states is
completed, the data segments at each level are searched in parallel
using multiple threads, and the priority queue is updated accord-
ingly. This approach ensures that segments with higher hot-cold
scores are prioritized in the search process.

b) Early Stopping. As a result of query clustering, the search
results consistently occur in data segments with higher hot-cold
scores and occur less frequently in those with lower scores. Hence,
it is helpful to stop the search early while traversing through each
level of segments to filter out the ones with lower hot-cold scores.
To facilitate this, VStream offers an early stopping strategy called
the "threshold-stop" strategy. If the distance from the last element
in the queue to the query vector is less than a certain threshold,
the search is stopped early. The threshold is updated through a
weighted average with the tail of the queue, where a higher weight 𝜃
at the tail indicates an earlier early stopping. Furthermore, VStream
also allows users to customize their early stopping strategies.

6 EXPERIMENTS
6.1 Experimental Setup
6.1.1 Hardware and Software. The experimental environment is
deployed on a cluster consisting of 10 physical nodes. Each node
is equipped with 2 CPUs (Intel Xeon E5-2620 v3, 2.40 GHz), each
containing 12 cores, 128 GB of memory, and a 1 TB hard drive. These
nodes run CentOS 7.9 and are interconnected via a 2 Gbps/vcore
network switch. Apache Flink 1.18.0 is employed as the computing
environment for the cluster. HDFS 2.7.1 is used for storing the raw
dataset. For vector storage, VStream uses RocksDB 8.9.1 as the base
for the state backend, while the baseline methods utilize Milvus
2.3.x, Chroma DB 0.5.12, and Qdrant 1.12.1 for storage.

6.1.2 Configurations. We give configurations for Flink, RocksDB,
HDFS, Milvus, Chroma DB, Qdrant, and VStream, respectively.

Flink. Following Flink’s recommended configuration guide-
lines [7], we deploy Flink with 10 task managers in standalone
mode. Each task manager runs with a 16 GB on-heap memory.

RocksDB.We rewrite the Java interface of the RocksDB state
backend to support vector search functionality in RocksDB in-
stances. In addition, the RocksDB instances utilize async I/O and
direct I/O for flush operations to speed up disk access.

HDFS. The HDFS is deployed with default configurations, with
a heap size of 1 GB allocated for each Hadoop daemon.

Milvus.We deploy Milvus on a Kubernetes cluster with all 10
physical nodes. The CPU and memory limit of each Milvus node

is configured according to the official Milvus sizing tool [9]. To
emulate the streaming processing environment, we start a Flink
job on a separate Flink cluster that continuously reads vector data
and sends requests to the Milvus proxy.

Chroma DB. Due to Chroma DB’s lack of cluster deployment
support, we start a standalone Chroma DB instance for each Flink
subtask locally. Each Flink subtask receives partitioned vector
streams, and forwards them to its dedicated Chroma DB instance.

Qdrant.We deploy Qdrant on the same Kubernetes cluster as
Milvus with identical CPU and memory constraints. The Flink job
connects to the Qdrant cluster via the official Qdrant Java API.

VStream.We deploy VStream on the cluster based on the Flink’s
standalone mode. Each node of VStream is allocated 32 GB of
memory and 512 GB of disk storage. VStream accepts input vector
streams from Flink and stores the vectors in hierarchical storage.

6.1.3 Datasets. We use two popular open-source vector datasets,
SIFT [4] and Deep [2], as well as a Tweets dataset transformed from
the Twitter dataset [14] using FastText [24]. Table 1 summarizes the
statistics of the datasets used, where SIFT and Deep are benchmark
datasets of vector search, both containing 1 billion vectors extracted
from images, and Twitter dataset includes 475 million Twitter posts
collected in 2009. Note that the disk usage of the dataset refers to
the disk usage by the vectors after the dataset is decompressed and
stored in HDFS as text, with each vector stored in lines.

6.1.4 Workload. We read static vector data from HDFS using Flink
and use Flink’s DataGenerator to construct simulated input streams
at different data rates, i.e., (0.5𝑘, 3.5𝑘, 6.5𝑘, 9.5𝑘)/𝑠 , with a query/in-
sert/deletion ratio of 1 : 3 : 1. The data rates refers to the number
of vectors flowing into these systems per second.

6.1.5 Baselines. We compare VStream with the commonly used
vector systems, Milvus [49, 83], ChromaDB [3], and Qdrant [12] ac-
cording to the DB Engins Ranking [5]. To evaluate the performance
ofMilvus, ChromaDB, andQdrant, we utilized an existing Flink con-
nector [8] or implemented it for the above systems. The commonly
used IDPartitioner [69] was employed as the partitioner. Addition-
ally, in the ablation experiment, we compared other variants of
VStream: VStream without the dynamic partitioner (VStream w/o
DP), VStream without vector compression (VStream w/o VC), and
VStream without hot-cold separation (VStream w/o HCS). Finally,
we also evaluate different partitioners, including VStream with 𝑘-
Means, VStream with Odyssey, VStream with the Hilbert curve,
and VStream w/o LSH.

6.1.6 Evaluation Metrics. We use six metrics. i) Query Latency.
It denotes the time interval between a query’s creation timestamp
and the timestamp of the final result; ii)Memory usage. It denotes
the memory usage of the cluster; iii) Disk throughput. It denotes
the average disk throughput for read and write operations across all
nodes; iv) CPU usage. It denotes the average CPU occupancy rate
of cluster nodes; v) Disk usage. It represents the used disk capacity
of the cluster; vi) Recall. It denotes the recall for each query. In
the streaming vector search process, the size of vectors and indexes
increases as the data flows in. Thus, we report the memory usage
and disk usage at the end of the stream, as well as the other metrics
based on the average of the last 1000 queries.
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Figure 8: Efficiency and Scalability Evaluation vs. Data Rate
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Figure 9: Efficiency and Scalability Evaluation vs. Cluster Nodes

6.2 System Efficiency and Scalability Study
To evaluate the efficiency and scalability of VStream, we conduct
experiments at varying data rates, reporting their respective query
latencies, and resource usage including memory, disk, and CPU. The
experimental results on three datasets are shown in Fig. 8(a)–8(d),
Fig. 8(e)–8(h), and Fig. 8(i)–8(l), respectively.

VStream performs better than Milvus, ChromaDB, and Qdrant,
especially at higher data rates, e.g., 9.5 × 103/𝑠 , achieving 115–
1127×, 33%–68%, and 9%–75% reduction in query latency, memory
usage, and disk throughput, respectively. Although VStream’s CPU

usage is slightly higher than that of Chroma DB (which employs a
single-threaded write approach on each instance), it is 29%—69%
lower than that of Qdrant and Milvus. This is because, on one
hand, VStream utilizes a dynamic partitioner to reduce the search
space. On the other hand, the hierarchical storage and hot-cold
separation optimization enable most searches in local memory of
each node, thereby reducing disk I/O. In contrast, Milvus requires
searching across all data partitions and involves frequent cross-
node data transmission, requiring frequent disk accesses, which
results in higher query latency, CPU usage, and disk throughput.
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Figure 10: Effectiveness Evaluation vs. 𝑘

Chroma DB, being an embedded database, lacks an efficient data
routing or partitioning mechanism for managing large-scale data
in a distributed cluster and relies on frequent disk I/O operations
when processing high-speed data updates.

We proceed to conduct experiments on Milvus, Chroma DB,
Qdrant and VStream at various cluster nodes. The experimental
results on the SIFT1B dataset are shown in Fig. 9. The results on
the other two datasets are omitted due to similar observations and
limited space. First, the increase in cluster nodes allows for more
CPU cores to be utilized for data insertion and querying, resulting
in reduced query latency and resource usage. Second, VStream con-
sistently outperforms Chroma DB, Qdrant, and Milvus regarding
query latency and memory usage across different cluster nodes.
Additionally, VStream’s superiority on query latency becomes even
more pronounced at higher cluster nodes due to its ability to avoid
accessing data across nodes. While increasing the cluster nodes
implies that Milvus must access data from a larger number of data
nodes. Finally, VStream exhibits higher disk throughput compared
to Milvus. This is because, during small number of cluster nodes,
VStream has idle nodes without data, whereas Milvus utilizes all
available physical nodes.

6.3 System Effectiveness Evaluation
We perform vector recall experiments on Milvus and VStream at
a variety of 𝑘 to evaluate their effectiveness. The recall on the
SIFT1B and Tweets datasets are presented in Fig. 10(a) and Fig. 10(b),
respectively. First, Milvus requires caching and batch inserting data,
which prevents it from searching for data in the uncompleted batch,
resulting in a lower recall compared to VStream. As shown in Fig. 10,
VStream achieves superior recall in streaming vector searches. This
is because when Milvus receives high-speed incoming data streams
from external sources, some real-time data gets stalled in external
systems, resulting in delayed vector searches and reduced recall.

We also conducted evaluation experiments on VStream and Mil-
vus at a data rate of 9.5𝑘/𝑠 , measuring the query latency under
different recall conditions, and plotted the latency-recall curve. As
shown in Fig. 11, both VStream and Milvus require longer query
latencies to ensure higher recall. However, VStream’s query latency
is 50.8×–98.3× shorter than that of Milvus.
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Figure 11: Latency-recall Curve

6.4 System Ablation Studies
Dynamic partitioner ablation. We compared VStream’s per-
formance with VStream with 𝑘-Means, VStream with Odyssey,
VStream with Hilbert Curve, VStream w/o LSH, and VStream w/o
DP at different cluster nodes. Fig. 12(a)–Fig. 12(d) presents the ab-
lation results. VStream achieves a significant reduction in query
latency (44%—46%) and disk throughput (10%—22%) compared to
VStream with 𝑘-Means and VStream with Odyssey. While mem-
ory usage is slightly higher than that of 𝑘-Means and Odyssey,
the CPU usage is nearly identical to 𝑘-Means and 12%—16% lower
than Odyssey. Experiments using the Hilbert curve show similar
results to VStream, indicating that the choice of space-filling curve
has minimal impact on the performance of the partitioner. Due
to the stronger proximity of vectors on the Hilbert curve, its per-
formance is slightly better. After removing LSH, VStream’s query
latency, CPU usage, memory usage, and disk throughput increased
by 1.40×—1.59×, 41%–64%, 1%—9%, and 63%–79%, respectively.

Storage optimization ablation. To evaluate the effectiveness
of VStream’s two storage optimizers, we conduct experiments
where we removed vector compression and hot-cold separation
individually, i.e., VStreamw/o VC and VStreamw/o HCS. Fig. 13(a)–
Fig. 13(d) presents the ablation results. First, VStream has a 55%/39%
lower disk throughput/usage compared to VStream w/o VC espe-
cially at higher data rates, e.g., 9.5 × 103/𝑠 . And as Fig. 13(d) shows,
VStream’s vector compression optimizer achieves a 61%–65% of
compression ratio at varing data rates. This is achieved through
the Gorilla-based vector compression optimizer’s disk resource sav-
ings. However, enabling the vector compression optimizer slightly
increases the CPU usage of VStream by 2%–12%. This optimizer
mainly helps in scenarios where disk capacity or disk throughput
is limited. VStream also allows users to selectively enable the vec-
tor compression optimizer. Secondly, VStream w/o HCS exhibits
higher query latency, CPU usage, and disk throughput compared
to VStream due to the hot-cold separation optimizer reducing the
search space. Lastly, the faster the data flows, the more noticeable
the effects of the above two optimizers. This is because higher data
rates result in increased pressure on the disk and CPU. Fig. 14 shows
the memory and disk usage for three datasets in VStream, with a
data rate of 9.5𝑘/𝑠 . As the figure shows, VStream’s memory usage
accounts for only 6.93%–9.85% of the total storage. And the major-
ity of the data is stored on disk. We have also evaluate the time of
VStream for a vector to go from state to local memory and then to
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Figure 12: Dynamic Partitioner Ablation vs. Cluster Nodes
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Figure 13: Storage Optimization Ablation vs. Data Rate
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Figure 14: Memory/Disk Uasge of VStream

disk under different data rates. The results for the three datasets
are presented in Table 2. As observed, VStream efficiently utilizes
both memory and disk to store vectors shortly after receiving the
data, rather than storing all the data in memory.

6.5 System Knobs Tuning
To explore the influence of system knobs on system performance
and offer some guidance for knob configuration tuning, our experi-
ments emphasize the examination of VStream’s performance under
varying segment sizes 𝑠 and hot-cold separation parameter 𝜃 .

Tuning of 𝑠 . Fig. 15(a)–Fig. 15(d) shows the results of tuning
segment sizes 𝑠 . To present the system’s performance across var-
ious segment sizes, we initially lowered the hot-cold separation
threshold 𝜃 to 0.5 to ensure that all queries necessitated disk access.
So the query latency, CPU usage, and disk throughput are relatively

higher. As the segment size 𝑠 increases, query latency, disk through-
put, and CPU usage initially decrease and then rise again. And as
the segment sizes 𝑠 increases, memory usage increases because
the mutable and immutable states in local memory become larger.
Therefore, it is essential to determine the segment size based on
the available memory resources in the user’s cluster.

Tuning of 𝜃 . As shown in Fig. 15(e)–Fig. 15(h), the query la-
tency of VStream decreases with the increase of hot-cold separation
parameter 𝜃 . The results show that increasing the value of 𝜃 can
significantly improve search efficiency. This is because a larger 𝜃
value means stopping the search earlier, skipping more cold data,
and thus greatly reducing query latency, CPU usage, and memory
usage. In practical scenarios using VStream, the determination of
the amount of cold data to be skipped should align with specific
application requirements and business needs. For instance, in social
media platforms characterized by frequent updates, a larger 𝜃 value
may be preferable. On the other hand, in applications like email or
log analysis with lower data update frequencies, a smaller 𝜃 value
might be more suitable. Moreover, the disk throughput in the figure
is less impacted by 𝜃 , mainly attributed to the influence of disk
cache, which helps maintain relatively stable disk access volumes.

7 RELATEDWORK
(A) Vector Similarity Search is widely studied in communi-

ties [39, 40]. It can be classified into exact algorithms and approx-
imate algorithms. Specifically, exact similarity search mainly re-
lies on tree-based structures [34, 66, 77, 84, 89, 95] to construct
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Table 2: Time from State to Local Memory/Local Disk

Data Rates (×103/𝑠) 0.5 3.5 6.5 9.5

Time (ℎ)

SIFT Local Memory 3.71 0.53 0.28 0.19
Local Disk 22.27 3.17 1.71 1.17

Deep Local Memory 3.69 0.53 0.29 0.19
Local Disk 22.37 3.18 1.71 1.17

Tweets Local Memory 2.22 0.32 0.17 0.12
Local Disk 13.35 1.91 1.03 0.70

similarity indexes, prioritizing result accuracy over search per-
formance. Recent researchers have proposed approximate algo-
rithms [38, 44, 45, 54, 65, 67, 68] to balance efficiency and accuracy,
which can be further categorized as 𝛿-𝜖-Approximate algorithms
and ng-Approximate algorithms based on guarantees. The former
refers to probabilistic algorithms [38, 45, 54] with 𝛿 and 𝜖 acting as
control parameters for probability guarantees. The latter refers to
non-guaranteed approximate algorithms that typically utilize the
concept of "neighbors of neighbors are also neighbors" by construct-
ing neighbor graphs such as RNNG [44], NSG [67], and HNSW [68].
While these approximate indexes may not ensure precision, they
offer high efficiency and have proven effective in practical valida-
tions. However, all of these methods have limitations. First, they
lack scalability for large-scale vector searches as they primarily
run in memory. Second, they are restricted to single-machine vec-
tor searches and don’t support the addition of computational and
storage resources. Third, they are ill-suited for streaming vector
search scenarios with dynamic data updates due to their reliance
on static indexes. While there are incremental indexes for single-
machine vector search [18, 20, 23, 26, 27, 32, 47, 78, 80, 87, 88], they
struggle to maintain fast search speeds in a multi-machine cluster
under high data flow rates. In contrast, VStream, built upon the
SPE model [19], addresses these challenges by implementing a new
distributed streaming vector search engine.

(B) Vector Search Engines typically employ similarity search
techniques to retrieve high-dimensional vectors. These engines can
be broadly classified into two categories. The first category includes
libraries such as Facebook Faiss [57], Microsoft SPTAG [13], HN-
SWlib [68], and Annoy [1], which extend vector search algorithms
for one or multiple types of vector indexes. Additionally, they intro-
duce optimizations like multi-threading. However, they are not com-
plete systems and thus lack capabilities such as distributed compu-
tation, fault recovery, and consistency guarantees. The second cate-
gory includes distributed vector search systems, such as Vearch [64],
Vespa [16], Weaviate [17], Vald [15], Qdrant [12], Pinecone [10],
Milvus [49, 83], and Chroma DB [3]. Note that, general-purpose
databases like ElasticSearch [6], Postgres [11], AnalyticDB-V [85],
and PASE [90] are gradually being equippedwith vector search capa-
bilities. However, they do not offer specific optimizations for stream-
ing vector search scenarios. They still need batch data transfers
between nodes and lack capabilities for handling online data and
indexes, resulting in higher response latency. In contrast, VStream
is designed for streaming vector search, offering record-at-a-time
capability, supporting four-layer storage.
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Figure 15: Configuration Knobs Tuning

8 CONCLUSIONS
In this work, we introduce VStream, a streaming vector search
system. VStream provides a dynamic partitioner for adaptive data
partitioning. Data is stored in a hierarchical storage mechanism
with support for multiple types of storage. It utilizes efficient vector
compression and hot-cold separation strategies for optimization. In
the future, we plan to extend our hierarchical storage mechanism
to GPUs, leveraging the powerful vector computing capabilities
to further enhance system efficiency. Additionally, multi-vector
search is also one of the functionalities we plan to support.
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