
Explaining Black-Box Clustering Pipelines With

Cluster-Explorer

Sariel Ofek
Bar-Ilan University

sariel.tutay@live.biu.ac.il

Amit Somech
Bar-Ilan University
somecha@cs.biu.ac.il

ABSTRACT

Explaining the results of clustering pipelines by unraveling the
characteristics of each cluster is a challenging task, often addressed
manually through visualizations and queries. Existing solutions
from the domain of Explainable Artificial Intelligence (XAI) are
largely ineffective for cluster explanations, and interpretable-by-
design clustering algorithms may be unsuitable when the clustering
algorithm does not fit the data properties.

To bridge this gap, we introduce Cluster-Explorer, a novel
explainability tool for black-box clustering pipelines. Our approach
formulates the explanation of clusters as the identification of con-
cise conjunctions of predicates that maximize the coverage of
the cluster’s data points while minimizing separation from other
clusters. We achieve this by reducing the problem to generalized
frequent-itemsets mining (gFIM), where items correspond to ex-
planation predicates, and itemset frequency indicates coverage. To
enhance efficiency, we leverage inherent problem properties and
implement attribute selection to further reduce computational costs.
Experimental evaluations on a benchmark collection of 98 cluster-
ing results demonstrate the superiority of Cluster-Explorer in
both explanation quality and execution times compared to XAI
baselines.
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1 INTRODUCTION

Cluster analysis is an important data mining tool widely used to
segment data points into meaningful groups (clusters) in an unsu-
pervised manner, without the need for labeled data.

Similar to the development of a machine learning (ML) predictive
model, data scientists optimize clustering outcomes by employing
clustering pipelines—a series of data preprocessing and prepara-
tion steps (e.g., scaling, transformations, dimensionality reduction)
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Row ID Age Edu.num Relationship Gender . . . Hrs-per-week Income Cluster
124 25 7 Unmarried Male . . . 40 ≤ 50𝐾 0
32 41 10 Unmarried Female . . . 50 ≥ 50𝐾 0
53 34 12 Unmarried Male . . . 50 ≥ 50𝐾 0

. . . . . . . . . . . . . . . . . . . . . . . . . . .
342 36 3 Husband Male . . . 50 ≥ 50𝐾 1
521 40 3 Husband Male . . . 50 ≤ 50𝐾 1
5631 45 5 Wife Female . . . 60 ≥ 50𝐾 1
. . . . . . . . . . . . . . . . . . . . . . . . . . .
39 46 12 Wife Female . . . 30 ≤ 50𝐾 2
938 33 15 Husband Male . . . 60 ≥ 50𝐾 2
693 36 14 Husband Male . . . 50 ≥ 50𝐾 2
. . . . . . . . . . . . . . . . . . . . . . . . . . .

Table 1: Adult dataset sample with cluster labels

Figure 1: Clustering results visualization (Adult dataset)

followed by the application of a clustering algorithm such as K-
means, spectral clustering, or affinity propagation. The choice of
algorithm often depends on the data properties and application
domain [19, 64]. While the results of these algorithms can be easily
visualized on a two-dimensional plane (see Figure 1), allowing users
to inspect how well the data points are separated, interpreting the
meaning of the segmentation and understanding the characteristics
of each cluster is challenging. This process often requires users
to manually perform additional analytical queries and subsequent
data visualizations on the clustered data.

Example 1.1. Consider Clarice, a data analyst examining the well-
known “Adult” income dataset[1], which contains demographic
information on individuals alongside their income (see Table 1 for
a sample). Clarice employs a clustering pipeline that includes one-
hot encoding of categorical data, Z-scaling of numerical columns,
and dimensionality reduction using PCA [16]. She then applies
an agglomerative (hierarchical) clustering algorithm [43] to the
processed data and visually examines the results, as illustrated in
Figure 1. She sees that the data points are fairly segmented into three
clusters. However, it is still unclear clear what the characteristics
of each cluster are. Specifically, what attributes are shared among
points within the same cluster, and what properties differentiate
the clusters from one another? □
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Figure 2: Example cluster explanations generated by Cluster-Explorer

Previous work [37, 40, 47, 48, 53, 56] in the domain of Explain-
able Artificial Intelligence (XAI) has primarily focused on post-hoc
explanations of the outcome of supervised models. This is often
achieved by calculating importance scores for features [32, 71] or
feature-value combinations [40, 47, 50]. To apply these methods for
interpreting cluster results, one must fit an auxiliary supervised
model on the clustering labels and aggregate the explanations for
each cluster, which is a nontrivial task. Another line of research
focuses on interactive, visual tools for cluster analysis [8, 33, 36], en-
abling the construction and basic evaluation of clustering pipelines
without the need for coding or SQL expertise. Closer to our work,
systems such as [23, 25, 34, 42] recognizes the importance of ex-
plaining clusters and proposes clustering algorithms that are in-
terpretable by design. However, it is widely accepted [19, 64] that
each clustering algorithm is suitable for a specific data domain and
properties. Therefore, there is a significant need for a framework
that can produce explanations for any given clustering pipeline.

To this end, we present Cluster-Explorer, a system for post-
hoc explanations for black-box clustering pipelines. Given the orig-
inal dataset and the clustering pipeline results, Cluster-Explorer
automatically generates coherent explanations that characterize
each cluster. We define a cluster explanation as a conjunction of
predicates and use an efficient algorithm to generate a set of expla-
nations for each cluster that optimizes the following criteria, based
on XAI Explanation principles [41, 61]: (1) high cluster coverage —
the explanation should describe as many of the cluster’s data points
as possible; (2) low separation error — the explanation should apply
to a minimal number of data points from other clusters; and (3) high
conciseness — the explanation should be brief, comprising a minimal
number of predicates, to ensure coherency and applicability [41].

Example 1.2. Figure 1 depicts two example cluster explanations
generated by Cluster-Explorer for the clustering pipeline results
described in Example 1.1. Cluster 0 (left hand side) is characterized
by individuals with ’Age’ between 16 and 35 and ’Education-num’
between 4 and 13 (i.e., from middle school education level up to a
bachelor’s degree). Note that this explanation is not “perfect”—it
covers 92% of the cluster points, but 4% of the data points it covers

belong to different clusters (as indicated by the X marks on the
left-hand side of Figure 1).

The explanation for Cluster 1 is different, primarily character-
ized by older individuals over 35, with a middle school (or lower)
education level, and a relationship status that is not ‘unmarried’.
This explanations is slightly longer, but covers 96% of the cluster’s
data points with only a 1% error. □

To efficiently generate such explanations, we use a reduction to
the problem of generalized frequent itemsets mining [31, 35, 54, 55]
(gFIM). A gFIM algorithm operates on a transactional dataset, where
each transaction comprises a set of discrete items, and the items
are associated with categories in an additionally provided taxon-
omy. The result is a set of generalized frequent itemsets, containing
either items or categories that include them. Intuitively, in our prob-
lem, the items are equivalent to explanation predicates, and the
frequency of itemsets corresponds to the explanations’ coverage.

Before employing the gFIM algorithm, we transform the raw
data into a set of augmented transactions, with the goal of increas-
ing and enriching the set of predicates that can be used in the
cluster explanations, beyond the raw values. Specifically, we use
multiple binning methods (e.g., equal width, 1-D clustering, tree-
based binning, etc.) for each numeric attribute and further augment
categorical values with negation predicates for the rest of the val-
ues not appearing in the row. Once the data is transformed, we
organize all numerical bins in a taxonomy of intervals. We then
execute the gFIM algorithm separately for each cluster, using the
taxonomy to eliminate the possibility of overlapping predicates
and efficiently find minimal-size sets of predicates that maximize
the coverage of each cluster’s data points. To obtain the final set
of explanations for each cluster, we further process the gFIM out-
put by filtering out explanations with high separation error, and
calculating a set of Pareto Optimal [6, 9] explanations, where each
explanation demonstrates an optimal trade-off between the three
criteria for explanation quality.

However, gFIM algorithms are known for their lack of scalabil-
ity, as their cost can be exponential w.r.t. the number of items. In
Cluster-Explorer, we tackle this issue in two ways: First, since
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we aim for explanations with high coverage (accounting for the
majority of a cluster’s data points) and small size, we leverage
these natural properties to restrict the execution of the gFIM algo-
rithm. By confining the gFIM algorithm to highly frequent itemsets
of small size, we significantly accelerate running times, as most
infrequent itemsets are pruned in the early stages of execution.

Second, we introduce a simple yet highly effective attribute se-
lection optimization based on feature importance calculation [71]
using a set of decision tree models fitted separately for each cluster.
By selectively limiting the computation to promising attributes,
the gFIM algorithm operates on significantly fewer items, a crucial
factor affecting its performance [65].

An extensive set of experiments was conducted to evaluate
Cluster-Explorer. We first devised a benchmark dataset con-
taining 98 clustering instances, resulting from the execution of
16 different clustering pipelines with 5 different algorithms on 19
source datasets. We further examined the quality of the clusters by
calculating the silhouette coefficient [49], filtering out poor cluster-
ing pipeline results. We compared the quality of the explanations
according to coverage, separation error, and conciseness, as well
as the running time of Cluster-Explorer, against four different
baseline approaches from the domain of XAI.

Our results show that the explanations generated by Cluster-
Explorer are superior to those of the baselines in terms of both
quality and running times. Additionally, we demonstrate that our
attribute selection optimization improves running times by an av-
erage of 14.4X, with a negligible decrease in explanation quality.

A prototype of our solution, wrapped with a user interface,
was recently demonstrated in [58]. The accompanying short pa-
per briefly presents the problem and outlines our solution, but it
lacks significant algorithmic and optimization details, as well as an
experimental analysis which are provided in this paper.

Our main contributions in this paper include:

• We introduce Cluster-Explorer, a framework for post-
hoc explanations of black-box clustering pipelines.

• We develop an efficient algorithm based on a careful reduc-
tion to generalized frequent itemsets mining [54], combined
with a predicate-augmentation process and a dedicated at-
tribute selection method, enabling Cluster-Explorer to
efficiently mine concise explanations with good coverage
of each cluster’s data points.

• We create a benchmark dataset of 98 clustering results,
curated from 16 clustering pipelines using 5 different algo-
rithms and 19 datasets (publicly available in [57]).

• We implement a prototype of Cluster-Explorer, also pub-
licly available in [57], and conduct extensive experiments
demonstrating the superiority of our approach in explana-
tion quality and running time.

2 RELATEDWORK

Cluster Analysis and Algorithms. A plethora of unsupervised
clustering algorithms have been proposed [18, 21, 38, 60, 69], each
often suitable for different data properties and application do-
mains [19, 64]. As with many data mining and machine learning

processes, data preparation and preprocessing steps, such as imput-
ing missing values, scaling, and reducing data dimensionality, are
crucial for optimizing the results of clustering algorithms [3, 26, 68].

However, as noted, characterizing and understanding the re-
sulted clusters is a challenge, often requires the user to employ sub-
sequent analytical operations to explore the differences between the
data points in each resulting cluster. Cluster-Explorer is specifi-
cally designed to address this challenge by explaining the results
of black-box clustering pipelines, which may use any clustering al-
gorithm, using a set of coherent and concise rule-like explanations
generated for each cluster.

Interactive Visual Interfaces for Cluster Analysis. An adjacent line
of work focuses on developing visual, interactive tools for cluster
analysis, contributing to broader efforts in designing data explo-
ration interfaces that eliminate the need for coding skills or SQL
expertise [67]. For instance, tools like [8, 33, 36] allow users to
interactively refine the clustering pipeline by selecting different
algorithms and dimensionality reduction techniques, while provid-
ing basic descriptive statistics and annotations for the resulting
clusters. Other works, such as [10, 63], specifically help users inves-
tigate the outcomes of dimensionality reduction methods, offering
visual tools to inspect inaccuracies and understand the similarities
between points in the low-dimensional projection space.

Unlike these approaches, Cluster-Explorer tackles a comple-
mentary task: explaining each resulting cluster by discovering a
concise set of rules that tightly characterizes the cluster. Cluster-
Explorer can be used side-by-side with visual cluster analysis
interfaces, enriching the interactive process by offering robust ex-
planations to help users refine their cluster analysis.

XAI, Explainable ML. Numerous previous works propose so-
lutions for explaining the predictions of supervised ML models.
While some approaches focus on developing explainable-by-design
ML models [4] (see more below), a prominent line of research
emphasizes post-hoc analysis of model predictions, where the ex-
plainer does not require access to the internal workings of the
model [40, 47, 48, 53, 56] (see [37] for a survey). . A key approach
in this subfield explains individual predictions by assessing im-

portance [40, 47, 50] for each feature-value pair of a data point 𝑥
regarding the prediction𝑀 (𝑥). Such explanations are called local,
while global explanations [32, 71] measure feature importance for
the model’s overall behavior. Closer to our work [17] introduces a
feature importance tool for clustering, akin to [40]. Another line
of research focuses on extracting decision rules from complex ML
models. Works like [27, 48] generate if-then rules for individual
predictions, highlighting how specific attribute changes influence
outcomes, whereas global explanation approaches [12, 22] mine
rules from ensembles [20, 51] to enhance model transparency. A re-
cent study [5] applies Anchor [48] explanations to cluster samples.

However, as demonstrated in our experiments, aggregating local
explainers [40, 48] and extracting rule-based cluster explanations
from ensemble models trained on cluster labels [20, 51] yield sub-
optimal results due to overfitting [30, 66] and high computational
costs. In contrast, Cluster-Explorer does not rely on supervised
ML models for explanations and efficiently generates high-quality,
rule-like explanations.
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Interpretable-by-design Clustering Algorithms. Numerous previ-
ous works recognize the difficulty in interpreting clustering re-
sults [23, 25, 34, 42] and address this issue by suggesting clustering
algorithms that are interpretable by design. For example, [23, 42]
propose approximating the K-means algorithm using decision trees;
[34] introduces a neural network formulation of K-means, allowing
the use of explainability techniques for networks (e.g., class activa-
tion maps [70]); and [25] presents a specialized solution for cluster-
ing knowledge graph entities, which performs an embedding-based
clustering process combined with rule-based explanation mining
to cover the majority of entities in each cluster.

However, all of these methods are tailored to a specific, sin-
gle clustering algorithm, which, as mentioned above, may be in-
effective for some datasets and applications [19, 64]. In contrast,
Cluster-Explorer can produce explanations for any given clus-
tering pipeline, supporting a variety of clustering algorithms.

3 MODEL & PROBLEM DEFINITION

3.1 Data model, Explanation Candidates

We next describe a data model for clustering pipelines then define
candidate explanations for clustering results.

Clustering Pipeline. We assume an input dataset 𝐷 = ⟨𝑋,𝐴⟩, con-
taining 𝑛 data points 𝑋 = 𝑥1, . . . , 𝑥𝑛 , projected over𝑚 attributes
𝐴 = 𝑎1, . . . , 𝑎𝑚 . We denote by 𝑥𝑖 the 𝑖-th data point, and by 𝑥𝑖,𝑎
the projection of 𝑥𝑖 over attribute 𝑎. A clustering pipeline is then
defined as a series of data transformations applied to𝐷 (e.g., normal-
ization, null-value imputation, one-hot encoding, dimensionality
reduction, etc.). These transformations result in a modified dataset
𝐷′ = ⟨𝑋,𝐴′⟩, where the data points 𝑥1, . . . , 𝑥𝑛 are projected onto
a transformed attribute space 𝐴′ = 𝑎1, . . . , 𝑎𝑚′ . A clustering al-
gorithm is then applied to 𝐷′, resulting in a clustering mapping
function 𝐶𝐿 : 𝑋 → 𝐶 , which associates each data point 𝑥𝑖 with a
cluster 𝑐 ∈ 𝐶 , where 𝐶 is a set of cluster labels.

Cluster Explanation Candidates. Following XAI works for pro-
ducing explanations for ML models [27, 48], which highlight the
usefulness of rules-like explanations, we define an explanation, de-
noted 𝐸, as a conjunction of predicates 𝐸 = {𝑃1 ∧ 𝑃2 . . . 𝑃𝑙 }. The
predicates are of the form 𝑃 := ⟨𝑎, 𝑜𝑝,𝑉 ⟩, where 𝑎 ∈ 𝐴, 𝑜𝑝 is an
operator (e.g., <, >, ‘contains’, ‘between’, ’not’, ...), and 𝑉 is a set of
literal values. Given a data point 𝑥 ∈ 𝑋 , we say that an explana-
tion 𝐸 holds for 𝑥 if 𝑥 satisfies all the predicates in 𝐸. Specifically,
𝐸 (𝑋 ) = true ⇐⇒ ∀𝑃 ∈ 𝐸, 𝑃 (𝑥) = true.

When considering explanations in the context of clustering re-
sults, naturally, a subpar explanation for cluster 𝑐 , denoted 𝐸𝑐 , may
hold for data points labeled as 𝑐 as well as for points assigned to
different clusters 𝑐′ ∈ 𝐶 with 𝑐′ ≠ 𝑐 . In Section 3.2, we describe
three criteria for selecting effective cluster explanations.

Example 3.1. Consider again Table 1, with a sample of the raw
Adult dataset, alongside resulted cluster labels, as described in Ex-
ample 1.1. See that, for example, the first three rows in the table
(IDs 124, 32, and 53) are labeled as Cluster 0. Now, three candi-
date explanations for Cluster 0 are depicted in Table 2 (ignore, for
now, the three right-most columns). Explanation 𝐸20 , for example,
comprises of two predicates:
𝑃1 := ⟨‘age’, 𝑏𝑒𝑡𝑤𝑒𝑒𝑛, (16, 35)⟩, and

𝑃2 := ⟨‘education-num’, 𝑏𝑒𝑡𝑤𝑒𝑒𝑛, (4, 13)⟩.
Out of the rows in Table 1 that indeed belong to Cluster 0, see

that Explanation 𝐸20 holds for Rows 124 and 53, yet is not true for
Row 32 (having age value of 41). By contrast, Explanation 𝐸10 holds
for all three rows (IDs 124, 32, and 53) yet unfortunately – it also
holds for rows 5631 and 39, which are assigned to different clusters
(Cluster 1 and Cluster 2). □

We next define measures for evaluating explanation candidates.

3.2 Quality Measures for Cluster Explanations

The question of what constitutes a ‘good’ explanation has been
investigated in various different domains such as cognitive science,
philosophy and psychology. Relying on this vast body of research,
works e.g. [41, 61] suggest that in the context of XAI, a good expla-
nation is primarily contrastive (i.e., why event 𝑃 happened instead

of an event 𝑄), but also simple, coherent, and truthful.
In Cluster-Explorer, we adapt these criteria to the use case

of explaining clustering results and develop corresponding quality
metrics for explanations. Given a cluster 𝑐 ∈ 𝐶 , an ideal explanation
𝐸𝑐 should have (1) high coverage of the points in 𝑐 , while maintain-
ing a (2) low separation error. Specifically, the explanation must
be valid for the majority of data points in cluster 𝑐 , and invalid
for data points associated with any other cluster 𝑐′ ∈ 𝐶 , where
𝑐′ ≠ 𝑐 . The higher the scores with respect to (1) and (2), the more
contrastive and truthful the explanation is. Similar measures to (1)
and (2) have been previously proposed in the context of evaluating
decision rules [27, 48], drawing parallels to the notions of precision
and recall commonly used in supervised learning.

However, as noted previously, a naive explanation achieving
perfect scores might consist of the union of all attribute-value pairs
for each data point in 𝑐 . Naturally, such naive explanations are be
overly verbose and incoherent. To address this, we introduce a (3)
conciseness measure, which considers the number of predicates in
the explanation 𝐸𝑐 . We next provide formal definitions for these
three quality measures of explanations.
1. Cluster Coverage. Given a set of data points 𝑋 , cluster labels𝐶 ,
and a clustering mapping function 𝐶𝐿, the coverage of an explana-
tion 𝐸𝑐 (for cluster 𝑐) is defined as the ratio of the points in cluster
𝑐 for which explanation 𝐸𝑐 holds:

𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒 (𝐸𝑐 ) :=
|{𝑥 ∈ 𝑋 | 𝐸𝑐 (𝑥) = 𝑡𝑟𝑢𝑒 ∧𝐶𝐿(𝑥) = 𝑐}|

|{𝑥 ∈ 𝑋 | 𝐶𝐿(𝑥) = 𝑐}|
2. Separation Error. This measure is defined as the ratio of points
for which the explanation 𝐸𝑐 holds, yet these points do not belong
to cluster 𝑐:

𝑆𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛𝐸𝑟𝑟 (𝐸𝑐 ) :=
|{𝑥 ∈ 𝑋 | 𝐸𝑐 (𝑥) = 𝑇𝑟𝑢𝑒 ∧𝐶𝐿(𝑥) ∈ 𝐶 \ {𝑐}}|

|{𝑥 ∈ 𝑋 | 𝐸 (𝑥) = 𝑡𝑟𝑢𝑒 |
3. Conciseness. Following [41], the length and simplicity of the
explanations are important for its comprehension by the users. We
therefore define the conciseness of an explanation to be the inverse
number of predicates it contains:

𝐶𝑜𝑛𝑐𝑖𝑠𝑒𝑛𝑒𝑠𝑠 (𝐸𝑐 ) :=
1

|{𝑃 | 𝑃 is a predicate in 𝐸𝑐 }|

The following example demonstrates the three measures mea-
sures for the explanations in Table 2.
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Exp.num Explanation Candidate Cluster label coverage Separation Error Conciseness

𝐸10
⟨‘age’,between,(16,48)⟩ ∧ ⟨’education-num’,between,(4,13)⟩

∧⟨’relationship’,!=,Husband⟩ 0 0.99 0.05 0.33

𝐸20
⟨‘age’,between,(16,35)⟩∧

⟨’education-num’,between,(4,13)⟩ 0 0.95 0.04 0.5

𝐸30
⟨‘age’,between,(16,53)⟩ ∧ ⟨’hours-per-week’,between,(10,72)⟩

∧⟨’education-num’,between,(4,14)⟩ 0 0.88 0.04 0.33

Table 2: Example Candidate Explanations

Example 3.2. Consider Explanation 𝐸10 for Cluster 0, as in Table 2.
Assume that the number of data points belonging to Cluster 0 is 373,
out of which 370 satisfy 𝐸10 . In addition, 20 other data points that
belong to Clusters 1 and 2 also satisfy 𝐸10 . Calculating the scores for
𝐸10 we obtain: 𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒 (𝐸

1
0)) =

370
373 = 0.99, 𝑆𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛𝐸𝑟𝑟 (𝐸10)) =

20
390 = 0.05, and 𝐶𝑜𝑛𝑐𝑖𝑠𝑒𝑛𝑒𝑠𝑠 (𝐸10)) =

1
3 = 0.33.

3.3 Problem Definition

There is a natural trade-off between the quality measures. For in-
stance, an explanation obtaining a very high coverage, may have
a lower conciseness score and higher separation error, whereas a
highly concise explanation may fall short on coverage.

We therefore define the problem of generating cluster expla-
nations as follows: Given user-defined thresholds for coverage,
separation error, and conciseness, we aim to find a set of desired ex-
planations for a cluster 𝑐 , denoted by E∗𝑐 , such that each 𝐸∗𝑐 ∈ E∗𝑐 (1)
meets the thresholds criteria, and (2) is Pareto optimal [9], meaning
that there is no other explanation that surpasses 𝐸∗𝑐 with respect to
all three measures. Formally, the problem is defined as follows.

Definition 3.3 (Cluster Explanations Generation Problem). For data
points 𝑋 , a cluster 𝑐 ∈ 𝐶 , we define the set of desired explanations
E∗𝑐 using the following two criteria:

∀𝐸∗𝑐 ∈ E∗𝑐 , 𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒 (𝐸∗𝑐 ) ≥ 𝜃𝑐𝑜𝑣
∧ 𝑆𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛𝐸𝑟𝑟 (𝐸∗𝑐 ) ≤ 𝜃𝑠𝑒𝑝
∧ 𝐶𝑜𝑛𝑐𝑖𝑠𝑒𝑛𝑒𝑠𝑠 (𝐸∗𝑐 ) ≥ 𝜃𝑐𝑜𝑛

(1)

∀𝐸∗𝑐 ∈ E∗𝑐 �𝐸𝑐 , 𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒 (𝐸𝑐 ) ≥ 𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒 (𝐸∗𝑐 )
∧ 𝑆𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛𝐸𝑟𝑟 (𝐸𝑐 ) ≤ 𝑆𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛𝐸𝑟𝑟 (𝐸∗𝑐 )
∧𝐶𝑜𝑛𝑐𝑖𝑠𝑒𝑛𝑒𝑠𝑠 (𝐸𝑐 ) ≥ 𝐶𝑜𝑛𝑐𝑖𝑠𝑒𝑛𝑒𝑠𝑠 (𝐸∗𝑐 )

(2)

Example 3.4. Consider again the candidate explanations depicted
in Table 2. We aim to generate E∗0 , i.e., the set of optimal explana-
tions for Cluster 0, with the coverage, separation, and conciseness
thresholds defined as 𝜃𝑐𝑜𝑣 = 0.8, 𝜃𝑠𝑒𝑝 = 0.05, and 𝜃𝑐𝑜𝑛 = 0.33.
First, note that all explanations 𝐸10 , 𝐸

2
0 , and 𝐸

3
0 meet the threshold

criteria. Regarding Pareto optimality, Explanation 𝐸10 surpasses 𝐸
2
0

with respect to coverage (0.99 compared to 0.95) but is inferior with
respect to separation error (0.05 compared to 0.04) and conciseness
(0.33 compared to 0.5). As for 𝐸30 , it is dominated by 𝐸20 , having
the same separation error (0.04) yet better coverage and concise-
ness (0.95 compared to 0.88, and 0.5 compared to 0.33). Therefore,
E∗0 = {𝐸10, 𝐸

2
0}.

We next describe an efficient algorithm for generating the expla-
nation set E∗𝑐 for each cluster 𝑐 ∈ 𝐶 .

4 ALGORITHM

We next describe the cluster explanation generation process per-
formed by Cluster-Explorer. The effectiveness and efficiency
of our solution stem from a careful reduction to the problem of
generalized frequent itemset mining [31, 35, 54, 55] (gFIM). In our
context, gFIM is used to mine sets of predicates that concisely char-
acterize the majority of a cluster’s data points. We first provide a
brief background on the gFIM problem and outline our approach,
followed by a detailed discussion of each phase.

4.1 Background & Algorithm Outline

Generalized Frequent Itemsets Mining (gFIM). This problem ex-
tends the classic data mining problem of finding frequent itemsets
(and association rules) in transactional data [2, 28]. Given a set
of items 𝐼 = {𝐴,𝑏, 1, 2}, let 𝑇 = {[𝐴, 1], [𝑏, 2], [𝐴, 2]} be a set of
transactions. Given a support (frequency) threshold of 2/3, we see
that the itemsets {𝐴} and {2} are frequent (i.e., occur in two out of
three transactions). In the extended problem of generalized frequent
itemsets mining, a taxonomy of of item’s categories is also provided
as input, then the mined generalized frequent itemsets may contain
either an item or one of its associated categories. For example, given
the following taxonomy for items 𝐼 :

Character Number Lowercase

Letter Capital

We can now obtain generalized frequent itemsets from𝑇 such as
{Letter, 2} and {𝐴,Number}, both has a frequency of 2/3. Multiple
algorithms [31, 35, 54, 55] can be used for efficiently mining such
itemsets, given a support threshold and maximal desired itemset
size. Naturally, the higher the input support threshold and the lower
is the maximal itemset size – the better are the performance.

Cluster Explanations Algorithm Overview. Intuitively, in our prob-
lem, the items correspond to explanation predicates, and the fre-
quency of itemsets is equivalent to the explanations’ coverage. As
we explain in Section 4.2, before employing the gFIM algorithm, we
first transform the raw data into a set of augmented transactions.
Each numeric attribute in a data point is binned using multiple
binning strategies, and categorical values are augmented with nega-
tion predicates for values not appearing in the row. Once the data is
transformed, we organize all numerical bins into an interval taxon-
omy based on their containment partial order. Our augmentation
aims to increase and enrich the set of predicates that can be used in
cluster explanations, extending beyond the original value domain.

As detailed in Section 4.3, we then apply the gFIM algorithm to
the augmented transactions and interval taxonomy for each clus-
ter. This allows us to efficiently dice the predicates hierarchy and
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Figure 3: Example augmented transactions

exclude overlapping or suboptimal explanation predicates. Specif-
ically, the mining process is accelerated by using a high support
threshold, 𝜃𝑐𝑜𝑣 , which indicates that explanations should cover the
vast majority of the data points, and a relatively small maximal
itemset size, as effective explanations should be concise [41]. The
candidate explanations generated by the gFIM algorithm are further
filtered to remove those with high separation error. We then select
only the Pareto optimal explanations using the skyline operator [6].

Finally, in Section 4.4, we describe a simple yet highly effective
optimization technique that reduces running times by limiting the
number of attributes, a known factor that significantly affects the
cost of gFIM when applied on relational data [24].

4.2 Transforming the raw data to a set of

augmented transactions

Recall that a gFIM algorithm operates on transactional data, where
each row contains a set of discrete items associatedwith a categories
taxonomy. A straightforward transformation from relational data
to transactional form involves treating each data point 𝑥𝑖 as a set
of attribute-value pairs, i.e., 𝑡𝑖 = {⟨𝑎, 𝑥𝑖,𝑎⟩ | ∀𝑎 ∈ 𝐴}, where each
item ⟨𝑎, 𝑥𝑖,𝑎⟩ represents an equality predicate ⟨𝑎,=, 𝑥𝑖,𝑎⟩.

However, this transactional representation is largely ineffective,
as the items merely represent the raw data. This limitation restricts
the ability to mine generalized patterns and, consequently, to gen-
erate effective cluster explanations.

To address this, we transform each data point into an augmented
transaction that contains more generalized information. This trans-
formation involves (1) creating an interval taxonomy for numeric
values, corresponding with explanations’ range predicates and (2)
injecting negations of categorical values which will represent in-
equality predicates, allowing an explanation to characterize a clus-
ter not only by what it includes but also by what it excludes. Our
augmentation process is described in Algorithm 1. We next provide
more details on the two segments of this process.

Constructing the intervals taxonomy. The purpose of the interval
taxonomy is to generate effective range predicates for numeric
attributes (e.g., 𝐴𝑔𝑒 ≥ 35 or 𝐸𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛-𝑛𝑢𝑚 between 4-13 years).

To achieve this, we employ multiple binning methods for each
numeric attribute 𝑎, combining them into an interval taxonomy
used as input for the gFIM algorithm. Each unique attribute-value
pair ⟨𝑎, 𝑥𝑖,𝑎⟩ is then augmented with multiple intervals that contain
it, allowing these intervals to be used as range predicates in a cluster
explanation (in addition to the original values).

Let𝐴𝑁 ⊆ 𝐴 bet the set of numeric attributes in the dataset𝐷 . For
each attribute 𝑎 ∈ 𝐴𝑁 We first employ a predefined set of binning
methods, denoted 𝐵𝐼𝑁 , on 𝑋𝑎 (the values of column 𝑎 in 𝑋 ). Each

Algorithm 1: Generate Augmented Transactions
Input: Dataset 𝐷 = ⟨𝑋,𝐴⟩; numeric and categorical attribute

subsets 𝐴𝑁 , 𝐴𝐶 ⊂ 𝐴; a set of binning methods 𝐵𝐼𝑁
Output: Augmented transactions set𝑇𝐷 , intervals taxonomy T

1 T ← Initialize DAG with root node ⟨𝐴𝐿𝐿⟩;
2 foreach numeric attribute 𝑎 ∈ 𝐴𝑁

do

3 B𝑎 ←
⋃

𝐵∈𝐵𝐼𝑁 𝐵 (𝑋𝑎 )
4 𝛼𝑀 = argmin𝛼 {𝛼 | [𝛼, 𝛽 ] ∈ B𝑎 }
5 𝛽𝑀 = argmax𝛽 {𝛽 | [𝛼, 𝛽 ] ∈ B𝑎 }
6 B𝑎 ← B𝑎 ∪ [𝛼𝑀 , 𝛽𝑀 ]
7 𝜏𝑎 ← Initialize a DAG with nodes B𝑎
8 foreach intervals pair 𝑏,𝑏′ ∈ B𝑎 do

9 if 𝑏 ≺ 𝑏′ ∧ �𝑏′′ ∈ B𝑎, 𝑏 ≺ 𝑏′′ ≺ 𝑏′ then
10 Add edge from 𝑏 to 𝑏′ in 𝜏𝑎
11 T ← T ∪ 𝜏𝑎 ; add an edge from ⟨𝐴𝐿𝐿⟩ to the root of 𝜏𝐴

12 foreach data point 𝑥𝑖 ∈ 𝑋 do

13 𝑡𝑖 ← {⟨𝑎, 𝑥𝑖,𝑎 ⟩ | ∀𝑎 ∈ 𝐴}
14 foreach categorical attribute 𝑎 ∈ 𝐴𝐶

do

15 foreach distinct value 𝑣 ∈ 𝑋𝑎 , s.t. 𝑥𝑖,𝑎 ≠ 𝑣 do

16 𝑡𝑖 ← 𝑡𝑖 ∪ {¬⟨𝑎, 𝑣⟩}
17 𝑇𝐷 ← 𝑇𝐷 ∪ {𝑡𝑖 }
18 return𝑇𝐷

, T

binning method 𝐵 ∈ 𝐵𝐼𝑁 splits 𝑋𝑎 into a set of intervals, defined
as 𝐵(𝑋𝑎) = {[𝛼1, 𝛽1], [𝛼2, 𝛽2], . . . }, s.t. 𝛼𝑖 < 𝛽𝑖 .

We combine multiple binning methods in our implementation of
Cluster-Explorer: Equal-height, Equal-width, 1-D clustering [62],
tree-based [39], and Optimal Binning [44], and support additional
methods such as domain-specific and semantic binning [52].

Then, we construct an interval taxonomy for each attribute 𝑎
using the following procedure: First, we unify all binning results
B𝑎 = 𝐵1 (𝑋𝑎) ∪ 𝐵2 (𝑋𝑎) ∪ . . . and arrange them in an interval

taxonomy, built on the following strict partial order:

[𝛼𝑖 , 𝛽𝑖 ] ≺ [𝛼 𝑗 , 𝛽 𝑗 ] ⇐⇒
(
𝛼𝑖 ≠ 𝛼 𝑗 ∨ 𝛽𝑖 ≠ 𝛽 𝑗

)
∧
(
𝛼𝑖 ≤ 𝛼 𝑗 ∧ 𝛽𝑖 ≥ 𝛽 𝑗

)
The partial order allows as to build a semi-lattice [13] structure

for attribute 𝑎, denoted 𝜏𝑎 that we will use for building the full
taxonomy for all numeric attributes. 𝜏𝑎 is a directed acyclic graph
(DAG), in which the nodes are the intervals in B𝑎 , and an edge from
𝑏 to 𝑏′, 𝑏,𝑏′ ∈ B𝑎 symbolizes that 𝑏 is a parent of 𝑏′, namely, that
𝑏 ≺ 𝑏′∧�𝑏′′ 𝑏 ≺ 𝑏′′ ≺ 𝑏′. The root of 𝜏𝑎 is the maximal range com-
posed of the minimal infimum and the maximal supremum of the
intervals in B𝑎 , i.e. [𝛼𝑀 , 𝛽𝑀 ], s.t. 𝛼𝑀 = argmin𝛼 {𝛼 | [𝛼, 𝛽] ∈ B𝑎
} and 𝛽𝑀 = argmax𝛽 {𝛽 | [𝛼, 𝛽] ∈ B𝑎 }. In a similar manner we
construct 𝜏𝑎 for each numeric attribute 𝑎 ∈ 𝐴𝑁 . We then artificially
combine all individual attribute taxonomies 𝜏𝑎 to a unified taxon-
omy T = 𝜏1𝑎 ∪ 𝜏2𝑎 ∪ . . . , by creating an artificial root node labeled
𝐴𝑙𝑙 , and creating an edge from 𝐴𝑙𝑙 to the root node of each 𝜏𝑖𝑎 .

The final taxonomy T is used in the gFIM algorithm to mine
generalized frequent itemsets, each containing either a concrete
item ⟨𝑎, 𝑥𝑖,𝑎⟩ or one of its ancestors in 𝜏𝑎 ⊂ T (recall that item
⟨𝑎, 𝑥𝑖,𝑎⟩ is connected to all leaf nodes in 𝜏𝑎 ⊆ T whose interval
range contains the value 𝑥𝑖,𝑎).

Augmented transactions with value negations. We next describe
how we transform each data point 𝑥𝑖 to an augmented transaction
𝑡𝑖 (See Lines 12-17 in Algorithm 1).
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Algorithm 2: Explanation Generation
Input: Augmented Transactions set𝑇𝐷 ; Taxonomy T; Cluster

Mapping𝐶𝐿 : 𝑇𝐷 → 𝐶 ; Thresholds 𝜃𝑐𝑜𝑣, 𝜃𝑠𝑒𝑝 , 𝜃𝑐𝑜𝑛
Output: A set E∗𝑐 of cluster explanations for each cluster

1 𝐸𝑋all ← Initialize results explanations dictionary
2 foreach 𝑐 ∈ 𝐶 do

3 𝑇𝐷
𝑐 ← {𝑡 |𝑡 ∈ 𝑇𝐷 ∧𝐶𝐿 (𝑡 ) = 𝑐 }

4 IS𝑐 ← 𝑔𝐹𝐼𝑀

(
𝑇𝐷
𝑐 , T,minsup = 𝜃𝑐𝑜𝑣,maxsize = 1

𝜃𝑐𝑜𝑛

)
5 E𝑐 ← {}
6 foreach 𝐼𝑆𝑐 ∈ IS𝑐 do

7 𝐸𝑐 ← Convert 𝐼𝑆𝑐 to a conjunction of predicates
8 if SeparationErr(𝐸𝑐 ) ≤ 𝜃𝑠𝑒𝑝 then

9 E𝑐 ← E𝑐 ∪ {𝐸𝑐 }
10 E∗𝑐 ← 𝑆𝐾𝑌𝐿𝐼𝑁𝐸𝐸∈𝐸𝑋𝜃

(Coverage, SepError,Conciseness)
11 𝐸𝑋all [𝑐 ] ← E∗𝑐
12 return 𝐸𝑋

all

For each data point𝑥𝑖 , we first convert it to a set of attribute-value
pairs {⟨𝑎, 𝑥𝑖,𝑎⟩ | ∀𝑎 ∈ 𝐴}. By now, items from numeric attributes
are associated with their corresponding ancestors in the taxonomy
T . We then process items of categorical columns as follows: For
each categorical attribute 𝑎 ∈ 𝐴𝐶 , we insert value negation items
for all other values in the column 𝑋𝑎 , in a process similar to one-

hot encoding. Namely, For each 𝑣 ∈ 𝑋𝑎 , s.t. 𝑣 ≠ 𝑥𝑖,𝑎 , we add to 𝑡𝑖
the item ¬⟨𝑎, 𝑣⟩. these injected value-negation items will represent
inequality predicates in the output explanations.

For illustration, consider the following example.

Example 4.1. Figure 3 depicts an example of two augmented
transactions with a corresponding interval taxonomy, following
our running example. The transactions, 𝑡124 and 𝑡342, correspond
to data points 𝑥124 and 𝑥342 in the Adult dataset, as shown in Ta-
ble 1. The augmented transactions include items for the attributes:
age, educational-num, and relationship (other attributes are omitted
for space constraints). The black-colored items represent a subset
of the original attribute-value pairs. Note that the numeric items
are connected (using dashed lines) to corresponding leaves in the
interval taxonomy, shown in the upper part of Figure 3. The full
taxonomy comprises two isolated sub-taxonomies, one for the at-
tribute age and one for educational-num (others are omitted due to
space limitations). The orange items in both 𝑡124 and 𝑡342 indicate
value negation items for the Relationship attribute.

After transforming the remaining data points, the gFIM algo-
rithm is applied to the augmented transactions to generate expla-
nation candidates, as shown in Table 2. These candidates are then
further processed to obtain an optimal set of cluster explanations
(see Figure 2), as detailed below.

4.3 Generating Explanations with gFIM

We next describe how we mine cluster explanations using a gFIM
algorithm, employed on the augmented transactions we generated
as described above. Recall that a gFIM algorithm [31, 54], as de-
scribed above, takes as input a set of transactions 𝑇 = 𝑡1, 𝑡2, . . . ,
each containing a set of discrete items, associated with some cate-
gories in an additionally provided item-category taxonomy. It also
takes as input the maximal itemset size 𝑚𝑎𝑥𝑠𝑖𝑧𝑒 , and a support

threshold𝑚𝑖𝑛𝑠𝑢𝑝 . The support of an itemset 𝐼𝑆 ⊆ I is defined by:
𝑠𝑢𝑝𝑝𝑜𝑟𝑡 (𝐼𝑆) = | {𝑡 |𝑡 ∈𝑇∧𝐼𝑆⊆𝑡 } ||𝑇 | .

The gFIM algorithm mines a set of frequent generalized itemsets,
IS∗, where each resulted itemset 𝐼𝑆∗ ∈ IS∗ , has 𝑠𝑢𝑝𝑝𝑜𝑟𝑡 (𝐼𝑆∗) ≥
𝑚𝑖𝑛𝑠𝑢𝑝 and |𝐼𝑆∗ | ≤ 𝑚𝑎𝑥𝑠𝑖𝑧𝑒 .

We next detail our explanations generation process, in which
we apply a gFIM algorithm on the augmented transactions, then
process the resulted itemsets into effective cluster explanations.
Refer to Algorithm 2 for pseudo code.

For each cluster 𝑐 ∈ 𝐶 , we first consider the transaction subsets
𝑇𝐷𝑐 , which only contains transactions 𝑡𝑖 that are labeled with cluster
𝑐 . We then apply the gFIM algorithm on 𝑇𝐷𝑐 , together with the
intervals taxonomy T , a minimal support of𝑚𝑖𝑛𝑠𝑢𝑝 = 𝜃𝑐𝑜𝑣 , and
itemset size limit𝑚𝑎𝑥𝑠𝑖𝑧𝑒 = 1

𝜃𝑐𝑜𝑛
. The gFIM algorithm returns a

set IS𝑐 of generalized frequent items with a support value greater
than𝑚𝑖𝑛𝑠𝑢𝑝 and size under𝑚𝑎𝑥𝑠𝑖𝑧𝑒 .

We then further process the set IS𝑐 in order to generate the
optimal explanations E∗𝑐 based on the following observation.

Observation 1. Each 𝐼𝑆 ∈ IS𝑐 is equivalent to an explanation

candidate 𝐸𝑐 , having 𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒 (𝐸𝑐 ) ≥ 𝜃𝑐𝑜𝑣 and 𝐶𝑜𝑛𝑐𝑖𝑠𝑒𝑛𝑒𝑠𝑠 (𝐸𝑐 ) ≥
𝜃𝑐𝑜𝑛

Intuitively, in each itemset 𝐼𝑆 , singular items of the form ⟨𝑎, 𝑥𝑖,𝑎
correspond to equality predicates of the form ⟨𝑎,=, 𝑥𝑖,𝑎⟩; general-
ized items ⟨𝑎, [𝛼, 𝛽] are equivalent range predicates of the form
⟨𝑎, between, [𝛼, 𝛽]⟩; and categorical value negations of the form
¬⟨𝑎, 𝑣⟩ are inequality predicates, i.e., ⟨𝑎,≠, 𝑣⟩.

Naturally, the coverage of 𝐸𝑐 is higher than 𝜃𝑐𝑜𝑣 , since the sup-
port of 𝐼𝑆𝑐 is guaranteed (by the gFIM algorithm) to be higher than
𝜃𝑐𝑜𝑣 . Similarly, the conciseness score 𝐸𝑐 is higher than 𝜃𝑐𝑜𝑛 , since
we limit the maximal size of the itemset using 1

𝜃𝑐𝑜𝑛
.

Let E𝑐 be the candidate explanations generated from transform-
ing the gFIM output IS𝑐 to a conjunction of predicates as ex-
plained above. Then, in order too obtain the subset E∗𝑐 ⊆ E𝑐
of optimal explanations for cluster 𝑐 , we only need to filter the
candidate explanations using the separation error threshold 𝜃𝑠𝑒𝑝
then find the Pareto optimal explanations , w.r.t. coverage, sep-
aration error and conciseness. The latter step is done using the
skyline operator [6] on the filtered candidate explanations set,
𝑆𝐾𝑌𝐿𝐼𝑁𝐸𝐸∈E𝑐 (Coverage, SepError,Conciseness).

The results of the skyline operator retrieves the final desired set
of explanations E∗𝑐 (see an example explanation for Cluster 0 and
Cluster 1 from our running example in Figure 2).

Cost Discussion. The overall computational cost associated with
the Cluster-Explorer explanation generation process primarily
aligns with the cost of the gFIM algorithm. The preprocessing
phase (transaction augmentation) and the postprocessing phase
(conversion back to predicates and skyline computation) exhibit
linear or small polynomial costs, whereas the cost of gFIM can be
exponential in the number of items (+ generalized items) [54, 55].

Cluster-Explorer effectively neutralizes the potentially high
costs of gFIM by naturally restricting the number of considered
items. This restriction arises from the relatively high minimum
support (𝑚𝑖𝑛𝑠𝑢𝑝) threshold used, which is aligned with the targeted
explanation coverage threshold 𝜃𝑐𝑜𝑣 . Unlike conventional gFIM
applications, where users might choose low support thresholds
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Dataset Name #Rows # Attr.

Urban Land Cover 168 148
DARWIN 174 451
Wine 178 13
Flags 194 30
Parkinson Speech 1040 26
Communities and Crime 1994 128
Turkiye Student Evaluation 5820 33
in-vehicle coupon recommendation 12684 23
Human Activity Recognition 10299 561
Quality Assessment of Digital Colposcopies 30000 23
RT-IoT2022 123117 85
Gender by Name 147270 4
Multivariate Gait Data 181800 7
Wave Energy Converters 288000 49
3D Road Network 434874 4
Year Prediction MSD 515345 90
Online Retail 1067371 8
MetroPT-3 Dataset 1516948 15
Taxi Trajectory 1710670 9
Table 3: List of UCI Datasets [59] and their properties

(e.g., 0.01 to 0.05), such settings are impractical in our context due
to the need for explanations that adequately cover the majority of
data points within a cluster.

To further reduce the number of items processed and thereby
lower computational costs, we next introduce an attribute selection

technique used in Cluster-Explorer.

4.4 Attribute Selection Optimization

One of the most crucial dataset properties affecting frequent itemset
mining on relational data is the number of attributes, as the number
of attributes directly influences the number of items (key-value
pairs) [24]. To mitigate this effect, Cluster-Explorer introduces a
simple yet effective attribute selection technique based on feature
importance calculation [71], where we focus on the most pivotal
attributes for each cluster 𝑐 ∈ 𝐶 .

Our attribute selection method is applied once for a dataset 𝐷
and used for generating explanations for all clusters in 𝐶 .

For each cluster 𝑐 ∈ 𝐶 , we train a binary decision tree classifier
𝑀𝑐 (𝑋,CL(𝑥) = 𝑐), i.e., predicting if a data point is labeled as 𝑐 (true)
or not (false). We define the maximal depth to be 1

𝜃𝑐𝑜𝑛
. To obtain an

importance score for each attribute 𝑎 ∈ 𝐴, we calculate the mean
Gini impurity [7] score (known as Gini importance) 𝐺𝑐 (𝑎), and
select the top𝑛attr attributes.We then average the Gini scores across
all models𝑀𝑐 to obtain the final importance score attr-score(𝑎) =∑

𝑐∈𝐶 𝐺𝑐 (𝑎)
|𝐶 | . Finally, we select the top 𝑛attr features obtaining the

highest attr-score.
Note that our importance measure assigns equal weights to all

clusters, thus avoiding bias towards larger clusters that may hinder
the explanation quality for smaller ones. In our implementation of
Cluster-Explorer, we set 𝑛𝑎𝑡𝑡𝑟 to be proportional to the concise-
ness threshold 𝜃𝑐𝑜𝑛 , using a scaling parameter 𝑝 : 𝑛attr = ⌊ 1

𝜃𝑐𝑜𝑛
×𝑝⌋.

As detailed in Section 5, we experiment with 1 ≤ 𝑝 ≤ 2 and
compare the results to the exact computation, where 𝑛attr = |𝐴|.
Our results are highly positive, showing that our attribute-selection
optimization allows for an average speedup of 14.4X, and may reach

PID Scaling OneHot PCA Clustering Algorithm

1 ✓ ✓ ✓ K-Means
2 ✓ ✓ ✗ K-Means
3 ✗ ✓ ✓ K-Means
4 ✗ ✓ ✗ K-Means
5 ✓ ✓ ✓ DBSCAN
6 ✓ ✓ ✗ DBSCAN
7 ✗ ✓ ✓ DBSCAN
8 ✗ ✓ ✗ DBSCAN
9 ✓ ✓ ✓ Birch
10 ✓ ✓ ✗ Birch
11 ✗ ✓ ✓ Birch
12 ✗ ✓ ✗ Birch
13 ✓ ✓ ✓ Spectral
14 ✗ ✓ ✓ Spectral
15 ✓ ✓ ✓ Affinity Propagation
16 ✗ ✓ ✓ Affinity Propagation

Table 4: Clustering pipelines used in our experiments

up to 26X or higher for larger datasets, while negligibly affecting
the quality of the explanations (see Section 5.2).

5 EXPERIMENTS

We evaluated Cluster-Explorer on 98 clustering results, compar-
ing its explanation quality and runtime to several XAI baselines,
with an additional user study to validate the quality assessment.
Our results shows that Cluster-Explorer produces superior expla-
nations, with a 12X better running times than the closest baseline.
Further examining the effectiveness of attribute selection, we show
it achieved a 14.4X speedup with minimal impact on quality.

5.1 Experimental Setup

We next describe our benchmark dataset of clustering results, the
explanation quality measures we use, the prototype implementation
of Cluster-Explorer, and the baselines approaches.

Benchmark Dataset. To evaluate Cluster-Explorer, we devel-
oped a benchmark dataset containing 98 clustering results obtained
from 16 different clustering pipelines using 5 clustering algorithms,
applied to 19 datasets. We used publicly available dataset from the
UCI collection [59], chosen to ensure a wide range of data shapes:
Lengths between 168 and 1.7M rows, and width between 4 and 561
columns. See Table 3 for exact details.

Table 4 details the exact steps used in each pipeline, each com-
prises a combination of the following steps: (1) Standard scaling
for numeric columns, (2) One-hot encoding for categorical data,
(3) Dimensionality reduction using PCA [16] to a number equal
to 90% of the original columns, and (4) Applying one of five com-
mon clustering algorithms: K-Means [38], DBSCAN [18], Birch [69],
Spectral Clustering [60], and Affinity Propagation [21]. All cluster-
ing pipelines were executed over all 19 dataset, returning for each
dataset 𝐷 = ⟨𝑋,𝐴⟩ a clustering label function 𝐶𝐿(𝑥) for the data
points 𝑋 . Finally, we filtered out unsuccessful clustering results
where the distance between in-cluster data points is similar to that
of different-cluster data points, to avoid explaining close-to-random
results. This was implemented by calculating the silhouette coef-
ficient [49] 𝑆𝐶 (𝑋,𝐶𝐿(𝑥)) and filtering out clustering results with
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low scores, below 0.1. The final benchmark collection includes 98
clustering results instances.

Evaluating Metrics. Based on the clustering explanations quality
criteria described in Section 3.2, we use a unified Quality Score for
an Explanation (QSE) which balances the coverage, separation error,
and conciseness. QSE is defined for a single cluster explanation by:

QSE(𝐸𝑐 ) =
Coverage(𝐸𝑐 ) + (1 − SeparationErr(𝐸𝑐 )) + Conciseness(𝐸𝑐 )

3
Recall that Cluster-Explorer (as well as the baselines intro-

duced below) may produce multiple explanations for each clus-
ter. Given the results of a clustering pipeline, 𝐶𝐿(𝑥), we use each
baseline to generate a set of explanations for each cluster. Let
𝐸𝑋𝑎𝑙𝑙 = {E𝑐 | ∀𝑐 ∈ 𝐶} be the set of all explanation sets pro-
duced by the baseline for a given clustering results instance. We
then aggregate the QSE scores for 𝐸𝑋𝑎𝑙𝑙 by calculating the average
score of the best explanation generated for each cluster:

𝑄𝑆𝐸 (𝐸𝑋𝑎𝑙𝑙 )
∑
E𝑐 ∈𝐸𝑋𝑎𝑙𝑙

max𝐸𝑐 ∈E𝑐 𝑄𝑆𝐸 (𝐸𝑐 )
|𝐶 |

We also measure the execution time of each baseline, as the time
it takes to generate all cluster explanations 𝐸𝑋𝐴𝐿𝐿 .

Cluster-Explorer Implementation & Configuration. Cluster-
Explorer is implemented in Python 3.10. It uses Pandas [45] to
store and manipulate the dataset and NumPy [29] and calculate
gFIM via the Pythonic implementation for Apriori1. We have made
the source code available in [57]. The experiments were conducted
on a Windows 10 laptop with 32GB RAM and 3.6 GHz CPU.

As for the Cluster-Explorer configuration, we used the at-
tribute selection method (as described in Section 4.4), using 𝑝 = 1,
for both quality and running times experiments. The thresholds
configuration used is: coverage threshold 𝜃𝑐𝑜𝑣 = 0.8; separation
error threshold 𝜃𝑠𝑒𝑝 = 0.3; and conciseness threshold 𝜃𝑐𝑜𝑛 = 0.2,
allowing for a maximum of 5 predicates in each explanation. These
thresholds, when possible, were used for the baseline approaches
as described below.

Baseline Approaches. We compared Cluster-Explorer to sev-
eral XAI baselines [12, 15, 22, 40, 48]. For the first two, we fitted
an auxiliary XGBoost [11] model to predict clustering labels, then
used the baselines to explain its results. The third baseline followed
a similar approach but used a Random Forest internally. The fourth
baseline uses a simpler auxiliary model – a standard decision tree.

We next describe the baselines in more detail.
1. SHAP [40]: SHAP is a highly popular game-theoretic approach
for explaining individual predictions of machine learning models.
SHAP provides an importance score for each attribute-value pair
of a given data point 𝑥 and the model prediction𝑀 (𝑥).

To utilize SHAP for deriving cluster explanations, we first employ
XGBoost [11] to fit the clustering labels𝐶𝐿(𝑋 ). Then, to produce ex-
planations for each individual cluster, we calculate the SHAP scores
of all correct predictions for a given cluster, i.e., where𝑀 (𝑥) = 𝑐 (we
limited the number of samples to 2000 due to expensive execution
costs). Since SHAP scores are computed for each attribute-value
pair, we applied equal-width binning to each numeric attribute

1https://efficient-apriori.readthedocs.io/en/latest/

and calculated the average SHAP value for each bin. We returned
as explanations the conjunction of the top-𝑖 bins (or categorical
key-value pairs), for 1 ≤ 𝑖 ≤ 1

𝜃𝑐𝑜𝑛
.

2. Anchors [48]: The Anchors framework is a more recent solution
for local explanations, aiming to provide more concise and mean-
ingful explanations than previous solutions such as SHAP [40] and
LIME [47], which provide an importance score for each feature-
value combination. In Anchors, the explanations are provided as
decision rules that “anchor” the prediction, i.e., changes made to
other attributes or ranges that do not appear in those rules do not
affect the model outcome. For this baseline, we also utilize an XG-
Boost model to fit the cluster labels and then produce the anchors
(decision rules) for the data points of each cluster. Since rules are
produced for individual data points, we return a sample of 20 such
explanations for each cluster.
3. SkopeRules

2: SkopeRules is an open-source library for gen-
erating decision rules that characterize a target class, specifically
identifying class instances with high precision. The SkopeRules
code is based on a line of previous research for extracting decision
rules from ensemble learning models [12, 22]. According to their
documentation, SkopeRules utilizes a Random Forest model to fit
the class labels and then mines a diverse set of rules from the indi-
vidual decision trees generated by the model. The program allows
setting the trees’ depth, thereby limiting the explanations’ size, as
well as thresholds for precision and recall (we used 1

𝜃𝑐𝑜𝑛
, 𝜃𝑐𝑜𝑣 , and

1 − 𝜃𝑠𝑒𝑝 for those thresholds).
4. Decision-Tree Explanations: Last, inspired by the notion of
ML interpretability [15], we devise an additional baseline based on
fitting a simple decision tree model to the cluster labels. Unlike the
previous baselines, which utilize a complex tree ensemble model
(XGBoost) coupled with an external explanation framework, the
decision tree model is simple and easy to interpret.

We derive cluster explanations by first fitting a binary decision
tree with a maximum depth of 1

𝜃𝑐𝑜𝑛
, then returning all tree paths

from root to leaf as cluster explanations.

5.2 Experiment Results

We next detail our results, examining first the quality of generated
explanations, then the running times comparison, and finally, the ef-
fect of our attribute-selection optimization on both the explanation
quality and running times.

5.2.1 ExplanationQuality Evaluation (Automatic). Figure 4a depicts
the explanation set QSE score for each baseline, averaged across
all 98 clustering result instances along with a vertical error bar
reporting the .95 confidence interval. First, we note that the two
baselines based on local explanations for supervised models—SHAP
and Anchors—both demonstrate inferior results, with scores of 0.32
and 0.35, respectively. Decision tree explanations, based on the
interpretability-by-design approach, achieve a higher average QSE
of 0.58, surpassing SHAP and Anchors but still significantly lower
than SkopeRules and Cluster-Explorer. SkopeRules, which mines
rules from a more complex Random Forest model, achieves higher
QSE scores (0.72) than the simple decision tree but is still 13 points

2https://github.com/scikit-learn-contrib/skope-rules
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(a) Average QSE (b) Average Score for each metric (c) Average QSE per Clustering Algorithm

Figure 4: Combined figures illustrating QSE and metrics analysis.

Figure 5: User Study Results

lower than Cluster-Explorer, which attains the highest average
QSE of 0.84.

In Figure 4b we further report the average maximal score ob-
tain for each metric individually. Cluster-Explorer achieves the
highest scores across all individual metrics. Comparing baselines,
see, for example, that SkopeRules shows a comparable separation
error (0.11, only 0.03 higher than Cluster-Explorer) – but falls
behind in coverage (0.76 vs. 0.82) and conciseness (0.51 vs. 0.84),
whereas Decision Tree explanations are rather concise (0.67) with
fair coverage (0.68) but suffer from a much higher separation er-
ror (0.61). Next, we analyze the distribution of QSE scores across
different clustering algorithms, as shown in Figure 4c. Cluster-
Explorer again outperforms the other baselines, but, interestingly,
the results slightly vary: The highest performance is achieved for
K-Means clusters (0.91), while the lowest is observed for Affinity
Propagation (0.77). This variation can be intuitively attributed to
the differences in cluster shapes: K-Means generates spherical clus-
ters centered around distinct points, whereas Affinity Propagation,
which employs a message-passing approach [21], produces clusters
with more complex and irregular shapes. Similar differences in QSE
scores are observed for the additional baselines as well.

5.2.2 User Study. To further validate the quality of the expla-
nations, we conducted a small-scale user study. We recruited 12
participants by public calls targeting computer science students or
graduates familiar with data analysis and/or data science. For the
datasets Wine, Turkiye student evaluation, Communities and Crime,
we randomly selected 12 clustering pipeline results for evaluation.
We chose these datasets due to their moderate complexity, ensuring
participants could understand the data and its attributes without
requiring additional time or effort.

Each participant was first introduced to the data and its attributes,
followed by a visualization of the clustering pipeline results in a
two-dimensional plot (as in Figure 1). Subsequently, we presented a
series of cluster explanations generated by the following methods:
Cluster-Explorer, SkopeRules, Decision-Tree, and an alternative
non-rule-based approach using cluster centroids (i.e., the data point
closest to the cluster mean). We excluded Anchor and SHAP as their
explanations consistently yielded significantly lower QSE scores as
described above. For all rule-based approaches (Cluster-Explorer,
SkopeRules, and Decision-Tree), we additionally described the ex-
planation coverage and separation error rates (phrased as in Figure 2)
to provide further context for evaluation. Participants were then
asked to rate the quality of each explanation on a scale from 1
(low) to 7 (high) without knowing the associated method used to
generate the explanations. They were also required to justify their
ratings through free-text responses. Each participant evaluated
three cluster explanations per dataset, resulting in a total of 36 user
evaluations, equally distributed over the 12 clustering results.

The average user scores are presented in Figure 5 (with vertical
lines depicting .95 CI). Participants unanimously preferred rule-
based explanations, with cluster centroids receiving the lowest av-
erage score of 1.72. Notably, the user scores ranking is strongly cor-
related with the average QSE scores: Cluster-Explorer achieved
the highest average score of 5.97, compared to 3.7 for SkopeRules
and 3.33 for Decision Tree.

Analyzing the participants’ justification for their ratings,Cluster-
Explorerwas consistently rated as the best approach due to its com-
bination of high coverage, accuracy, and diversity of explanations.
SkopeRules was appreciated for its accuracy (i.e., low separation
error) but was criticized for limited coverage and lack of explana-
tion variety. Decision Tree was noted for its concise explanations
but was penalized for significantly higher error rates. Explanations
based on centroids were generally considered overly complex and
not user-friendly, compared to the rule-based approaches.

5.2.3 parameters effect on explanations quality. We further investi-
gate the effect of data and problem complexity on the QSE score.

Figure 6 shows average QSE scores as a function of the number
of rows, columns, and clusters. The decision tree baseline is most
affected, with QSE scores dropping by 54.8%, 25.5%, and 48.7% as
rows, columns, and clusters increase, respectively, reflecting its
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(a) QSE vs. Number of Rows (b) QSE vs. Number of Columns (c) QSE vs. Number of Clusters

Figure 6: Average QSE scores as a factor of the number of rows, columns, and clusters

Figure 7: QSE vs. Num. of Clusters(Simulated)

limitations for large, complex datasets [4, 14]. Other baselines also
degrade with data complexity: SkopeRules drops by 14.1%, 11.4%,
and 27.4%, Anchors by 35.9%, 51.7%, and 55.2%, and SHAP by 34.2%,
39.7%, and 41.6% for datasets with over 1M rows, 100 columns, and
15 clusters, respectively. In contrast, Cluster-Explorer remains
stable, with minor decreases of 6.3%, 4.4%, and 9.4%.

Finally, to take a closer look at the performance as a function of
the number of clusters, we conducted additional experiments on
simulated datasets. In our benchmark of real datasets, all pipelines
producing more than 20 clusters yielded Silhouette scores below
the acceptable threshold (≤ 0.1). To address this, we generated
artificial datasets using the method from [46], each with 10K rows,
10 columns, and between 10 to 70 centroids. We then executed
all clustering pipelines (see Table 4), resulting in 5490 clustering
results with Silhouette scores ≥ 0.1. Figure 7 illustrates the average
QSE of the baselines as a function of the number of clusters. While
all baselines show a decline in quality as the number of clusters
increases, Cluster-Explorer exhibits the most moderate decline,
achieving a mean QSE of 0.59 for the cases of 70 clusters, compared
to 0.43 for SkopeRules and less than 0.05 for the remaining baselines.

5.2.4 Running Times Evaluation. We further compare the running
times of Cluster-Explorer against the four additional baselines.
Figure 8 depicts the average time (in minutes) took for each baseline
to return all cluster explanations (i.e., 𝐸𝑋𝐴𝐿𝐿 = {E𝑐 | ∀𝑐 ∈ 𝐶}), as a
factor of the number of rows, columns and resulted clusters.

Naturally, we observe a running time increase for all baselines
as the number of rows increases (Figure 8a). Similar trends are
observed for increasing the umber of columns (Figure 8b), and the
number of clusters (Figure 8c). As expect, the most simple decision
tree is indeed the fastest in generating explanations, with an average
running time of 6.3 seconds (however, recall that the quality of
explanations is significantly subpar compared to SkopeRules and
Cluster-Explorer). Also see that the more complex frameworks
of SkopeRules and Anchors demonstrate the slowest running times:
SkopeRules runs in more than 10 minutes on most settings (except
for datasets with less than 1K row and 10 columns), and Anchors
often exceeds 20 minutes.

In contrast, the running times of Cluster-Explorer are signifi-
cantly better (roughly on par with SHAP), with an average running
time of 55.8 seconds. In particular, it took Cluster-Explorer an
average of 2.86 minutes to compute all explanations for for datasets
larger than 1M rows (compared to, e.g., 24 minutes by SkopeRules).
This is due to the effectiveness of the attribute selection optimiza-
tion (See Section 4.4) which dramatically decreases running time
compared to the exact calculation of Cluster-Explorer (see be-
low) – obtaining 12.6X faster times, on average, than the closest
baseline in terms of quality.

5.2.5 Attribute Selection Effect on ExplanationsQuality and Genera-
tion Times. We analyzed the effectiveness of our attribute selection
optimization compared to the exact calculation, varying the param-
eter 𝑝 (which controls the number of attributes used relative to the
conciseness threshold 𝜃𝑐𝑜𝑛).

Figure 9 shows that while the exact Cluster-Explorer achieves
the highest average QSE score (0.86), the optimized versions with
1 ≤ 𝑝 ≤ 2 perform nearly as well, with 𝑝 = 1 achieving 0.85 on
average. The largest gap occurs for datasets with ≤ 10 columns,
where the exact method scores 0.93 compared to 0.87 for 𝑝 = 1, but
this difference is less critical due to the shorter runtime of the exact
method for small datasets.

In terms of running time, as depicted in Figure 10, the optimiza-
tion provides substantial speedups for larger datasets. For datasets
with over 1M rows, the optimized Cluster-Explorer achieves a
26.9X improvement, and for datasets with more than 100 columns,
the average improvement is 19.7X. Overall, the optimization re-
duces runtime by 14.4X on average, cutting the exact calculation
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(a) Runtime vs. Number of Rows (b) Runtime vs. Number of Columns (c) Runtime vs. Number of Clusters

Figure 8: Explanations generation times (for all clusters) as a factor of the number of rows, columns, and clusters.

(a) QSE vs. Number of Rows (b) QSE vs. Number of Columns (c) QSE vs. Number of Clusters

Figure 9: The effect of 𝑝 on the QSE as a factor of the number of rows, columns, and clusters

(a) Runtime vs. Number of Rows (b) Runtime vs. Number of Columns (c) Runtime vs. Number of Clusters

Figure 10: The effect of 𝑝 on running times as a factor of the number of rows, columns, and clusters

time from 13.42 minutes to just 55.8 seconds, with minimal impact
on QSE scores (<0.1 difference).

6 CONCLUSION

Cluster-Explorer is a novel framework for post-hoc, rule-based
explanations of clustering results. It is independent of specific clus-
tering algorithms and avoids using auxiliary ML models for cluster
labels. To produce explanations, Cluster-Explorer first augments
the original data with predicates representing numeric intervals

and categorical negations, then effectively mines generalized fre-
quent itemsets from the data. An attribute selection optimization
further reduces computational cost by limiting items considered.
Experiments on 98 clustering results and a user study demonstrate
its effectiveness over existing solutions.

In future work, we plan to incorporate disjunctions, predict
which thresholds to use for coverage and separation error, investi-
gate semantic-based evaluation for explanations, and develop tar-
geted solutions for local explanations as well as for more complex
cluster structures such as hierarchical and density based clustering.
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