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ABSTRACT
Heterogeneous information networks (HINs) are prevalent in vari-

ous domains, including bibliographic information networks, social

media, and knowledge graphs. As a fundamental topic in HIN min-

ing, community mining has found various real applications, such as

recommendation, biological data analysis, and event organization.

Most existing works often rely onmeta-paths, relational constraints,

spectral partitioning, label propagation, and network representa-

tion to define the communities. However, almost all these works do

not explicitly consider the structural similarity between vertices,

which plays a vital role in modeling communities and also ignore

the specific roles of vertices. In this paper, we propose a novel com-

munity model, called structurally similar community (SSC), which
models the HIN communities by explicitly considering the struc-

tural similarity between vertices. In particular, SSC can not only

support various structural similarity measures, but also identify

different roles of the vertices in the community, such as cores, non-

cores, hubs, and outliers. Based on the SSC, we develop fast online

and index-based algorithms that support both efficient searching

and detecting SSCs in large HINs, where the former one searches an

SSC containing a specific query vertex while the latter one detects

all the SSCs from the HIN. Extensive experiments on real-world

datasets demonstrate the effectiveness of SSC model in revealing

meaningful communities and the high efficiency of our proposed

algorithms.
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1 INTRODUCTION
Heterogeneous information networks (HINs) are networks with

multiple typed objects and links denoting different relations [34, 64],

which are prevalent in bibliographic networks [63, 70], IMDBmovie

networks [66, 88], e-commence networks [26], and knowledge
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Figure 1: An example HIN of the DBLP network.

graphs [27]. Figure 1 depicts an example HIN of the DBLP net-

work with four types of vertices, i.e., author (𝐴), paper (𝑃 ), topic

(𝑇 ), and venue (𝑉 ), where the directed lines denote the semantic

relationships between these objects. For example, the author 𝑎1 has

written a paper 𝑝1, which mentions the topic 𝑡1.
As a fundamental topic in graph mining, community mining

has received tremendous attention in recent years [25, 28, 29, 57].

Conceptually, a community is a group of vertices densely connected

internally and loosely associated with vertices outside the group.

Mining communities from HINs have found various real applica-

tions, including event organization, friend recommendation, and

biological data analysis [22, 58]. Generally, the existing works of

community mining over HINs can be classified into community
search (CS) [27, 41, 54, 78, 97] and community detection (CD) [69, 71–
73, 73, 95], where the former one aims to search a community con-

taining a specific query vertex, while the latter one often detects

all the communities from the HIN.

To search for and detect communities in HINs, Fang et al. [27, 41]

proposed using meta-paths to model the link relationships between

vertices, along with a minimum degree constraint to ensure cohe-

siveness. Similarly, Jian et al. [40] employed relational constraints to

search for communities consisting of vertices from multiple types.

Besides, Sun et al. [72] proposed to cluster objects of a target type

using weighted meta-paths. Nevertheless, none of these prior works

has explicitly considered the structural similarity between vertices,

which is crucial for mining communities [85]. In the literature,

many similarity measures have been developed, e.g., PathSim [70],

HeteSim [62], and StructSim [39], which are effective for measuring

the similarity between vertices in the HINs from different angles.

Besides, these works ignore the specific roles of vertices such as

cores, non-cores, hubs, and outliers. In Figure 1, for example, both

vertex pairs (𝑎1, 𝑎2) and (𝑎3, 𝑎4) can be linked via instances of the

meta-path “𝐴𝑃𝐴”, but the former one exhibits a higher structural

similarity since its two authors co-authored a paper 𝑝1 and only col-

laborated with each other, showcasing a higher closeness compared

to the latter pair. Also, the vertex 𝑎4 plays the role of hub between

two different communities 𝐶1 = {𝑎1, 𝑎2, 𝑎3} and 𝐶2 = {𝑎5, 𝑎6, 𝑎7}.
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As shown in previous works of mining communities from homo-

geneous graphs, the structural similarity is effective for modeling

network communities. For example, as a classic and popular CD

method, SCAN [85] explicitly considers the structural similarity by

using neighbor sets, and requires that each core vertex of the com-

munity has at least 𝜇 𝜖-neighborhoods, where an 𝜖-neighborhood

is a neighborhood whose structural similarity with it is at least 𝜖 ,

and 𝜇 > 0 and 𝜖 > 0 are user-specific parameters. Particularly, it

is capable of identifying the four different roles of vertices in the

network [1], i.e., core, non-core, hub, and outlier vertices, where the
first two roles are used to distinguish the importance of vertices in

a community, hubs are vertices connecting different communities,

and outliers do not belong to any community. These four roles are

formulated based on the concepts of Jaccard structural similarity
and 𝜖-neighborhood in homogeneous graph. Due to the existence

of multiple vertex and edge types in the HIN, these two concepts

cannot be directly applied for the HIN, and none of existing works

has formally defined the concept of 𝜖-neighborhood for HINs.

SSC model.Motivated by the above, in this paper, we propose

a novel community model, called Structural Similar Community

(SSC), for the community with vertices of the same type. In the

HIN, the vertices and edges have different vertex types and edge

types respectively. The nature of the heterogeneity above makes

the similarity between two vertices of the same type have different

meanings when considering the different paths or subgraphs be-

tween them. For example, given two authors in a DBLP network,

their PathSim [70] similarity values could be different by using two

different meta-paths P1 = “𝐴𝑃𝐴”and P2 =“𝐴𝑃𝑉𝑃𝐴”. The hetero-

geneity in similarity motivates us to model the structural similarity

between two vertices as a multi-dimensional vector. We then for-

mulate the SSC model, in which each core vertex of the SSC has

at least 𝜇 neighbors whose multi-dimensional structural similarity

values surpass a threshold vector 𝝐 . The two main features of our

SSC model are as follows.

• A generic framework. SSC provides a generic framework to

support various similarity measures. In the literature, various HIN

vertex similarity measures have been developed [15, 39, 49, 62, 68,

70, 82, 92], and different measures have different emphases. For

example, PathSim [70] employs a symmetric meta-path to mea-

sure the semantic similarity between two vertices. Another classic

similarity measure is the Jaccard similarity, which measures the

semantic similarity between two vertices by using their shared local

𝑘-hop neighbors. For instance, in Figure 1, consider two authors

𝑎2 and 𝑎3 with 𝑘=2. They have 1 and 2 papers respectively, but

they only share 1 paper, so their Jaccard similarity on papers is

0.5. Similarly, their Jaccard similarity on topics is 1.0. As a result,

their similarity in papers and topics can be represented by a vector

𝝈 (𝑎2, 𝑎3) = [0.5, 1]⊤. Besides, such a multi-dimensional vector can

more accurately describe the similarity between vertices than a

single aggregated similarity value (e.g., average value), since di-

rectly aggregating similarities for different types of vertices can lose

semantic information. For instance, consider the pairs (𝑝1, 𝑝2) and

(𝑝2, 𝑝3) in Figure 1. Their similarity vectors on topics and venues

are 𝝈 (𝑝1, 𝑝2) = [1.0, 0.0]⊤ and 𝝈 (𝑝2, 𝑝3) = [0.0, 1.0]⊤, respectively.
However, if we aggregate the similarity values from different vertex

types by using an average value, their similarity values are the same

(i.e., 0.5), leading to no difference between these two pairs.

(a) Two SSCs, a hub, and an outlier (b) k-strata and 2-multi-strata of 𝑎1

Figure 2: Illustrating SSC and 𝑘-multi-strata.

• Identifying different roles of vertices. Existing HIN commu-

nity models, such as (𝑘,P)-core [86], HIC [97], and attribute-based

model [78], can only differentiate two roles of vertices in the net-

work, i.e., members or non-members of communities. In contrast,

our SSC model is able to identify four different roles: core, non-core,

hub, and outlier. Core and non-core vertices are part of communi-

ties, but the former ones play a more important role; hub vertices

bridge multiple communities; outlier vertices do not belong to any

community. In Figure 2(a), for example, when we use the threshold

𝝐 = [0.3, 0.7]⊤, the author 𝑎4 functions as a hub, since s/he does not
belong to any community, but is linked to the two communities that

contain 𝑎3 and 𝑎5 respectively. These roles are particularly useful

in many real applications [31, 48]. For instance, the outlier vertices

can be used for identifying anomaly [13, 33, 51, 94], while the hub

vertices are believed to play a crucial role in viral marketing and

epidemiology [18, 43, 81].

Despite the above advantages of SSC, computing SSCs from

large HINs is a very challenging task. First, computing the multi-

dimensional similarity between vertices is expensive because it

requires searching paths or multi-hop neighbors according to dif-

ferent similarity measures, and there may exist a large number of

paths or vertices between two vertices of the same type. Second, in

practice, the users may frequently explore the SSCs by varying the

values of the parameters, which leads to high costs. Thus, consid-

ering the huge sizes of real-world HINs, it is desirable to develop

efficient algorithms to retrieve SSCs.

Our technical contributions. To enable efficient retrieval of

SSCs, we propose an online CS algorithm that finds the SSC con-

taining a query vertex in a local search manner, along with some

effective pruning strategies. Our SSC model well caters to both

CS and CD, because it formulates communities by purely using

vertices’ similarity values and their related threshold. Thus, the

online CS algorithm can be easily extended as a CD algorithm by

repeating the CS process for the remaining vertices.

In real-world scenarios, users often need to frequently vary the

query parameters to find desirable communities in an HIN. There-

fore, we develop an index, called the SC-Index, to support frequent

queries. We first pre-compute the similarity values between all

the vertices, and then identify the nested property of core vertices

under different parameters, based on which we can compactly or-

ganize the core vertices under all the possible values of parameters.

We further develop an efficient index-based CS algorithm, which

searches the community by expanding from the query vertex and

core vertices. This algorithm can also be easily extended to ad-

dress the CD problem using the similar idea above. In addition, we

propose two algorithms to build the SC-index, and the advanced

one efficiently identifies the core vertices, by avoiding repeated

computation under some specific parameter values.

1426



We have performed extensive experiments on five real large HIN

datasets, and the results show that our SSC model is effective for

modeling real-world communities. Besides, the index-based CS al-

gorithm is up to three orders of magnitude faster than the online CS

algorithm. In addition, the advanced index construction algorithm

is two orders of magnitude faster than the basic algorithm.

Outline. We review the related works in Section 2 and formulate

the SSC model, and SSC search and detection problems in Section

3. In Sections 4 and 5, we introduce the online and index-based

SSC search algorithms, respectively. We present the experimental

results in Section 6, and finally conclude the paper in Section 7.

2 RELATEDWORK
In this section, we review of the related works of Community Search

(CS) and Community Detection (CD) on large graphs, respectively.

• Community Search (CS). Generally, CS aims to search for

high-quality communities containing the query vertices in an online

manner [17, 25, 27]. On homogeneous graphs, various cohesive

subgraph models are used for modeling the communities, such as

𝑘-core [2, 4, 17], 𝑘-truss [12, 23, 26, 42, 52, 93], 𝑘-clique [11, 16, 89]

and 𝑘-ecc (𝑘-edge connected component) [8, 35]. In particular, the

𝑘-core model is the most commonly used and has been extended

with methods that consider additional information [4, 24].

Recently, the topic of CS over HINs has attracted much attention

[20, 27, 30, 40, 59, 77–79, 96, 97]. There are two groups of existing

approaches for CS in HINs, according the two types of HINs: (1)

HINs in which each vertex has only one vertex type and edges

between different vertex types are uniform, and (2) HINs where ver-

tices or edges possess additional attributes, such as labeled graphs

[20, 96], attributed graphs [77, 78], and multi-layer graphs [30]. For

the first group, Fang et al. [27] introduced (𝑘,P)-core, which fo-

cuses on a specific type of vertices and requires that each vertex is

linked to at least 𝑘 other vertices with the same type via meta-paths.

Jiang et al. [41] studied CS over large star-schema HINs without

asking for specifying meta-paths. Besides, Jian et al. [40] searched

communities with vertices of multiple types by using relational

constraints and minimum degree constraint to ensure cohesiveness.

For the second group, the additional information of HINs, such as

keywords [59] and influence values [97] has also been considered

for CS. However, all these works do not explicitly consider vertex

similarity when modeling communities and also ignore the roles of

vertices in the HIN. In contrast, our SSC model well considers the

vertex similarity and different roles of vertices in the HIN.

• Community Detection (CD). On homogeneous graphs, var-

ious CD methods have been developed [3, 28, 29], such as spectral

clustering [19, 46, 84, 87], consensus clustering [32, 75], modularity

[14, 21, 56, 57], statistical inference [44, 60], and structural simi-

larity [6, 83, 85]. Among these methods, SCAN [85] differs from

others methods by explicitly considering the structural similarity

between vertices. It requires that each core vertex of the commu-

nity has at least 𝜇 𝜖-neighborhoods whose structural similarity

values with it are at least 𝜖 . Many works have further studied this

topic [9, 50, 55, 61, 67, 74, 76, 90]. For instance, GS
∗
-Index [83] im-

proves the efficiency by building an index. Although these methods

consider the similarity between vertices, they cannot be directly

applied to HINs due to the presence of multiple types of vertices

and edges.

CD methods over HINs [10, 53, 64, 65, 69–73, 86, 98, 99] can be

roughly divided into two groups according to vertex types in com-

munities. The first group aims to detect communities containing

objects with multiple types [10, 65, 69, 73], while the second group

[71, 72, 99] generates clusters of objects with a specific type. For

example, in the former group, Chen et al. [10] adopted incremental

approaches to cluster objects on star-schema HINs. In the second

group, Sun et al. proposed an algorithm to generate clusters of a

specific type of objects [71], and a user-guided algorithm [72] to

cluster objects of a target type; in [99], a social influence-based

clustering algorithm is presented. Nevertheless, these approaches

do not explicitly consider similarity when modeling the community

in the HIN, and also do not distinguish the four roles of vertices of

the community.

3 PROBLEM FORMULATION
We first formally formulate the SSC model and SSC search and

detection problems, and then present two HIN similarity measures.

3.1 Problem formulation
Definition 1 (HIN [70]). An HIN is a directed graphH = (𝑉 , 𝐸)

with a vertex type mapping function 𝜓 : 𝑉 → A and an edge type
mapping function 𝜙 : 𝐸 → R, where each vertex 𝑣 ∈ 𝑉 belongs to a
vertex type𝜓 (𝑣) ∈ A, and each edge 𝑒 ∈ 𝐸 belongs to an edge type
(also called relation) 𝜙 (𝑒) ∈ R, and |A| + |R| > 2.

AnHIN often follows a schema, which is a directed graph defined

over vertex types A and edge types R, denoted by 𝑇H = (A,R).
Before introducing the SSC model, we present the concept of

multi-dimensional structural similarity, which is pivotal in our SSC

model, as it enables the integration of various similarity measures

between vertices into a generic framework.

Definition 2 (Multi-dimensional structural similarity).

Given an HINH and two vertices 𝑢 and 𝑣 with the same type, their
multi-dimensional structural similarity is a vector

𝝈 (𝑢, 𝑣) = [𝝈1, · · · ,𝝈ℎ]⊤, (1)

reflecting their similarity from different aspects, where 𝝈𝑖 (𝑖 ∈ [1, ℎ],
ℎ ≥ 1, 𝝈𝑖 ∈ [0, 1]) is the value of the 𝑖-th dimension of similarity
vector.

Here, the value in each dimension of 𝝈 (𝑢, 𝑣) can be computed

by any existing HIN vertex similarity measure (e.g., PathSim [70],

HeteSim [62], HowSim [82]), and we will present two measures

used in this paper in Section 3.2.

For ease of comparison, given two vectors 𝒂1 and 𝒃 with same

dimensions, we use 𝒂 ≥ 𝒃 to indicate each dimension of 𝒂 is not

less than the corresponding dimension of 𝒃 ; 𝒂 > 𝒃 indicates 𝒂 ≥ 𝒃
with at least one dimension being strictly greater. Given a threshold

vector 𝝐 with |𝝐 | ∈ (0, 1], we introduce the concept of 𝝐-neighbor
to record the similar neighbors that meet the threshold constraint,

which is defined as:

Definition 3 (𝝐-neighbor). Given an HINH , a threshold vector
𝝐 , and a vertex 𝑢 ∈ H , the 𝝐-neighbor of 𝑢, denoted by 𝑁𝝐 [𝑢], is
defined as the subset of vertices with the same type as 𝑢, in which

1
In this paper, to represent a vector, we use a boldface letter or number (e.g., 𝒂 and 8).
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Table 1: Notations and meanings.

Notation(s) Meaning

H=(𝑉 , 𝐸 ) An HIN with vertex set𝑉 and edge set 𝐸

𝜓 (𝑣) , 𝜙 (𝑒 ) The vertex and edge type mapping functions

𝝈 (𝑢, 𝑣) The vector of multi-dimensional structural similarity be-

tween vertices 𝑢 and 𝑣

𝒂 An ℎ-dimensional vector

𝒂𝑖 The value of the 𝑖-th dimension of a vector 𝒂
𝝐, 𝜇 Parameters of SSC model

𝑁𝝐 [𝑢 ] A set of 𝜖-neighbors of vertex 𝑢

𝑁𝑠 [𝑢 ] The s-neighbors of vertex 𝑢

Γ (𝑢,𝑘 ) The 𝑘-multi-strata of vertex 𝑢

𝑁𝐺 [𝑢 ] The neighbors of vertex 𝑢 in the similarity graph

Φ[𝑢 ] The core threshold set (CTS) of vertex 𝑢

each vertex 𝑣 satisfies 𝝈 (𝑢, 𝑣) ≥ 𝝐 , i.e.,

𝑁𝝐 [𝑢] = {𝑣 |𝜓 (𝑣) = 𝜓 (𝑢),𝝈 (𝑢, 𝑣) ≥ 𝝐}. (2)

Note that the 𝝐-neighbor of 𝑢 includes itself. We also call a

vertex 𝑣 an s-neighbor of 𝑢 (𝑁𝑠 [𝑢]), if it has the same type with 𝑢

and 𝝈 (𝑢, 𝑣) > 0. Obviously, an 𝝐-neighbor must be an s-neighbor.

When the number of 𝝐-neighbors of a vertex is large enough, it
becomes a core vertex, defined as follows:

Definition 4 (Core vertex). Given a threshold vector 𝝐 and an
integer 𝜇 ≥ 2, a vertex 𝑢 is a core vertex if |𝑁𝝐 [𝑢] | ≥ 𝜇.

Reversely, if a vertex of an SSC is not a core vertex, then it is

called a non-core vertex. We next introduce the concept of structural

reachability and formulate our SSC model.

Definition 5 (Structural reachability). Given an HIN H ,
a threshold vector 𝝐 , and two vertices 𝑢 and 𝑣 with the target type, 𝑣
is structurally reachable from 𝑢, if there is a sequence of vertices
𝑣1, 𝑣2, . . . , 𝑣𝑙 (𝑙 ≥ 2) such that: 1) 𝑣1 = 𝑢, 𝑣𝑙 = 𝑣 ; and 2) for all
1 ≤ 𝑖 ≤ 𝑙 − 1, 𝑣𝑖 is a core vertex, and 𝑣𝑖+1 ∈ 𝑁𝝐 [𝑣𝑖 ].

Definition 6 (Structural Similar Community (SSC)). Given
an HINH , an integer 𝜇, and a threshold vector 𝝐 , an SSC is a set 𝐶
(|𝐶 | ≥ 2) of vertices with the same type, satisfying:

• Connectivity: For any two vertices 𝑣1, 𝑣2 ∈ 𝐶 , there is a ver-
tex 𝑢 ∈ 𝐶 such that both 𝑣1 and 𝑣2 are structurally reachable
from 𝑢.

• Maximality: If a core vertex 𝑢 ∈ 𝐶 , then all vertices that are
structurally reachable from 𝑢 also belong to 𝐶 .

For example, in Figure 2(a), given a specific 𝝐 and 𝜇 = 3, the solid

lines are used to indicate similarity between vertices exceeding

the threshold 𝝐 , whereas dashed lines represent similarity below.

We can deduce that 𝑎2’s 𝝐-neighbor 𝑁𝝐 [𝑎2] = {𝑎1, 𝑎2, 𝑎3} contains
enough vertices, making 𝑎2 be a core vertex. Since 𝑎3 and 𝑎5 are

not structurally reachable, two SSCs are formed: 𝐶1 = {𝑎1, 𝑎2, 𝑎3}
and 𝐶2 = {𝑎5, 𝑎6, 𝑎7}. After identifying all the SSCs, we can obtain

the sets of hub and outlier vertices, defined as follows.

Definition 7 (Hub and outlier vertices). Given an HINH
and a vertex 𝑢 ∈ H that does not belong to any SSC, if 𝑢 satisfies
𝝈 (𝑢, 𝑣) ≥ 0 for vertices 𝑣 in two or more different communities, then
𝑢 is a hub vertex; otherwise, it is an outlier vertex.

In the case of Figure 2(a), 𝑎4 is a hub vertex, since it connects two

different SSCs via vertices 𝑎3 and 𝑎5. Conversely, 𝑎8 is an outlier

vertex. Based on the SSC model, we now formally formulate the

problems of searching and detecting SSCs as follows.

Problem 1 (SSC search). Given an HIN H , an ℎ-dimensional
similarity measure (ℎ ≥ 1), an integer 𝜇 (𝜇 ≥ 2), an ℎ-dimensional
vector 𝝐 , and a query vertex 𝑞, return an SSC containing 𝑞.

Problem 2 (SSC detection). Given an HINH , an ℎ-dimensional
similarity measure (ℎ ≥ 1), an integer 𝜇 (𝜇 ≥ 2), an ℎ-dimensional
vector 𝝐 , and a target vertex type, return all SSCs inH and identify
the role of each vertex with the target type.

3.2 Two similarity measures for HIN vertices
We present two vertex similarity measures used in our paper. Note,

however, that other similarity measures (e.g., HeteSim [62] and

StructSim [39]) can also be used in our generic framework.

• PathSim [70]. This measure is defined based on the concept

of meta-path. A meta-path P is a path defined on an HIN schema

𝑇H = (A,R), denoted in the form 𝐴1

𝑅1−−→ 𝐴2

𝑅2−−→ · · · 𝑅𝑙−−→ 𝐴𝑙+1,
where 𝑙 is the length of P, 𝐴𝑖 ∈ A, and 𝑅𝑖 ∈ R (1≤ 𝑖 ≤ 𝑙). For

example, 𝐴𝑢𝑡ℎ𝑜𝑟
𝑤𝑟𝑖𝑡𝑒−−−−−→ 𝑃𝑎𝑝𝑒𝑟

𝑤𝑟𝑖𝑡𝑒−1−−−−−−−→ 𝐴𝑢𝑡ℎ𝑜𝑟 , abbreviated as

𝐴𝑃𝐴, denotes the co-authorship between two authors.

Definition 8 (PathSim [70]). Given a symmetric meta-path P
and two vertices 𝑥 and 𝑦, the PathSim similarity between 𝑥 and 𝑦 is:

𝑆𝑖𝑚P (𝑥, 𝑦) =
2 × | {𝑝𝑥⇝𝑦 : 𝑝𝑥⇝𝑦 ∈ P} |

| {𝑝𝑥⇝𝑥 : 𝑝𝑥⇝𝑥 ∈ P} | + | {𝑝𝑦⇝𝑦 : 𝑝𝑦⇝𝑦 ∈ P} |
(3)

where 𝑝𝑥⇝𝑦 is a path instance between 𝑥 and𝑦, 𝑝𝑥⇝𝑥 is that between
𝑥 and 𝑥 , and 𝑝𝑦⇝𝑦 is that between 𝑦 and 𝑦.

Therefore, given ℎ meta-paths (ℎ ≥ 1), we can represent the

multi-dimensional similarity between two vertices as a vector:

𝝈 (𝑢, 𝑣) = [𝑆𝑖𝑚P1 (𝑢, 𝑣), 𝑆𝑖𝑚P2 (𝑢, 𝑣), · · · , 𝑆𝑖𝑚Pℎ (𝑢, 𝑣) ]
⊤ . (4)

• Jaccard similarity. As shown in SCAN algorithm [85], given

two vertices 𝑢 and 𝑣 , their Jaccard similarity is defined as

𝑆𝑖𝑚 (𝑢, 𝑣) = |Γ (𝑢 ) ∩ Γ (𝑣) |
|Γ (𝑢 ) ∪ Γ (𝑣) | , (5)

where Γ(𝑢) is the neighbor set of 𝑢, including 𝑢 itself.

However, in the HIN, as vertices with the same type are often not

directly connected, we have to consider the multi-hop neighbors to

establish their relationship. Inspired by 𝑘-strata [91], we introduce
the concept of 𝑘-multi-strata to include the 𝑘-hop neighbors.

Definition 9 (𝑘-multi-strata). Given an HIN, an integer 𝑘 , and
a vertex 𝑢, 𝑢’s 𝑘-multi-strata is a multi-set of vertices,

Γ (𝑢,𝑘 ) = {Γ1 (𝑢,𝑘 ), Γ2 (𝑢,𝑘 ), · · · , Γℎ (𝑢,𝑘 ) } (6)

where each Γ𝑖 (𝑢, 𝑘) (𝑖 ∈ [1, ℎ]) contains a set of all the vertices with
the same type which are within the 𝑘-hop distances to 𝑢.

By considering the different vertex types in the𝑘-multi-strata, we

can define the multi-dimensional similarity between two vertices

as a vector:

𝝈 (𝑢, 𝑣) = [𝑆𝑖𝑚1 (𝑢, 𝑣), 𝑆𝑖𝑚2 (𝑢, 𝑣), · · · , 𝑆𝑖𝑚ℎ (𝑢, 𝑣) ]⊤, (7)

where 𝑆𝑖𝑚𝑖 (𝑢, 𝑣) = |Γ𝑖 (𝑢,𝑘 )∩Γ𝑖 (𝑣,𝑘 ) ||Γ𝑖 (𝑢,𝑘 )∪Γ𝑖 (𝑣,𝑘 ) | .
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Algorithm 1: Online SSC search algorithm.

Input: An HIN H(𝑉 , 𝐸 ) , a core vertex 𝑞, parameters (e.g., 𝜖 and 𝜇)

Output: An SSC𝐶 containing 𝑞

1 Obtain 𝑁𝑠 [𝑞 ] = {𝑣 |𝜓 (𝑣) = 𝜓 (𝑞),𝝈 (𝑞, 𝑣) ≥ 0) } ;
2 𝑠𝑑 (𝑞) ← 0, 𝑒𝑑 (𝑞) ← |𝑁𝑠 [𝑞 ] |;
3 𝐶 ← {𝑞},𝑄.𝑒𝑛𝑞𝑢𝑒𝑢𝑒 (𝑞) ;
4 while𝑄 ≠ ∅ do
5 𝑢 ← 𝑄.𝑑𝑒𝑞𝑢𝑒𝑢𝑒 ( ) ;
6 if CheckCore(𝑢) is true then
7 for each vertex 𝑣 ∈ 𝑁𝑠 [𝑢 ] do
8 if 𝑣 ∉ 𝐶 and 𝝈 (𝑢, 𝑣) ≥ 𝝐 then
9 𝐶 ← 𝐶 ∪ {𝑣},𝑄.𝑒𝑛𝑞𝑢𝑒𝑢𝑒 (𝑣) ;

10 for each vertex 𝑣 ∈ 𝑁𝑠 [𝑢 ] do
11 if 𝑣 is not explored then
12 Obtain 𝑁𝑠 [𝑣 ] = {𝑤 |𝜓 (𝑤 ) = 𝜓 (𝑣),𝝈 (𝑣, 𝑤 ) ≥ 0) } ;
13 𝑠𝑑 (𝑣) ← 0, 𝑒𝑑 (𝑣) ← |𝑁𝑠 [𝑣 ] |;
14 if 𝝈 (𝑢, 𝑣) ≥ 𝝐 then 𝑠𝑑 (𝑣) ← 𝑠𝑑 (𝑣) + 1 ;
15 else 𝑒𝑑 (𝑣) ← 𝑒𝑑 (𝑣) − 1 ;

16 return𝐶 ;

For instance, in Figure 1, 𝑎1’s 1-stratum is {𝑎1, 𝑝1}, the 2-strata in-
cludes {𝑎1, 𝑝1, 𝑡1}, and the 2-multi-strata is Γ(𝑎1, 2) = {Γ𝐴 (𝑎1, 2) =
{𝑎1}, Γ𝑃 (𝑎1, 2) = {𝑝1}, Γ𝑇 (𝑎1, 2) = {𝑡1}}, as depicted in Figure 2(b).

Similarly, we can obtain Γ(𝑎2, 2) and calculate 𝝈 (𝑎1, 𝑎2) = [0, 1, 1]⊤,
since 𝑆𝑖𝑚𝐴 (𝑎1, 𝑎2) = 0, 𝑆𝑖𝑚𝑃 (𝑎1, 𝑎2) = 1, and 𝑆𝑖𝑚𝑇 (𝑎1, 𝑎1) = 1.

4 ONLINE SSC SEARCH ALGORITHM
Our online algorithm performs a local search starting from the

query vertex 𝑞 in an iterative procedure. Specifically, we first check

whether 𝑞 is a member of an SSC by verifying the similarity con-

straints of 𝝐 and 𝜇. If it is not a member, then we return null;

otherwise, it is either a core vertex or a non-core vertex of an SSC.

In case 𝑞 is a core vertex, we use a queue, which is initialized with

𝑞, to enlarge the SSC by expanding 𝑞’s 𝝐-neighbors iteratively, as
shown in Algorithm 1. In case 𝑞 is a non-core vertex, we can first

identify its 𝝐-neighbors who are core vertices and run Algorithm 1

for each of these core vertices.

Particularly, in line with previous works [6], to speed up the

search process, we also use the concepts of similar-degree (sd) and
effective-degree (ed) to denote the lower and upper bounds of the

numbers of 𝝐-neighbor of a vertex. More precisely, 𝑠𝑑 (𝑢) is the
number of currently determined structurally similar neighbors of

𝑢 in the search process, while 𝑒𝑑 (𝑢) is the number of currently

maximum potentially structurally similar neighbors.

Algorithm 1 works for the case that 𝑞 is a core vertex. We first

obtain the s-neighbors of 𝑞 and initialize 𝑠𝑑 (𝑞) and 𝑒𝑑 (𝑞) (lines
1-2). Then, we initialize an SSC 𝐶 by 𝑞 and a priority queue 𝑄 by 𝑞

(line 3). The priority of a vertex 𝑢 is determined by 𝑒𝑑 (𝑢), where
a higher 𝑒𝑑 (𝑢) value implies a greater likelihood of 𝑢 becoming

a core vertex. Afterward, we use a while-loop to complete the

SSC expansion process (lines 4-15). Specifically, we first dequeue a

vertex 𝑢 and check whether 𝑢 is a core vertex (lines 5-6). If yes, we

enumerate 𝑢’s s-neighbors 𝑣 and add 𝑣 to the queue if 𝝈 (𝑢, 𝑣) ≥ 𝝐 ,
for the expansion in the next iteration (lines 7-9). Besides, for each

s-neighbors 𝑣 of 𝑢, we obtain its s-neighbors 𝑁𝑠 [𝑣], initialize 𝑠𝑑 (𝑣)
and 𝑒𝑑 (𝑣), and update their values (lines 10-15). Finally, the SSC is

returned when the expansion terminates (line 16).

Algorithm 2: CheckCore(𝑣)
1 if 𝑒𝑑 (𝑣) ≥ 𝜇 or 𝑠𝑑 (𝑣) < 𝜇 then
2 𝑠𝑑 (𝑣) ← 0, 𝑒𝑑 (𝑣) ← |𝑁𝑠 [𝑣 ] |;
3 for each vertex 𝑤 ∈ 𝑁𝑠 [𝑣 ] do
4 compute 𝝈 (𝑣, 𝑤 ) under the similarity measure;

5 if 𝝈 (𝑣, 𝑤 ) ≥ 𝝐 then 𝑠𝑑 (𝑣) ← 𝑠𝑑 (𝑣) + 1 ;
6 else 𝑒𝑑 (𝑣) ← 𝑒𝑑 (𝑣) − 1 ;

7 if 𝑠𝑑 (𝑣) ≥ 𝜇 or 𝑒𝑑 (𝑣) < 𝜇 then break;
8 Mark 𝑣 as explored;

9 if 𝑠𝑑 (𝑣) ≥ 𝜇 then return true;
10 return false

Note that to check whether a vertex 𝑣 is a core vertex, we use the

function CheckCore, as described in Algorithm 2. The key idea is to

verify whether there are 𝜇 vertices in s-neighbors whose similarity

values with 𝑣 are at least 𝝐 . During this process, we use the lower
bound 𝑠𝑑 (𝑣) and upper bound 𝑒𝑑 (𝑣) to achieve early termination.

Example 1. Consider the HIN in Figure 1 and let 𝑞=𝑎2, 𝜇=3, and
𝝐 = [𝝐𝑷 = 0.5, 𝝐𝑇 = 0.7]⊤ with Jaccard similarity. The above algo-
rithm first obtains 𝑁𝑠 [𝑎2] = {𝑎1, 𝑎2, 𝑎3} and initializes 𝑠𝑑 (𝑎2) = 0

and 𝑒𝑑 (𝑎2) = 3. Subsequently, it calculates the similarity for each
vertex in𝑁𝑠 [𝑎2]. Since 𝑎1 and 𝑎3 have not been explored yet and are 𝝐-
neighbors of 𝑎2, 𝑠𝑑 (𝑎1), 𝑠𝑑 (𝑎2) and 𝑠𝑑 (𝑎3) are increased by one. Next,
it expands from 𝑎3 as 𝑒𝑑 (𝑎3) = 4 > 𝑒𝑑 (𝑎1) = 3. Similarly, it stops
after executing 𝐶ℎ𝑒𝑐𝑘𝐶𝑜𝑟𝑒 (𝑎1) and returns the SSC 𝐶 = {𝑎1, 𝑎2, 𝑎3}.

Lemma 1. Algorithm 1 completes in 𝑂 (𝛼𝑛 + 𝛽𝑚) time, where 𝛼
represents the cost of computing the s-neighbors for a vertex, 𝑛 is the
number of vertices within SSC and their s-neighbors, 𝛽 represents the
cost of computing similarity between two vertices, and𝑚 represents
the total number of s-neighbors of all these vertices.

For lack of space, the proofs of all the lemmas in this paper are

included in the appendix of our technical report [80].

5 INDEX-BASED SSC SEARCH ALGORITHMS
In real-world scenarios, to obtain the desirable communities, users

often need to frequently vary the query parameters [83]. While the

online algorithm efficiently retrieves results for singular queries, it

is inefficient for such scenarios. In existing SCAN algorithms, the

GS
∗
-Index [83] is effective for mining communities from homoge-

neous graphs. GS
∗
-Index uses two ordered indices, Core-Order and

Neighbor-Order, to achieve rapid core vertex retrieval and trunca-

tion of similarity comparison. However, since SSC is defined on

HINs measured by an ℎ-dimensional similarity measure, making

it difficult to define a fixed order for the vertices, the GS
∗
-Index

cannot be directly extended for indexing SSCs.

In this section, we propose an index by pre-computing Similarity

and Core vertices, called SC-Index. In the following, we first give

an overview of SC-Index, then present the index-based SSC search

algorithm, and finally discuss the index construction algorithms.

5.1 Overview of SC-Index
Essentially, an SSC is a structurally reachable component with some

core vertices. To efficiently find the structurally reachable compo-

nents and core vertices in the network, we propose a novel index

structure, called SC-Index, which contains the similarity graph (SG)

and core threshold set (CTS). Particularly, the similarity graph𝐺 is a
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(a) SG (b) CTS (𝜇 = 3)

Figure 3: An example of SC-Index.

homogeneous graph for the vertices with the target type, enabling

the rapid expansion of 𝝐-neighbors. The CTS of a vertex 𝑢, denoted
by Φ[𝑢], is a set of vectors facilitating the rapid determination of

whether 𝑢 is a core vertex or not. We now introduce these two

components as follows.

• Similarity graph (SG). The SG is a homogeneous graph 𝐺 =

(𝑉0, 𝐸0), where 𝑉0 is the set of vertices with the target type and 𝐸0
is the set of edges between vertex pairs whose structural similarity

values are larger than zero under a specific similarity measure.

Besides, each edge in𝐺 is associated with a similarity vector 𝝈 (𝑢, 𝑣).
Denote by 𝑁𝐺 [𝑢] the set of neighbors of a vertex 𝑢 in 𝐺 , which

equals to 𝑁𝑠 [𝑢] in the HIN. We represent 𝐺 using adjacency lists,

where each vertex 𝑢 is associated with 𝑁𝐺 [𝑢] and their similarity

values. Note that for ease of similarity comparison, the neighbors

𝑁𝐺 [𝑢] are sorted in descending order according to their similarity

values.

Example 2. Figure 3(a) gives an example SG 𝐺 constructed from
a certain HIN, where the similarity between each pair of vertices
is a 2-dimensional vector. For example, 𝑁𝐺 [𝑎4] is {(𝑎4, [1.0, 1.0]⊤),
(𝑎5, [0.5, 0.5]⊤), (𝑎3, [0.4, 0.6]⊤), (𝑎1, [0.2, 0.3]⊤)}. The neighbors of
each vertex are sorted based on the similarity of the first dimension
and then the second.

• Core threshold set (CTS). A straightforward approach for

fast core vertex determination is to pre-compute all the maximum

threshold vectors 𝝐 under each 𝜇 value for each vertex. However,

when the number of similarity vector dimensions ℎ is high, the

computation of the above approach is extremely prohibitive. For

instance, let |𝑁𝐺 [𝑢] | = 20, ℎ = 4, and 𝜇 = 5, we need to enumerate(︁
4×5
5

)︁
= 15, 504 neighbor combinations, and compute the maximum

threshold values for each of them. Inspired by the notion of 𝑘-

core [2], we propose the notion of similarity-based 𝑘-core, or (𝜇, 𝝐)-
core, which enables efficient computation and provides analogous

boundaries.

Definition 10 ((𝜇, 𝝐)-core). Given a similarity graph𝐺 , a thresh-
old vector 𝝐 , and an integer 𝜇, the (𝜇, 𝝐)-core is the maximum sub-
graph of 𝐺 , such that for each vertex in it, the number of its 𝝐-
neighbors within this subgraph is at least 𝜇.

In Figure 3(a), let 𝝐 = [0.2, 0.2]⊤, {𝑎1, · · · , 𝑎5} constitutes a (3, 𝝐)-
core, while {𝑎1, · · · , 𝑎7} forms an SSC. The difference between

an SSC and (3, 𝝐)-core lies in the inclusion of the core vertex 𝑎6
and non-core vertex 𝑎7 or not. Clearly, the (𝜇, 𝝐)-core excludes

structurally reachable vertices that do have at least 𝜇 𝝐-neighbors
in the subgraph, i.e., ∀𝑣 ∈ (𝜇, 𝝐)-core, |𝑁𝝐 [𝑣] | ≥ 𝜇. Moreover, the

(𝜇, 𝝐)-core is a subset of the core vertex set in the SSC, as stated by

Property 1. We also observe that the (𝜇, 𝝐)-cores are nested within

each other, as presented in Property 2.

Property 1. Under the same pair of parameters 𝜇 and 𝝐 , the (𝜇, 𝝐)-
core is a subset of the core vertex set in an SSC. In other words, if a
vertex is in a (𝜇, 𝝐)-core, it is definitely a core vertex.

Property 2. Under the same 𝜇, (𝜇, 𝝐)-cores are nested: given two
similarity thresholds 𝝐 and 𝝐 ′, if 𝝐 < 𝝐 ′, then (𝜇, 𝝐 ′)-core ⊆ (𝜇, 𝝐)-core.

The key to mining the SSC is to determine the core vertices, and

we can utilize Property 1 to achieve this. Thus, we propose to use

core threshold set (CTS) to store the thresholds required for a vertex

to be included in a (𝜇, 𝝐)-core, defined as follows:

Definition 11 (Core threshold set (CTS)). Given an HIN,
a positive integer 𝜇, and an ℎ-dimensional similarity measure, for
any vertex 𝑢, its core threshold set (CTS) is the maximum set of
threshold vectors that make vertex 𝑢 belong to a (𝜇, 𝝐)-core, denoted
by Φ[𝑢] = {𝒆1, · · · , 𝒆𝑙 }, where 𝑙 is the number of threshold vectors.

Essentially, CTS provides the upper bounds for all 𝝐 parameters

that make vertex 𝑢 belong to a non-empty (𝜇, 𝝐)-core. In other

words, given any 𝒆 ∈ Φ[𝑢], if 𝝐 > 𝒆, 𝑢 is not in the (𝜇, 𝝐)-core.

Example 3. In the similarity graph in Figure 3(a) with 𝜇 = 3,
{𝑎3, 𝑎4, 𝑎5} forms a (3, 𝝐)-core, where 𝝐 = [0.4, 0.5]⊤, so [0.4, 0.5]⊤
belongs to Φ[𝑎3], Φ[𝑎4], and Φ[𝑎5], as shown in Figure 3(b).

Lemma 2. Given an HIN, an ℎ-dimensional similarity measure
(ℎ ≥ 1), and an integer 𝜇, SC-Index costs 𝑂 (ℎ𝑚) space, where𝑚 is
the number of edges in its similarity graph.

5.2 SC-Index-based SSC search algorithm
In this section, we discuss the SC-Index-based SSC search algorithm.

Given an SC-Index, the key idea is to iteratively expand unexplored

core vertices and identify all vertices structurally reachable from

these core vertices. Specifically, if we can determine core vertices

using CTS, we directly expand based on the similarity graph 𝐺 .

Otherwise, we first obtain 𝑁𝝐 [𝑢] for core determination and then

expand unvisited structurally reachable vertices.

Algorithm 3 implements our idea above. Similar to the online

algorithm, we also use a while-loop to complete the SSC expansion

process (lines 2-14). For each vertex 𝑢 in queue 𝑄 , if any vector

in Φ[𝑢] is not less than 𝝐 , we can determine that vertex 𝑢 is a

core vertex (line 6). In the case when vertex 𝑢 is identified as a

core vertex, we traverse and expand each unexplored vertex 𝑣 in

𝑁𝐺 [𝑢] with 𝝈 (𝑢, 𝑣) ≥ 𝝐 (lines 7-9). In another case, we filter the

𝝐-neighbors from 𝑁𝐺 [𝑢] and add these uncovered vertices to SSC if

|𝑁𝝐 [𝑢] | ≥ 𝜇 (lines 11-16). It is worth noting that we first check the

core determination using CTS before enqueuing a vertex, resulting

in the expansion of core vertices before potential core vertices.

Finally, the SSC is obtained when the expansion process terminates.

Example 4. Consider the SC-Index in Figure 3 with 𝑞 = 𝑎5, 𝜇 = 3,
and 𝝐 = [0.4, 0.3]⊤. By Algorithm 3, 𝑎5 is first identified as a core
vertex by comparing each vector in Φ[𝑎5] with threshold 𝝐 . Then, the
algorithm prioritizes 𝑎3 and 𝑎4 before 𝑎6 in𝑄 , as we can quickly deter-
mine that 𝑎3 and 𝑎4 are core vertices based on the CTS shown in Figure
3(b). Upon expanding vertex 𝑎6, it filters 𝑁𝐺 [𝑎6] and determines 𝑎6
as a non-core, ultimately obtaining the SSC 𝐶 = {𝑎1, . . . , 𝑎6}.
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Algorithm 3: SC-Index-based SSC search algorithm.

Input: SC-Index (𝐺,Φ), a core vertex 𝑞, parameters (e.g., 𝝐, 𝜇)
Output: An SSC𝐶 containing 𝑞

1 𝐶 ← {𝑞};
2 𝑄.𝑒𝑛𝑞𝑢𝑒𝑢𝑒 (𝑞) ;
3 while𝑄 ≠ ∅ do
4 𝑢 ← 𝑄.𝑑𝑒𝑞𝑢𝑒𝑢𝑒 ( ) ;
5 mark 𝑢 as explored;

6 if Check 𝒆𝑖 ≥ 𝝐 (𝒆𝑖 ∈ Φ[𝑢 ]) then
7 for each vertex 𝑣 ∈ 𝑁𝐺 [𝑢 ] do
8 if 𝑣 is not explored and 𝑣 ∉ 𝐶 and 𝝈 (𝑢, 𝑣) ≥ 𝝐 then
9 𝐶 ← 𝐶 ∪ {𝑣};𝑄.𝑒𝑛𝑞𝑢𝑒𝑢𝑒 (𝑣)

10 else
11 for each vertex 𝑣 ∈ 𝑁𝐺 [𝑢 ] do
12 if 𝝈 (𝑢, 𝑣) ≥ 𝝐 then 𝑁𝝐 [𝑢 ] ← 𝑁𝝐 [𝑢 ] ∪ {𝑣} ;
13 if |𝑁𝝐 [𝑢 ] | ≥ 𝜇 then
14 for each vertex 𝑣 ∈ 𝑁𝝐 [𝑢 ] do
15 if 𝑣 is not explored and 𝑣 ∉ 𝐶 then
16 𝐶 ← 𝐶 ∪ {𝑣};𝑄.𝑒𝑛𝑞𝑢𝑒𝑢𝑒 (𝑣) ;
17 return𝐶 ;

Lemma 3. Given an SC-Index, Algorithm 3 completes in 𝑂 (𝑚)
time, where𝑚 is the number of edges between vertices of the SSC in
the similarity graph.

5.3 SC-Index construction algorithms
In this section, we present two index construction algorithms, both

working in an iterative manner, with the advanced algorithm re-

ducing redundant computation through pruning.

5.3.1 Basic SC-Index construction algorithm. Recall that the SC-
Index mainly consists of two components, i.e., similarity graph and

core threshold set. The construction of the similarity graph 𝐺 is

intuitive, which involves the computation of structural similarity

between each pair of vertices with the target type. The construction

of the CTS can be conducted by iteratively increasing the threshold

values and updating the current threshold vectors. Specifically, we

borrow the idea of 𝑘-core decomposition algorithm [2] and leverage

the nested property of (𝜇, 𝝐)-core to obtain the CTS of each vertex.

As shown in [2], the 𝑘-core decomposition algorithm computes

all the 𝑘-cores in a homogeneous graph, with a linear time complex-

ity. Specifically, it iteratively deletes vertices whose degrees are less

than 𝑘 and updates the degrees of the remaining incident vertices

until all the 𝑘-cores are obtained. By considering similarities, we

can compute all the (𝜇, 𝝐)-cores through the following two steps:

1) filtering out edges with similarity values smaller than 𝝐 in 𝐺 ,

and 2) applying 𝑘-core decomposition on the filtered𝐺 . Obviously,

if a vertex 𝑢 belongs to a (𝜇, 𝝐)-core with threshold at 𝝐 but not

beyond it, then 𝝐 becomes a threshold vector in Φ[𝑢]. Hence, we
iteratively compute all the (𝜇, 𝝐)-cores starting from the smallest 𝝐 ,
and obtain the CTS of each vertex as their deletions’ threshold 𝝐 .
Note that the nested property of the (𝜇, 𝝐)-core avoids the need for

recomputation from scratch each time.

Algorithm 4 presents the steps of the idea above. Akin to the

online algorithm, we first derive the similarity graph 𝐺 , by iden-

tifying the s-neighbors, calculating their structural similarities,

and sorting the neighbors for each vertex (lines 2-4). The subse-

quent parts involve computing the CTS (lines 5-10). Initially, we

obtain the set of similarity values 𝑐 for varying the threshold, where

Algorithm 4: Basic SC-Index construction algorithm.

Input: An HIN H(𝑉 , 𝐸 ) , target type𝑄 , a parameter 𝜇

Output: SC-Index of H
1 𝐺 ← ∅, Φ← ∅,𝑉𝑄 ← all the vertices with the target type;

2 for each vertex 𝑢 ∈ 𝑉𝑄 do
3 obtain 𝑁𝐺 [𝑢 ] = { (𝑣,𝝈 (𝑢, 𝑣) ) |𝜓 (𝑣) = 𝜓 (𝑢 ),𝝈 (𝑢, 𝑣) ≥ 0 } ;
4 sort 𝑁𝐺 [𝑢 ] according to the predefined order;

5 𝑐 ← obtain similarity sets in𝐺 ;

6 𝐺 ′ ←𝐺 ;

7 𝝐 ← [𝝐𝑖 = 𝑐0
𝑖
]⊤ (𝑖 ∈ [1, ℎ]) ;

8 while 𝝐 ≠ [𝑐𝑚𝑎𝑥
𝑖
]⊤ (𝑖 ∈ [1, ℎ] ) do

9 Φ← CTSMono(𝐺 ′,Φ, 𝝐, 𝜇, ∅);
10 if ℎ ≥ 2 then update 𝝐 ;

11 return𝐺 and Φ

Algorithm 5: CTSMono(𝐺 ′,Φ, 𝝐, 𝜇,𝑉𝐴)

1 𝐺 ′ ← delete all the edges smaller than 𝝐 in𝐺 ′;
2 𝑉𝑐 ← compute all the (𝜇, 𝝐)-core in𝐺 ′;
3 for 𝑐𝑡

1
∈ 𝑐1 in ascending order. do

4 𝝐 ′ ← 𝝐 ⊕ 𝑐𝑡
1
;

5 𝐺 ′ ← delete all the edges smaller than 𝝐 ′ in𝐺 ′ ;
6 𝑉 ′𝑐 ← compute all the (𝜇, 𝝐 ′)-core in𝐺 ′ ;
7 UpdateCTS(Φ,𝑉𝑐 − 𝑉 ′𝑐 , 𝝐);
8 if 𝝐 ′

𝑖
= 𝑐𝑚𝑎𝑥

𝑖
then UpdateCTS(Φ,𝑉 ′𝑐 , 𝝐

′
) ;

9 if 𝑉𝐴 ≠ ∅ then
10 𝐺 ′ ← connected component in𝐺 ′ containing𝑉𝐴 ;
11 𝑉 ′𝑐 ← vertex set in𝐺 ′

12 𝑉𝑐 ← 𝑉 ′𝑐 ; 𝝐 ← 𝝐 ′;
13 return Φ;

14 Procedure UpdateCTS(Φ,𝑉 , 𝝐);

15 for each vertex 𝑢 ∈ 𝑉 do
16 for 𝒆 ∈ Φ[𝑢 ] do
17 if 𝒆 < 𝝐 then delete 𝒆 from Φ[𝑢 ];
18 Φ[𝑢 ] ← Φ[𝑢 ] ∪ {𝝐 };

𝑐 = {𝑐𝑖 = {𝑐0𝑖 , 𝑐
1

𝑖
, · · · , 𝑐𝑚𝑎𝑥

𝑖
}}, with 𝑖 ∈ [1, ℎ] (line 5). Afterward, we

establish the minimum threshold value and employ a while-loop to

execute the threshold traverse process (lines 7-10). In each iteration,

we invoke the CTSMono algorithm, focusing solely on the variation

of the 1
𝑠𝑡

dimension; subsequently, if the number of dimensions

exceeds two, we update the threshold until reaching the maximum

value. Specifically, the threshold update is achieved by resetting the

dimension with the maximum value and incrementing the value of

the next dimension. Assuming there are three dimensions, when the

second dimension of the threshold𝝐2 reaches its maximum 𝑐𝑚𝑎𝑥
2

,

we reset 𝝐2 = 𝑐0
2
and increment 𝝐3.

By continuously increasing the threshold of the 𝑖𝑡ℎ dimension

and computing the difference set of (𝜇, 𝝐)-core, CTSMono deter-

mines the maximum threshold of the 𝑖𝑡ℎ dimension for all vertices.

Here, we use ⊕𝑐𝑡
𝑖
to denote the transformation of 𝝐𝒊 to 𝑐𝑡𝑖 (line 4).

During the iteration process, we obtain (𝜇, 𝝐)-core after increasing
the threshold, and updating the CTS for the difference set between

the new and previous one by invoking procedure UpdateCTS (lines
5-7). Here, we examine each element in Φ and eliminate those

smaller than the new threshold 𝝐 , ensuring a complete computa-

tion of Φ (lines 15-18). It is crucial to emphasize that the (𝜇, 𝝐)-core
vertices with the maximum similarity are stored in 𝑉 ′𝑐 , requiring
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the update of CTS (line 8). If the 𝑖𝑡ℎ dimension has not reached

its maximum value, we replace 𝑉𝑐 and 𝝐 , reusing the results of

previously computed (𝜇, 𝝐)-core, as indicated by Property 2 (line

12). The anchored vertex set𝑉𝐴 is used in the subsequent advanced

method, and we omit the discussions here.

Example 5. Assume we have derived 𝐺 as depicted in Figure 3(a).
Algorithm 4 first obtains the similarity set 𝑐 , sets threshold 𝝐 as the
minimum value, and then incrementally raises 𝝐 . When 𝝐 ′ becomes
[0.5, 0.3]⊤, 𝑎4 and 𝑎5 are removed from 𝐺 , and it temporarily stores
𝝐 = [0.4, 0.3]⊤ in Φ[𝑎4] and Φ[𝑎5]. Next, [0.5, 0.3]⊤ is added to
Φ[𝑎1] and Φ[𝑎3], since 𝝐 ′ reaches the maximum value of the first
dimension. Following this, when 𝝐 ′ = [0.4, 0.5], the Φ[𝑎3] and Φ[𝑎5]
are updated, replacing the previous threshold for 𝑎4 and 𝑎5. Figure
3(b) shows all the CTS.

Lemma 4. Given an HIN, Algorithm 4 costs 𝑂 (𝛼𝑛 + 𝛽𝑚 + 𝛾ℎ−1𝑚)
time, where 𝛾 is the maximum number of different similarity values
among ℎ dimensions.

5.3.2 Advanced SC-Index construction algorithm. Although the

basic algorithm provides a correct method to find all CTS, it in-

volves many redundant computations. Consider a vertex 𝑢 with

Φ[𝑢] = {𝒂 = [𝒂1, 𝒂2]⊤}. In the basic algorithm, for all the thresh-

olds 𝝐 satisfying 𝝐2 < 𝒂2, 𝑢 is always involved in the core decom-

position computation of these different (𝜇, 𝝐)-cores in CTSMono
and Φ[𝑢] is updated in the procedure UpdateCTS with threshold

[𝒂1, 𝝐2]⊤. To alleviate this issue, we propose an advanced SC-Index

construction algorithm, aimed at optimizing the computation of

CTS, particularly for the cases where the number of dimensions

exceeds two, i.e., ℎ ≥ 2. It adopts a reverse traversal of the threshold

𝝐 , aiming to directly obtain the maximum threshold vectors.

𝑐1

𝑐2

𝒂

0 10.4

1

0.5

(a) Before update

𝑐1

𝑐2

𝒂

𝒃

0 10.4 0.5

1

0.5

0.3

(b) After update

Figure 4: An example search area of vertex 𝑎3.
In the advanced algorithm, to avoid redundant core decomposi-

tion computations, we adopt a descending order for updating the

threshold 𝝐 with pruning strategies, as shown in Algorithm 6. To

identify unnecessary computations and leverage Property 2 for

ℎ ≥ 2, we introduce two concepts: search area and anchored vertex:
• Search area:When computing CTS for a vertex 𝑢, its search

area, denoted by 𝑠𝑎[𝑢], is a 2-dimensional space with the

1
𝑠𝑡

and 2
𝑛𝑑

dimensions formed by all similarity values

greater than the corresponding values in the current Φ[𝑢],
i.e., 𝑠𝑎[𝑢] = {(𝑐1, 𝑐2) |∀𝒆 ∈ Φ[𝑢] s.t. 𝑐1 > 𝒆1 or 𝑐2 > 𝒆2}.

• Anchored vertex: During the iterative computation, if a ver-

tex 𝑢 has not visited its neighbors 𝑣 and their 1
𝑠𝑡

and 2
𝑛𝑑

dimension similarity falls in 𝑠𝑎[𝑢], then 𝑢 is called an an-

chored vertex.

As we update the threshold 𝝐 in reverse order, the values of the

lowest two dimensions of the current CTS are always smaller than

Algorithm 6: Advanced SC-Index construction algorithm.

Input: An HIN H(𝑉 , 𝐸 ) , target type𝑄 , a parameter 𝜇

Output: SC-Index of H
1 Compute𝐺 and 𝑐 (same as that of Algorithm 4);

2 𝝐 ← [𝝐𝒊 = 𝑐0
𝑖
]⊤ (𝑖 ∈ [1, ℎ]);

3 𝐺 ′ ← 𝐺 ;

4 if ℎ = 1 then Φ← CTSMono(𝐺 ′,Φ, 𝝐, 𝜇, ∅); return𝐺 and Φ;

5 if ℎ = 2 then Φ← CTSDual(𝐺 ′,Φ, 𝝐, 𝜇); return𝐺 and Φ;

6 𝝐 ← [𝝐𝒊 = 𝑐𝑚𝑎𝑥
𝑖
]⊤ (𝑖 ∈ [1, ℎ]);

7 while 𝝐 ≠ [𝑐0
𝑖
]⊤ (𝑖 ∈ [1, ℎ] ) do

8 Φ← CTSDual(𝐺 ′,Φ, 𝝐, 𝜇);
9 reverse update 𝝐 ;

10 return𝐺 and Φ

Algorithm 7: CTSDual(𝐺 ′,Φ, 𝝐, 𝜇)
1 𝐺 ′ ← delete all the edges smaller than 𝝐 in𝐺 ;

2 𝑉 ′
𝑆
← compute all the (𝜇, 𝝐)-core in𝐺 ′ ;

3 𝑉𝐴 ← ∅;
4 for each vertex 𝑢 ∈ 𝑉 ′

𝑆
do

5 for each vertex 𝑣 ∈ 𝑁 ′
𝐺
[𝑢 ] do

6 if 𝐺 ′ (𝑢, 𝑣) is not visited and 𝝈 (𝑢, 𝑣)𝑖,𝑗 in sa[𝑢 ] then
7 𝑉𝐴 ← 𝑉𝐴 ∪ {𝑢}; mark𝐺 ′ (𝑢, 𝑣) as visited;
8 for 𝑐𝑡

𝑗
∈ 𝑐 𝑗 in descending order. do

9 𝝐 ← 𝝐 ⊕ 𝑐𝑡
𝑗
;

10 update anchored vertex set𝑉𝐴 and search area;

11 𝐺 ′ ← connected component in𝐺 ′ containing𝑉𝐴 ;
12 Φ← CTSMono(𝐺 ′,Φ, 𝝐, 𝜇,𝑉𝐴);
13 return Φ;

the newly added threshold. Thus, the search area delineates the

region where the next threshold vector of CTS will be added during

the computation process, while anchored vertices exclude vertices

that will not undergo updates.

Example 6. In Figure 3(a),Φ[𝑎3] = {𝒂, 𝒃} with 𝒂 = [0.4, 0.5]⊤ and
𝒃 = [0.5, 0.3]⊤. As we perform a descending search of the threshold,
we encounter 𝒂 first, forming the search area shown in Figure 4(a).
As 𝝐2 becomes to 0.3, since 𝝈 (𝑎3, 𝑎1) = [0.5, 0.3]⊤ falls within the
search area, both 𝑎1 and 𝑎3 become anchored vertices. After computing
Φ[𝑎1], Φ[𝑎2], and Φ[𝑎3] with 𝒃 included, the updated search area
for 𝑎3 is depicted in Figure 4(b). Because 𝑎4 and 𝑎5 are not involved
in the computation, the redundant computation of Φ[𝑎4] and Φ[𝑎5]
is avoided.

Algorithm 7 lists the steps of the utilization and updates of the

search space. First, it computes all the (𝜇, 𝝐)-cores based on the

current threshold 𝝐 (lines 1-2), and then obtains the anchored vertex
set𝑉𝐴 according to the similarity of the𝐺 (lines 3-7). Subsequently,

it iteratively computes the CTS in descending order and updates the

anchored set 𝑉𝐴 and the search area accordingly (lines 8-12). The

key step to reduce redundant computations is to remove the (𝜇, 𝝐)-
core in𝐺 ′ that does not contain𝑉𝐴 . This is because if the similarity

of edges connected to vertex 𝑢 does not fall within the search area,

then the Φ[𝑢] will not change during the current iteration of core

decomposition on𝐺 ′. Consequently, when all anchored vertices are

removed from any (𝜇, 𝝐)-core, this (𝜇, 𝝐)-core should be excluded

from further computation, regardless of whether it is empty or not.

Hence, we continuously update the anchored vertex set𝑉𝐴 and the
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Algorithm 8: Online SSC detection algorithm.

Input: An HIN H(𝑉 , 𝐸 ) , parameters (e.g., 𝝐 and 𝜇)

Output: All SSCs C, hubs H, outliers O
1 C← ∅, H← ∅ , O← ∅;
2 𝑉𝐶 ← ∅,𝑉𝑄 ← all the vertices with the target type;

3 for each vertex 𝑢 ∈ 𝑉𝑄 do
4 if 𝑢 ∈ 𝑉𝐶 or CheckCore(𝑢) is false then continue;
5 𝐶 ← search the SSC containing 𝑢 by Algorithm 1;

6 C← C ∪ {𝐶 };
7 𝑉𝐶 ← 𝑉𝐶 ∪𝐶 ;
8 for each non-core vertex 𝑣 ∈ 𝐶 do mark 𝑣 as unexplored;

9 for each vertex 𝑢 ∈ 𝑉𝑄\𝑉𝐶 do
10 𝑋 ← ∅;
11 for each vertex 𝑣 ∈ 𝑁𝑠 [𝑢 ] do
12 add the SSC containing 𝑣 to 𝑋 ;

13 if |𝑋 | ≥ 2 then H← H ∪ {𝑢};
14 else O← O ∪ {𝑢};
15 return C,H,O;

connected component𝐺 ′ containing anchored vertices in lines 9-10

of Algorithm 7 and line 10 of Algorithm 5.

Lemma 5. Algorithm 6 correctly computes all the CTSs for vertices
with the target type.

Lemma 6. Given an HIN H , Algorithm 6 completes in 𝑂 (𝛼𝑛 +
𝛽𝑚 + 𝛾𝑒𝑚) time, where 𝑒 =𝑚𝑎𝑥{ℎ − 2, 0}.

Compared to the basic algorithm, the advanced index construc-

tion algorithm adopts reverse order traversal of threshold and con-

structs a search area for each vertex. Filtering the subgraphs as-

sociated with anchored vertices effectively reduces the number

of vertices involved in each core decomposition computation and

ensures that each updated threshold is always the maximum one.

• Optimizations for similarity computation. Both our online

algorithms and SC-Index construction algorithms require the com-

putation of structural similarity between vertices, which is costly.

To speed up this process, we develop three kinds of optimization for

similarity computation: (1) During the index construction, we can

parallelize the computation of similarity between vertex pairs with

similarity values larger than zero. (2) We introduce an early termi-

nation strategy: if the similarity value of a given dimension falls

below the threshold during computation, we halt the calculation

for the remaining dimensions. (3) Since the similarity calculation is

orthogonal to CS and CD, optimizations for any specific similarity

measure can be seamlessly integrated into our solution. We briefly

review existing optimization methods [5, 6, 45, 47, 76, 90] in the

appendix of our technical report [80].

5.4 Extension to SSC Detection
In this section, we show that both the online and index-based SSC

search algorithms can be easily extended to solve the SSC detection

problem. The main idea of SSC detection algorithms is to repeatedly

invoke the SSC search algorithms for each unexplored vertex, to

obtain hubs, outliers, and SSCs.

Algorithm 8 presents the online SSC detection algorithm. We use

𝑉𝐶 to collect all the vertices in the SSCs, which is empty initially,

and use 𝑉𝑄 to include all the vertices with the target type (line

2). For each core vertex, we invoke the online search algorithm to

search the SSC containing it (lines 3-8). Note that when a vertex is

already in another SSC or is not a core vertex, we will not invoke

Algorithm 1 for it to avoid duplicated search (line 4). After obtaining

an SSC, all its vertices are added to𝑉𝐶 and and all non-core vertices

are marked as unexplored because they may belong to different

SSCs (lines 7-8). For the remaining vertices that are not in any

SSC, we classify them as either outlier vertices or hub vertices by

checking the SSCs containing their s-neighbors (lines 9-15).

In addition, the SC-Index can be used to support the SSC de-

tection. Specifically, we just need to slightly modify Algorithm 8

by replacing the search process in line 5 with Algorithm 3, and

replacing 𝑁𝑠 [𝑢] in line 11 with 𝑁𝐺 [𝑢].

6 EXPERIMENTS
We now present the experimental results. Section 6.1 discusses the

setup. We discuss the experimental results in Sections 6.2 and 6.3.

6.1 Setup
Table 2: Datasets used in our experiments.

Dataset Vertices Edges Vertex types Edge types

Amazon 13,114 90,340 4 3

DBLP 682,819 3,902,418 4 3

IMDB 2,467,806 15,195,182 4 3

DBpedia 5,900,558 35,282,572 413 637

Freebase 29,119,948 108,989,856 984 2,580

Datasets. We use five real-world HIN datasets: Amazon
2
, DBLP

3
,

IMDB
4
, DBpedia

5
, and Freebase

6
. The detailed statistics are shown

in Table 2, which includes the numbers of vertices, edges, vertex

types, and edge types. Amazon is a network of product evaluations,

documenting the relationships among users, products, brands, and

views. DBLP archives publication records in computer science areas,

and the vertex types are authors, papers, topics, and venues. IMDB

includes movie rating records since 2000, and it has four types of

vertices (authors, directors, writers, and movies). DBpedia contains

the data extracted from Wikipedia infoboxes using the mapping-

based extraction (object properties only). Freebase contains all the

entities and relations under the domains of music, film, and TV.

Algorithms. In our experimental evaluation, we evaluate and

compare the following CS algorithms:

• SSCS: our online SSC search algorithm discussed in Sec. 4.

• SC-Q: our SC-Index-based SSC search algorithm in Sec. 5.2.

• CSH: a CS algorithm using (𝑘,P)-core for HINs in [27].

• CSSH: a CS algorithm for star-schema HINs [41].

• CSH-E: a CS approach using edge-disjoint (𝑘,P)-core [27].
• CSH-V: a CS approach using vertex-disjoint (𝑘,P)-core [27].

We also evaluate and compare the following CD algorithms:

• SSCD: the online SSC detection algorithm in Sec. 5.4.

• SCAN-P: we first induce the HIN to a homogeneous graph

using a symmetric meta-path P and then run SCAN algo-

rithm on it [7].

2
http://jmcauley.ucsd.edu/data/amazon/

3
http://dblp.uni-trier.de/xml/

4
https://www.imdb.com/interfaces/

5
https://wiki.dbpedia.org/Datasets

6
https://freebase-easy.cs.uni-freiburg.de/dump/
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• 𝑘-Btruss: a 𝑘-truss-based CD method over HINs [86].

As reviewed in Section 2, our SSCS belongs to the first group of

existing CS works that focus on HINs without additional attributes.

Apart from the above CS methods, r-com [40] also belongs to the

first group, but it finds communities involving multiple vertex types,

while CSH, CSSH, and our approach focuses on communities with a

single target vertex type, so we omit it in our experiments.

Parameter settings. For parameter settings, we drew inspiration

from the existing works on SCAN [6, 83] and CS [27, 41], opting for

a similar settings. For 𝜇 ≥ 2, we choose 3, 5, 7, 9, 11, 13, and 15, with

5 as default. For 0 < |𝝐 | ≤ 1, we set all dimensions to a uniform

value and choose 0.2, 0.4, 0.6, and 0.8, with 0.2 as the default. In

practice, we can first sample the similarity values between vertices

in HINs and use the mean as the default value, then adjust it based

on specific requirements. For the similarity measure, we implement

our SSC model using two widely used metrics: Jaccard and Path-

Sim, resulting in SSCS-Jaccard and SSCS-PathSim, respectively.
By default, SSCS-PathSim sets 𝝐 to a uniform value of 0.4. If not

specified otherwise, we use Jaccard similarity as the default. To

mitigate the risk of an extensive selection leading to null results,

we set 𝑘 = [1, 2] in 𝑘-multi-strata, with 2 being the default value if

the maximum distance is at least 2. We set all the possible vertex

types for the first three datasets as the target type. For the two

knowledge graph HINs, we use the top 10 vertex types with the

highest vertex frequencies. The default core number 𝑘 for CSH,
CSH-E, CSH-V, and CSSH is set to 5, with 𝑘 = 𝜇 used in the efficiency

experiments. In line with existing works [27, 39, 70], for baselines

using meta-paths, we focus on meta-paths with lengths up to four

and select all the possible meta-paths for the first three datasets;

for the rest two datasets, we select the top-1000 meta-paths with

the highest frequencies, ensuring that each chosen meta-path starts

and ends with the target type. To evaluate the SSC search algo-

rithms, we randomly select 1,000 query vertices, each of which is

contained by an SSC. We implement our all algorithms in C++ with

-O3 level optimization and all the experiments are conducted on a

Linux operating system running on a machine with an Intel Xeon

2.4GHz CPU and 512GB of memory. If an algorithm cannot finish

in three days, we mark its running time as INF.

6.2 Effectiveness evaluation
We analyze the quality of SSCs from the following aspects. Due to

space limitations, additional experimental results are provided in

the appendix of our technical report [80].

• Closeness of community members. To measure the close-

ness of communities, a commonly used metric is the diameter [38],

or the largest shortest distance between any pair of vertices in the

subgraph of the community. To adapt it for communities in HINs,

we follow the diameter measure in [27], which is defined on the P-
distance (the P-distance between two vertices linked by an instance
of P is 1). We report the average diameter of communities found by

different methods in Figure 5(a). We observe that the communities

of SSC model have smaller diameters. For example, on IMDB, the

average diameter for CSH is 12.6, while for SSCS it is 1.58. Hence, we
can conclude that the communities modeled by SSC tend to have

closer relationships between their vertices.

• Clustering coefficient (CC) of communities. The CC mea-

sures the tightness of connections between vertices, indicating
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Figure 5: Diameters and CC values of communities.
the proportion of connections among the neighbors of vertices.

A higher CC value of a community implies that its vertices are

connected more tightly. We utilize P-induced homogeneous and

report the CC values for different models in Figure 5(b). We can ob-

serve that on most datasets, the communities of SSC model achieve

significantly higher CC values than communities of the other two

models. In addition, on DBpedia, communities of SSCS achieve

smaller CC values due to the lack of consideration of some long-

distance types, but SSCS-PathSim, which adopts PathSimmeasures,

obtains communities with higher CC values.
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Figure 6: Community roles analysis.
• SSC roles analysis. Figure 6 shows the number of verticeswith

four different roles obtained by SSCD and SCAN-P across all datasets

under default parameters. Clearly, on all datasets, the number of

core vertices is much larger than that of non-core vertices, while hub

vertices are the least numerous, with the remaining vertices being

outlier vertices. SSC vertices (comprising of core vertices and non-

core vertices) typically constitute 20% ∼ 60% of the total vertices

across different datasets. Note that by adjusting the parameters, we

can vary the proportion of SSC vertices, reducing hub vertices and

outlier vertices.

•A case study.We conduct a case study to identify the SSC con-

taining Prof. Li Fei-Fei, a prominent scholar in the fields of computer

vision and deep learning. On a small DBLP network with 467,511

vertices and 3,666,418 edges (randomly extracted from the original

DBLP network), we set 𝜇 = 5 and choose two different 𝝐 to capture

distinct semantic interpretations. Figure 7 depicts the two SSCs

1434



obtained, where the 𝝐 for 𝐶1 on the left is [0.095, 0.3, 0.15]⊤ (Paper,

Venue, Topic), and the 𝝐 for 𝐶2 on the right is [0.05, 0.3, 0.21]⊤.
The scholars with blue circles are core vertices, and the edges in

the graph denote that the similarity between them exceeds the

threshold. By examining Prof. Li’s collaborated publications, we

find that for 𝐶1, these scholars exhibit a closer collaboration, with

higher paper similarity. Conversely, in 𝐶2, although the threshold

value of paper type is not as high as that in𝐶1, there exists a higher

threshold for topic similarity, indicating a shared interest in their

research areas. From this case study, it is evident that our SSCmodel

can capture communities with semantic richness.

Figure 7: SSCs with 𝑞=“Li Fei-Fei” and 𝜇 = 5, where thresholds
𝝐 are set to [0.095, 0.3, 0.15]⊤ and [0.05, 0.3, 0.21]⊤ respectively.
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Figure 8: Threshold vector test.

• Threshold vector analysis. To evaluate the effect of differ-

ent threshold vectors, we compare the communities returned by

different query threshold vectors on the DBLP dataset. We use

two variants: SSCS-U, where all dimensions are set to a uniform

value, and SSCS-P, where the paper dimension is varied while the

other two dimensions remain uniform. The query vertex type is

set to Author, and Jaccard similarity is used for computing the SSC.

As shown in Figure 8, The results of SSCS-U remain unchanged

since the values of the three dimensions of 𝝐 are set to 0.2. We

observe that when increasing the threshold values in the paper

dimension, the communities achieve higher PathSim values which

reflect higher semantic similarity in paper dimension, and also have

smaller diameters and higher CC values which demonstrate a close

relationship between authors. This indicates that our approach,

which utilizes a threshold vector, can capture communities with

more accurate semantic relevance.

• F1-scores. To evaluate the effectiveness of our SSC model, we

compare its performance with existing CS and CD methods on a

small DBLP dataset (S-DBLP) containing ground-truth communities.

For CS methods, we use one vertex from each ground-truth commu-

nity as the query vertex to search for its corresponding community

Table 3: F1-Score values of different methods on S-DBLP.

Algorithm

𝑘 or 𝜇 values

5 6 7 8 9

CSH 0.066 0.08 0.074 0.048 0.098

CSSH 0.083 0.089 0.048 0.048 0.048

SCAN-P 0.053 0.059 0.071 0.072 0.077

𝑘-Btruss 0.05 0.058 0.056 0.054 0.053

SSCD 0.123 0.123 0.131 0.131 0.145

and compute the average F1 score across all communities. S-DBLP

includes publications from major conferences between 2019 and

2021, comprising 19,316 papers, 21,164 authors, 16 conferences, and

13,795 topics. We categorize authors into different communities

and outliers according to the following steps: First, conferences

are grouped into five categories based on research areas. Then,

authors are divided into different communities based on the cate-

gories of the conferences they published in, the topics mentioned

in their papers, and their research interests. Additionally, authors

with significantly few publications and a low h-index are identified

as outliers. On average, each community has about 150 authors.

Following previous studies [36, 37], we calculate the best F1-scores

for each method under different 𝑘 or 𝜇 values, as shown in Table

3. SSCD consistently achieves the highest F1-scores, demonstrating

that it is able to well detect the ground-truth communities.

6.3 Efficiency evaluation
In this section, we evaluate the efficiency of SSC search. We skip the

results of SSC detection as it repeatedly calls SSC search algorithms.

• Efficiency of SSC search algorithms.We compare the effi-

ciency of both online and index-based SSC search algorithms under

various parameter settings. Figure 9 depicts the efficiency of SSCS
and SC-Q by varying 𝝐 . Clearly, as 𝝐 continues to increase, the time

cost of SC-Q consistently decreases and remains significantly faster

than SSCS. For example, on DBLP, SC-Q spends 0.1 seconds while
SSCS needs 80 seconds when 𝝐 = 0.2. As 𝝐 increases to 0.8, the
runtime decreases to 27 milliseconds for SC-Q and 5.4 seconds for

SSCS. This is primarily due to the reduction in community size as

𝝐 increases, leading to an increase in cases where the SSC cannot

be found and the acceleration of SC-Q diminishes.

Besides, Figure 10 illustrates the effect of 𝜇 on performance,

with 𝑘 = 𝜇 applied for other baseline CS methods. These base-

line methods are slower or comparable to SSCS and significantly

slower than SC-Q. Their comparable runtimes to SSCS stem from

failing to identify communities for certain query vertices, which

reduces computation time. We see that SC-Q is up to three orders

of magnitude faster than SSCS. For instance, on IMDB, when 𝜇 = 9,

SC-Q takes 0.297 seconds, while SSCS costs 309 seconds. Thus, the

core determination and structural reachability expansion offered

by SC-Index are effective for improving efficiency.

• Efficiency of index construction algorithms. The efficiency

of two index construction algorithms is presented in Figure 11,

where SC-C and SC-C∗ denote the basic and advanced algorithms

respectively. The blue line represents the time cost of the compu-

tation of Similarity Graph, which constitutes only a small portion

of the overall time cost. We see that with the increase in 𝜇, the

runtime of both algorithms continuously decreases. Particularly,
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Figure 9: SSC search efficiency by varying 𝝐 (𝜇 = 5).
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Figure 10: SSC search and baselines search efficiency by varying 𝜇 (𝝐 = 0.2) and the core number, respectively.
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Figure 11: Index construction efficiency by varying 𝜇.

SC-C∗ is up to two orders of magnitude faster than SC-C because it

significantly reduces the computational cost of CTS by avoiding the

redundant core decomposition. For instance, on DBLP with 𝜇 = 5,

SC-C requires 88,753 seconds, whereas SC-C∗ completes in only 689

seconds. Furthermore, on the last three datasets, SC-C has exceeded
time limitations for certain vertex types.
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Figure 12: Index space cost.

• Index space cost. In this experiment, we compare the space

cost of the SC-Index on all datasets, as illustrated in Figure 12. Note

that the CTS size is the sum of results under 7 different 𝜇 values.

We observe that on most datasets, the storage space cost of our

SC-Index is just slightly larger than that of the original input HIN.

For example, on Freebase, with a graph size of 2,153MB, the space

cost of SC-Index is just 2,259MB. Thus, SC-Index is space efficient.

• Scalability test. For each dataset, we randomly select 20%,

40%, 60%, 80%, and 100% vertices and obtain five sub-HINs induced

by these vertices respectively. Figure 13 reports the time cost of

our two index construction algorithms on these sub-HINs. We can

observe that the time cost of the advanced one SC-C∗ increases
linearly with the size of the dataset, demonstrating its scalability in

processing large HINs. Again, SC-C∗ is much faster than SC-C, but
SC-C times out for large sub-HINs of IMDB dataset. Note that the

blue lines represent the runtime of the computation of SG, which

constitutes only a small portion of the overall time.
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Figure 13: Scalability test.
7 CONCLUSION
Community mining is a fundamental problem in network science.

Inspired by the SCAN algorithm, in this paper, we propose a novel

community model, called structurally similar community (SSC),

which is not only generic to support various similarity measures

but also able to identify the roles of vertices such as hubs and

outliers. To efficiently search the SSC containing a query vertex,

we develop an efficient online solution and an index-based solution

to enhance the search performance. We also develop efficient index

construction algorithms. Both the online and index-based solutions

can be easily extended for detecting all the SSCs. Experimental

results on five real-large HINs demonstrate the high effectiveness

and efficiency of our proposed solutions. In the future, we will study

efficient parallel and distributed algorithms to further improve the

efficiency of SSC search and detection.
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