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ABSTRACT

The biclique is a fundamental model of bipartite cohesive subgraphs.
To analyze a bipartite graph, many existing works seek the maxi-
mum biclique, that is, the biclique with the largest number of edges.
However, our finding is that the most similar biclique (i.e., the bi-
clique whose vertices are the most similar to each other) can be a
good alternative for understanding the network. Using the model,
we can detect meaningful communities with high similarity and
avoid unnecessary searches based on vertex similarity. In particu-
lar, we aim to find (i) local most similar biclique: the biclique that
contains a query node 𝑞 and the similarity between vertices is the
highest, and (ii) global most similar biclique: the biclique with the
highest similarity between vertices.

Despite the NP-hardness of the problems, this paper presents
two efficient algorithms, Mosib and Mosib-GloApp. Specifically, our
Mosib is an exact algorithm for the most similar biclique search.
The algorithm incorporates three novel graph reduction rules that
can reduce the size of the bipartite graph while preserving the
most similar biclique, as well as two similarity-first search rules
that can prioritize the bicliques with high similarity in the search.
These techniques can significantly improve the practical efficiency
of the algorithm. Meanwhile, our Mosib-GloApp is an approximate
algorithm that adopts a novel MinHash-based dividing method,
and it can further improve the efficiency of the global most similar
biclique search. We experimentally evaluate our algorithms on real-
world networks, and show that the most similar biclique models
can find meaningful results while being computed efficiently.
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Figure 1: Researcher-Venue Bipartite Network.

1 INTRODUCTION

Bipartite graphs have been widely used to describe the relationships
between two classes of entities, e.g., the author-paper relationships
in the academia [20], the customer-product relationships in an e-
commerce platform [33], and the user-content relationships in a
social network [47]. Nowadays, people are producing large-scale
bipartite graphs in various fields [11, 29].

The biclique model is a fundamental structure, and it has been
applied to applications such as anomaly detection [2, 4, 26], gene
expression analysis [23, 31, 44], and social recommendation [22, 26].
Let 𝐺 = (𝐿, 𝑅, 𝐸) be a bipartite graph with two disjoint sets of
vertices 𝐿(𝐺) and 𝑅(𝐺), and a set of edges 𝐸 (𝐺) that connects the
two vertex sets. Given 𝐺 , a biclique is a subgraph 𝐶 of 𝐺 such
that every pair of vertices between the two sides of 𝐶 is adjacent.
The maximum biclique [8, 26, 27], i.e., the biclique with the largest
number of edges, is often used to analyze a bipartite graph.

Figure 1 presents a researcher-venue bipartite graph that depicts
if a researcher has published in a venue. The shadowed subgraph
is the maximum biclique, and all six researchers in the biclique
have published in database conferences. However, the model fails to
distinguish the preferences of these researchers: 𝑟1, 𝑟2 are interested
in database and data mining, 𝑟3, 𝑟4 are focusing on database, while
𝑟5, 𝑟6 are interested in database and operating system. In other
words, the vertices in a biclique are not necessarily similar, even
though they share a set of common neighbors.

To address this limitation of the traditional model, Yao et al. [40]
propose the model of similar biclique. Given a similarity threshold
𝑠 , the model regards two vertices 𝑢 and 𝑣 as similar if the (Jaccard)
similarity between their neighbor sets is no less than 𝑠 . Yao et
al. [40] aim to enumerate any maximal similar biclique where all
vertices on one side are similar to each other, and they propose an
efficient algorithm MSBE for similar biclique enumeration.

The similar biclique model can detect meaningful communities,
and the running time is far less than enumerating traditional bi-
cliques [40]. However, the number of resulting similar bicliques
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is still excessively large, e.g., there are 4,524 similar bicliques on
YouTube (a graphwith 293 thousand edges) when 𝑠 = 0.5. Therefore,
any practitioner can hardly make sense of these similar bicliques.

This paper is the first to study the problem ofmost similar biclique.
Let a 𝑟 -similar biclique be a biclique where the minimum similarity
equals 𝑟 for every pair of vertices on one side. Intuitively, we aim
to find (i) local most similar biclique, i.e., the biclique that contains
a query node 𝑞 and the similarity 𝑟 is the highest, and (ii) global
most similar biclique, i.e., the biclique with the highest similarity
𝑟 in the whole network. In addition, we ensure that the resulting
most similar biclique is maximal, and that the number of vertices
on each side of the biclique is no less than a size constraint 𝜏 .

Our model can detect meaning communities from the author-
venue graph, either globally or locally. Each community contains a
group of researchers that focus on a set of closely related venues.
For example, the global most similar biclique (𝜏 = 2) in Figure 1 is
{𝑟3, 𝑟4}×{VLDB, SIGMOD, ICDE}. Given 𝜏 = 2, the local most simi-
lar biclique containing 𝑟1 is {𝑟1, 𝑟2}×{KDD, VLDB, SIGMOD, ICDE},
while the local most similar biclique containing 𝑟5 is {𝑟5, 𝑟6} ×
{SOSP, VLDB, SIGMOD, ICDE}. In comparison, the similar biclique
model [40] would return {all authors} × {VLDB, SIGMOD, ICDE}
when 𝑠 = 0.5, and it cannot distinguish the differences of authors.

Challenges. Like many other biclique-related problems [26, 35, 40],
we can prove that the problem of local/global most similar biclique
search is NP-Hard. One may wonder if existing works on simi-
lar biclique can solve our problems. As a preliminary attempt, we
develop a baseline based on the state-of-the-art method of enumer-
ating similar bicliques, i.e., MSBE [40]. However, MSBE will return
an empty result when the similarity threshold 𝑠 is larger than the
highest similarity. When 𝑠 is too low, MSBE may enumerate a bi-
clique that contains the most similar biclique and other dissimilar
vertices. Therefore, the main difficulty is picking the largest 𝑟 value
s.t. the 𝑟 -similar biclique exists, and set 𝑠 to this 𝑟 value. Intuitively,
our baseline performs a binary search on 𝑟 , and usesMSBE to verify
the existence of a 𝑟 -similar biclique. Despite its simplicity, the base-
line incurs significant computation overheads, e.g., it takes over 24
hours on CiteULike, a graph with 2.3 million edges (see Section 6.2).
Thus, this baseline cannot scale to large networks.

One may also wonder if we can solve the problems with the
classical techniques of clique and biclique search. For the maximum
clique search, existing works [7, 19, 24] use graph coloring and core
decomposition to estimate the upper bound of the maximum clique
size, and use this upper bound to prune vertices. Existing works of
maximum biclique search [26] also use the size to prune the vertices.
However, these techniques cannot be used in our studied problem,
as our optimization objective (the similarity between vertices) is
not necessarily correlated with the size. This motivates us to design
new techniques for the most similar biclique search.

Contributions. This paper presents Mosib, an exact algorithm
for Most similar biclique search. Different from existing works,
Mosib prunes unpromising vertices and prioritizes promising ones,
particularly from the view of vertex similarity. The algorithm in-
corporates graph reduction rules that aim to reduce the size of the
bipartite graph while preserving the local most similar biclique.
It also adopts similarity-first search rules that can prioritize the
similar bicliques with high similarity in the search. As a result,

Table 1: Summary of Notations.

Notation Definition

𝐺 a bipartite graph

𝑛𝐿 ; 𝑛𝑅 the number of left-/right-side vertices in𝐺

𝑚 the number of edges in𝐺

𝜏 the minimum number of vertices on each side of a biclique

𝑁𝑢 the set of neighbors of a node 𝑢

𝑁 2
𝑢 the set of 2-hop neighbors of a node 𝑢

𝑠𝑖𝑚 (𝑢, 𝑣) the Jaccard similarity between 𝑁𝑢 and 𝑁𝑣

Mosib can significantly speed up the local most similar biclique
search (also referred to as local search), while Mosib solves the
global search with a series of local searches. Compared with the
baseline based on Yao et al. [40], our Mosib is up to six (resp. five)
orders of magnitude faster in the local (resp. global) search. In addi-
tion, we compare our model with existing models such as similar
biclique [40], (𝛼, 𝛽)-core [21], and personalized maximum biclique
[35], which verifies the effectiveness of our model (see Section 6.3).

Moreover, we design an approximate algorithm Mosib-GloApp

for the global search. Unlike the global search for Mosib, ourMosib-

GloApp divides the nodes into groups and only considers the bi-
cliques within each group. This avoids searching for any biclique
whose nodes are located in different groups, thus significantly im-
proving the efficiency. We also propose a novel dividing algorithm
based on the well-known MinHash technique. The experiments
show that ourMosib-GloApp can outperformMosib in running time
by up to two orders of magnitude.

In summary, our principal contributions are as follows:

1. To our best knowledge, we are the first to formulate the problem
of the local/global most similar biclique search. We prove that
the problems are NP-Hard.

2. We proposeMosib, an exact algorithm for the local (resp. global)
most similar biclique search, including novel optimization rules
for graph reduction and similarity first search.

3. We propose an approximate algorithmMosib-GloApp for finding
the global most similar biclique more efficiently.

4. The experiments on real-world datasets show that our algo-
rithms can efficiently handle large-scale bipartite graphs while
finding insightful results in the network.

2 PRELIMINARIES

In this section, we define the problems of finding the local and
global most similar bicliques. We prove that the two problems are
NP-Hard. Table 1 lists the frequently-used notations.

2.1 Problem Definition

Let 𝐺 = (𝐿, 𝑅, 𝐸) be a bipartite graph with two disjoint sets of ver-
tices 𝐿(𝐺) and 𝑅(𝐺) (i.e., the left-side and right-side vertices), and
a set of edges 𝐸 (𝐺) between the two vertex sets. Given a subgraph
𝐶 of 𝐺 , we let 𝐿(𝐶) (resp. 𝑅(𝐶)) denote the left-side (resp. right-
side) vertices from 𝐶 . Then, a biclique is defined as a subgraph 𝐶
of 𝐺 such that every vertex pair between the two sides of 𝐶 are
connected, that is, ∀(𝑢 ∈ 𝐿(𝐶)) (𝑣 ∈ 𝑅(𝐶)) (𝑢, 𝑣) ∈ 𝐸.

The similar biclique is a kind of biclique whose left-side vertices
are similar to each other [40]. Let 𝑁 (𝑢) = {𝑣 | (𝑢, 𝑣) ∈ 𝐸} be
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Figure 2: Maximal Biclique. Figure 3: Similar Biclique.

the neighbor set of 𝑢. The similarity between 𝑢 and 𝑣 , denoted by
𝑠𝑖𝑚(𝑢, 𝑣), is defined as the Jaccard similarity between the neighbor

sets, i.e., 𝑠𝑖𝑚(𝑢, 𝑣) = 𝐽 (𝑁 (𝑢), 𝑁 (𝑣)) = |𝑁 (𝑢 )∩𝑁 (𝑣) |
|𝑁 (𝑢 )∪𝑁 (𝑣) | .

Definition 1 (𝑟 -similar biclique). A 𝑟 -similar biclique𝐶 is a biclique
such that the minimum similarity between every pair of left-side
vertices of 𝐶 is equal to 𝑟 , i.e., 𝑟 = 𝑠𝑖𝑚(𝐶) = min𝑢,𝑣∈𝐿 (𝐶 ) 𝑠𝑖𝑚(𝑢, 𝑣).

A 𝑟 -similar biclique is maximal when it is not a subset of any
other 𝑟 -similar biclique. We assume that the similarity constraint
is considered for the left-side, otherwise, we can simply swap the
two sides before applying the algorithm.

In this paper, we aim to find (i) global most similar biclique, i.e.,
the maximal 𝑟 -similar biclique with the highest similarity 𝑟 in the
whole graph, and (ii) local most similar biclique, i.e., the maximal
𝑟 -similar biclique that contains 𝑞 and the similarity 𝑟 is the highest.
For simplicity, we also refer to our studied problems as the local
(resp. global) search problem, and they can be formally defined as:

Problem 1 (Local Most Similar Biclique). Given a graph 𝐺 , a size
threshold 𝜏 , and a query node 𝑞 ∈ 𝐿(𝐺), we ask for a 𝑟∗-similar
biclique 𝐶∗𝜏,𝑞 that satisfies

(i) Node Containment: 𝑞 ∈ 𝐶∗𝜏,𝑞 ;
(ii) Size Constraint: |𝐿(𝐶∗𝜏,𝑞) | ≥ 𝜏 ∧ |𝑅(𝐶∗𝜏,𝑞) | ≥ 𝜏 ;
(iii) Maximality: 𝐶∗𝜏,𝑞 is maximal;

(iv) Most Similar: for any 𝑟 -similar biclique satisfying (i-iii), 𝑟∗ ≥ 𝑟 .

Problem 2 (Global Most Similar Biclique). Given a graph 𝐺 and a
size threshold 𝜏 , we ask for a 𝑟∗𝑔 -similar biclique 𝐶∗𝜏 that satisfies

(i) Size Constraint: |𝐿(𝐶∗𝜏 ) | ≥ 𝜏 ∧ |𝑅(𝐶∗𝜏 ) | ≥ 𝜏 ;
(ii) Maximality: 𝐶∗𝜏 is maximal;
(iii) Most Similar: for any 𝑟 -similar biclique satisfying (i-ii), 𝑟∗𝑔 ≥ 𝑟 .

There is an "at least 𝜏" size constraint for the resulting biclique𝐶 ,
i.e., |𝐿(𝐶) | ≥ 𝜏 and |𝑅(𝐶) | ≥ 𝜏 . Such a size constraint can avoid too
small or too skewed bicliques, and is widely adopted in previous
works [26, 35, 40]. If necessary, the techniques in this paper can be
easily extended to handle different size constraints on two sides.
In the real world, the size constraint 𝜏 can refer to the number of
customers and products in an e-commerce platform, or the number
of users and tweets in a bipartite social network.

The rationale of the "at least 𝜏 constraint" is as follows. Let 𝜏 = 5.
In the worst case, we will obtain a (5, 5)-biclique which is not too
small or skewed. The constraint can also stop our algorithms from
finding a (1, 5)-biclique or a (1, 1)-biclique. Therefore, the "at least
𝜏" constraint can keep good bicliques and prune bad ones.

Example 1. Consider the maximal biclique𝐶0 in Figure 2, and the
similar bicliques 𝐶1 and 𝐶2 in Figure 3. The nodes 𝑎 and 𝑏 have the
same neighbor set (i.e., {𝑒, 𝑓 , 𝑔}), while nodes 𝑐 and 𝑑 have the same

neighbor set {𝑓 , 𝑔}. The similar biclique can observe the difference
between {𝑎, 𝑏} and {𝑐, 𝑑}, but the raw biclique model cannot. Let
𝜏 = 2. Given 𝑞 ∈ {𝑎, 𝑏} (resp. 𝑞 ∈ {𝑐, 𝑑}), the local most similar
biclique is 𝐶1 (resp. 𝐶2), because 𝐶1 and 𝐶2 are both 1.0-similar
biclique. Both 𝐶1 and 𝐶2 are the global most similar biclique.

2.2 Problem Hardness

Theorem 1. The global most similar biclique search is NP-Hard.

Proof. The maximum balanced biclique (MBB) problem asks for
a biclique𝐶 such that |𝐿(𝐶) | = |𝑅(𝐶) | and the number of edges in𝐶
is the largest. This problem is NP-hard [17]. Assume that the global
search can be solved in polynomial time. Then, we can solve the
MBB problem as follows. For every 𝜏 from 1 to min{|𝐿(𝐺) |, |𝑅(𝐺) |},
there exists a biclique𝐶 with |𝐿(𝐶) | ≥ 𝜏 and |𝑅(𝐶) | ≥ 𝜏 if and only
if we run the global search with size constraint 𝜏 and it returns a
non-empty result. Thus, we can determine the MBB in polynomial
time. This contradicts the fact that theMBB problem is NP-hard. �

Theorem 2. The local most similar biclique search is NP-Hard.

Proof. Assume that the local search problem is solvable in poly-
nomial time. For every any 𝑣 ∈ 𝐿(𝐺), we compute the local most
similar biclique 𝐶∗𝑣 containing 𝑣 . Then, we select from these local
most similar bicliques the one with the largest similarity 𝑟 , and
return it as the final result. This is a polynomial-time solution to
the global search problem, which contradicts Theorem 1. �

3 THE BASELINE SOLUTION

In what follows, we first present an overview of Yao et al. [40], the
state-of-the-art method for enumerating similar bicliques. After
that, we devise a baseline solution based on Yao et al’s method.

3.1 Yao et al.’s Method and Our Insights

Let 𝑠 be a similarity threshold. Yao et al. [40] aim to enumerate
any 𝑟 -similar biclique with 𝑟 ≥ 𝑠 , and they present an algorithm
(referred to as MSBE) for similar biclique enumeration. Formally
speaking, given 𝐺 , a size threshold 𝜏 , and a similarity threshold
𝑠 ∈ [0, 1], MSBE can enumerate all 𝑟 -similar bicliques 𝐶 such that
(i) 𝑟 ≥ 𝑠 , (ii) |𝐿(𝐶) | ≥ 𝜏 ∧ |𝑅(𝐶) | ≥ 𝜏 , and (iii) 𝐶 is maximal.

Suppose we know the similarity of global most similar biclique
𝐶∗𝜏 (i.e., 𝑟∗𝑔 in Problem 2). Then, we can answer the global most

similar biclique by runningMSBE with a similarity threshold 𝑠 = 𝑟∗𝑔
and a size threshold 𝜏 . This will lead to the lowest computation cost.
However, it is impossible to know 𝑟∗𝑔 in advance.

On the one hand, if we adopt a large 𝑠 , MSBE may return an
empty result. On the other hand, if we use a small 𝑠 (e.g., 𝑠 = 0),
MSBE may enumerate a biclique that contains the most similar
biclique and other dissimilar vertices. Such a small 𝑠 also incurs
prohibitive overheads, e.g., when 𝑠 = 0, MSBE cannot terminate in
24 hours on GitHub (a graph with 0.5 million edges). Therefore,
the main difficulty is picking the largest 𝑟 value s.t. the 𝑟 -similar
biclique exists, and set 𝑠 to this 𝑟 value.

3.2 Our Baseline Based on Yao et al’s Method

Basically, our baselineMSBE+ uses a binary search to select a proper
𝑠 for MSBE. Algorithm 1 presents the pseudo-code of our baseline
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Algorithm 1: MSBE+: Global(𝐺, 𝜏)

Initialize the result 𝐶∗𝜏 = ∅;1

Initialize the binary-search boundaries 𝑠𝑙 = 0 and 𝑠𝑢 = 1;2

while |𝑠𝑢 − 𝑠𝑙 | is not sufficiently small do3

Let 𝑠𝑚 = (𝑠𝑙 + 𝑠𝑢 )/2;4

Use MSBE to find a maximal 𝑟 -similar biclique 𝐶 with5

𝑟 ≥ 𝑠𝑚 and satisfying the size constraint 𝜏 ;
if 𝐶 is found in above then6

Set 𝑠𝑙 = 𝑟 ; Update 𝐶
∗
𝜏 = 𝐶;7

else Set 𝑠𝑢 = 𝑠𝑚 ;8

return 𝐶∗𝜏 ;9

MSBE+ when it handles global search. The algorithm starts with
the binary-search boundaries 𝑠𝑙 = 0 and 𝑠𝑢 = 1, and then iteratively
tests 𝑠𝑚 = (𝑠𝑙 + 𝑠𝑢 )/2 and updates the boundaries. Given 𝑠𝑚 , it runs
MSBE with similar threshold 𝑠 = 𝑠𝑚 and size threshold 𝜏 , and imme-
diately terminates the enumeration once MSBE finds any qualified
𝑟 -similar biclique 𝐶 (Line 5). If 𝐶 is found, then the algorithm sets
𝑠𝑙 = 𝑟 and updates the result 𝐶∗𝜏 = 𝐶 (Line 7), otherwise, it sets
𝑠𝑢 = 𝑠𝑚 (Line 8). Finally, 𝐶∗𝜏 is returned as the answer (Line 9).

Algorithm 1 can be extended to handle the local search. Note
that MSBE enumerates all similar bicliques with a for-loop on 𝑢 ∈
𝐿(𝐺) (Lines 3-10 of Algorithm 1 in [40]), each iteration of which
enumerates the similar bicliques containing 𝑢. In order to find the
local most similar biclique containing a node 𝑞, we can simply
replace the above-mentioned for-loop in MSBE with its inner body
(𝑢 = 𝑞) when we run Algorithm 1.

Let 𝑏 be the number of iterations in the binary search, and 𝑛𝐿 be
|𝐿(𝐺) |, and𝑚 be |𝐸 (𝐺) |. The baselineMSBE+ takes𝑂 (𝑏𝑚 ·2𝑛𝐿 ) time
for the local search and 𝑂 (𝑏𝑚𝑛𝐿 · 2𝑛𝐿 ) time for the global search.
In particular, our baseline MSBE+ runs the enumeration algorithm
MSBE for 𝑏 times, each of which takes 𝑂 (𝑚 · 2𝑛𝐿 ) time for local
search and 𝑂 (𝑚𝑛𝐿 · 2𝑛𝐿 ) time for global search [40].

Although the baseline MSBE+ is conceptually simple, it incurs
significant overheads, e.g., it requires 39 hours for the global search
on CiteULike, a graph with 2.3 million edges (see Section 6.2).

4 PROPOSED EXACT SOLUTION

The Bron-Kerbosch algorithm [6] is an algorithm for listing all max-
imal cliques in an undirected graph. The algorithm attempts to
add a vertex to a partial clique and then remove it to find more
cliques. Such a branch-and-bound framework is adopted by almost
all existing works of clique and biclique [1, 26, 35, 40, 44], as well
as our solutions. Nevertheless, the framework only provides an
enumeration method, and must be redesigned to fit our problem.

This section presents Mosib, an exact algorithm that borrows
ideas from the Bron-Kerbosch algorithm [6] but significantly im-
proves the efficiency with a novel algorithm design. At a high level,
Mosib incorporates two techniques in its local search:

1. Graph Reduction Rules. This technique aims to reduce the
size of the bipartite graph while preserving the local most sim-
ilar biclique. It includes three graph reduction rules, namely,
hop-based, degree-based, and similarity-based rules.

2. Similarity-First Search.This technique contains two similarity-
first search rules that aim to prioritize the bicliques with high
similarity in the search, such that more vertices can be pruned
by the similarity-based graph reduction rule.

In general, our algorithmmaintains a partial biclique (𝐿, 𝑅, 𝐿×𝑅)
and recursively adds left-side vertices into 𝐿. Given a fixed set 𝐿,
the set 𝑅 is simply the common neighbors of all vertices in 𝐿, i.e.,
𝑅 =

⋂
𝑢∈𝐿 𝑁𝑢 . When we add vertices into 𝐿, we consider a vertex

𝑢 as promising if it is similar to the vertices in 𝐿. Our Mosib uses
the graph reduction rules to prune unpromising vertices and uses
the similarity-first search to prioritize promising vertices.

Next, we first detail the graph reduction rules and similarity-first
search. Then, we integrate these techniques into our algorithms.

4.1 Graph Reduction Rules

Given𝐺 and a subgraph𝐺 ′ of𝐺 , we can reduce𝐺 to𝐺 ′ if and only
if 𝐺 ′ preserves the local most similar biclique of 𝐺 .

Definition 2 (LMSB-Preserved Subgraph). Let 𝐺 be a graph, 𝜏 be
a size threshold, and 𝑞 ∈ 𝐿(𝐺) be a query node. A subgraph 𝐺 ′ of

𝐺 is the LMSB-preserved subgraph, denoted by 𝐺 ′ 𝜏,𝑞≡ 𝐺 , if the local
most similar biclique on 𝐺 and 𝐺 ′ is the same given 𝜏 and 𝑞, i.e.,
𝐶∗𝜏,𝑞 (𝐺) = 𝐶

∗
𝜏,𝑞 (𝐺

′).

Lemma 1 (Transitivity of LMSB-Preserved Subgraph).

𝐺1
𝜏,𝑞
≡ 𝐺2 ∧𝐺2

𝜏,𝑞
≡ 𝐺3 =⇒ 𝐺1

𝜏,𝑞
≡ 𝐺3 .

Proof. Let the local most similar biclique of𝐺1 be𝐶
∗
𝜏,𝑞 (𝐺1) = 𝐶 .

Given 𝐺1
𝜏,𝑞
≡ 𝐺2 ∧𝐺2

𝜏,𝑞
≡ 𝐺3, it follows that 𝐶

∗
𝜏,𝑞 (𝐺3) = 𝐶∗𝜏,𝑞 (𝐺2) =

𝐶∗𝜏,𝑞 (𝐺1) = 𝐶 . In addition, 𝐺3 must be a subgraph 𝐺1, as 𝐺3 is a
subgraph of𝐺2 and𝐺2 is a subgraph of𝐺1. Based on the above,𝐺3

is the LMSB-preserved subgraph of 𝐺1. �

By the transitive property, we can repeatedly reduce a graph to
its LMSB-preserved subgraph. We eliminate a node 𝑢 from 𝐺 by
removing 𝑢 and all its incident edges, denoted as 𝐺  𝑢.

Hop-based Rule (HOP). Given a node 𝑞, the first rule states that
we can eliminate any node 𝑢 whose distance to 𝑞 is larger than 2,
i.e., eliminating all nodes outside 𝑞’s 2-hop neighborhood. Then,
we can formalize the hop-based rule as follows:

Lemma 2 (Rule HOP). Let 𝑞 be a query node, and 𝑁 2
𝑞 be the set of

2-hop neighbors of a node 𝑞, then we have

∀𝑢 : 𝑢 ∉ 𝑁 2
𝑞 =⇒ 𝐺  𝑢

𝜏,𝑞
≡ 𝐺.

Proof. Let 𝑢 be a node such that 𝑢 ∉ 𝑁 2
𝑞 . Proving 𝐺  𝑢

𝜏,𝑞
≡ 𝐺

is equivalent to proving 𝑢 is not contained in 𝐶∗𝜏,𝑞 (𝐺), i.e., the
local most similar biclique on 𝐺 given 𝜏 and 𝑞. We prove this by
contradiction. Assume that 𝑢 is contained in 𝐶∗𝜏,𝑞 (𝐺). Recall that a
biclique is a complete bipartite graph, so the distance between𝑢 and
𝑞 must be no more than 2. This contradicts the fact that𝑢 ∉ 𝑁 2

𝑞 . �

Degree-based Rule (DEG). Given the size threshold 𝜏 , the second
rule recursively eliminates any node whose degree is less than 𝜏
until no more nodes can be removed.
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Algorithm 2: graph reduction rules

def HOP(𝐺𝑟 , 𝑞) :1

for ∀𝑢 : 𝑢 ∉ 𝑁 2
𝑞 do 𝐺𝑟 ← 𝐺𝑟  𝑢;2

def DEG(𝐺𝑟 , 𝜏 ) :3

while ∃𝑢 : 𝑑 (𝑢,𝐺𝑟 ) < 𝜏 do 𝐺𝑟 ← 𝐺𝑟  𝑢;4

def SIM(𝐺𝑟 , 𝑞, 𝑟
∗) :5

for 𝑢 ∈ 𝐿 (𝐺𝑟 ) and 𝑠𝑖𝑚 (𝑢,𝑞) < 𝑟 ∗ do 𝐺𝑟 ← 𝐺𝑟  𝑢;6

Lemma 3 (Rule DEG). Let 𝑑 (𝑢,𝐺) be degree of 𝑢 in graph𝐺 , then

∀𝑢 : 𝑑 (𝑢,𝐺) < 𝜏 =⇒ 𝐺  𝑢
𝜏,𝑞
≡ 𝐺.

Proof. Let 𝑢 be a node such that 𝑢 ∈ 𝐿(𝐺) and 𝑠𝑖𝑚(𝑢, 𝑞) < 𝑟∗.

Proving 𝐺  𝑢
𝜏,𝑞
≡ 𝐺 is equivalent to proving 𝑢 is not contained in

𝐶∗𝜏,𝑞 (𝐺), i.e., the local most similar biclique on𝐺 given 𝜏 and 𝑞. We

prove this by contradiction. Assume that 𝑢 is contained in 𝐶∗𝜏,𝑞 (𝐺).
By the fact that 𝑑 (𝑢,𝐺) < 𝜏 and 𝐶∗𝜏,𝑞 (𝐺) is a subgraph of 𝐺 , we
have 𝑑 (𝑢,𝐶∗𝜏,𝑞 (𝐺)) < 𝜏 . But this contradicts the size constraint of
the local most similar biclique, i.e., 𝑑 (𝑢,𝐶∗𝜏,𝑞 (𝐺)) ≥ 𝜏 . �

Similarity-based Rule (SIM). Let a 𝑟∗-similar biclique𝐶∗𝜏,𝑞 be the
temporary result of the local most similar biclique that satisfies the
conditions (i)-(iii) in Problem 1. If a left-side node 𝑢 ∈ 𝐿(𝐺) is not
sufficiently similar to 𝑞 (i.e., 𝑠𝑖𝑚(𝑢, 𝑞) < 𝑟∗), then we can eliminate
𝑢 from 𝐺 , as any biclique containing {𝑢, 𝑞} is not the highest in
similarity. This rule is referred to as the similarity-based rule (SIM):

Lemma 4 (Rule SIM). Let 𝑞 be a query node, and a 𝑟∗-similar

biclique𝐶∗𝜏,𝑞 be the temporary result of the local most similar biclique.

Then, for every update of 𝑟∗ and 𝐶∗𝜏,𝑞 ,

∀𝑢 ∈ 𝐿(𝐺) : 𝑠𝑖𝑚(𝑢, 𝑞) < 𝑟∗ =⇒ 𝐺  𝑢
𝜏,𝑞
≡ 𝐺.

Proof. Let 𝑢 be a node such that 𝑢 ∈ 𝐿(𝐺) and 𝑠𝑖𝑚(𝑢, 𝑞) < 𝑟∗.

Proving 𝐺  𝑢
𝜏,𝑞
≡ 𝐺 is equivalent to proving 𝑢 is not contained in

𝐶∗𝜏,𝑞 (𝐺), i.e., the local most similar biclique on𝐺 given 𝜏 and 𝑞. We

prove this by contradiction. Assume that 𝑢 is contained in 𝐶∗𝜏,𝑞 (𝐺).
By the fact that𝐶∗𝜏,𝑞 (𝐺) contains 𝑢 and 𝑞, we have 𝑠𝑖𝑚(𝐶∗𝜏,𝑞 (𝐺)) ≤
𝑠𝑖𝑚(𝑢, 𝑞) < 𝑟∗ = 𝑠𝑖𝑚(𝐶∗𝜏,𝑞). Therefore, 𝐶

∗
𝜏,𝑞 has a higher similarity

than 𝐶∗𝜏,𝑞 (𝐺), which contradicts the fact that 𝐶∗𝜏,𝑞 (𝐺) is the local
most similar biclique on 𝐺 . �

Implementation. Algorithm 2 presents the pseudo-code of our
graph reduction rules. Let 𝐺𝑟 be a reduced graph. The algorithm
starts with 𝐺𝑟 = 𝐺 , and then repeatedly reduces 𝐺𝑟 if necessary.
Given a size constraint 𝜏 , we implement DEG with a BFS-like
method, that is, we remove any vertex 𝑢 with 𝑑 (𝑢,𝐺𝑟 ) < 𝜏 and
recursively remove any neighbor 𝑣 of 𝑢 if the degree of 𝑣 drops
below 𝜏 . For SIM, we compute 𝑠𝑖𝑚(𝑢, 𝑣) and memorize the result
with a table. The running time of all these rules is 𝑂 ( |𝐸 (𝐺𝑟 ) |) time.

Note that DEG can interact with other rules, i.e., using SIM or
HOP may cause degree reduction, creating a chance for further
using DEG. The rules are applied on demand: we apply all rules
HOP, SIM, DEG in the initialization, and then apply SIM, DEG once
we find a biclique with a higher similarity than the current best
(see Algorithm 3 Lines 2 and 11). Such an on-demand application is
more efficient than other ways, e.g., sequential or fixed point.

Figure 4: The Similarity-First Search on Figure 2.

4.2 Similarity-First Search

In a nutshell, ourMosib enumerates similar bicliques in a similarity-
first search manner, i.e., it prioritizes the biclique with high simi-
larity. As a result, the algorithm can prune more vertices with the
similarity-based rule (see the last section) in the early stage, leading
to a significantly improved performance.

Recall that the algorithmmaintains a partial biclique𝐶 = (𝐿, 𝑅, 𝐿×
𝑅) and recursively adds left-side vertices into 𝐿, where 𝑅 can be
simply computed as 𝑅 =

⋂
𝑢∈𝐿 𝑁𝑢 . Let 𝑃 be the candidate left-side

vertices that we consider adding to 𝐿. In this process, we adopt the
following two similarity-first search rules.

Similar Node First Rule (SFS). The first rule is to sort all candidate
vertices in 𝑃 in decreasing order of 𝑠𝑖𝑚(𝑢, 𝐿), where 𝑠𝑖𝑚(𝑢, 𝐿) is
the minimum similarity between 𝑢 and the vertices from 𝐿, i.e.,
𝑠𝑖𝑚(𝑢, 𝐿) = min𝑣∈𝐿 𝑠𝑖𝑚(𝑢, 𝑣). Every time a node is moved from 𝑃
to 𝐿, the algorithm uses the rule to order the updated 𝑃 .

The rationale of the rule is as follows. Let 𝑠𝑖𝑚(𝐿) be the min-
imum pair-wise similarity in 𝐿, i.e., 𝑠𝑖𝑚(𝐿) = min𝑢,𝑣∈𝐿 𝑠𝑖𝑚(𝑢, 𝑣).
If a vertex 𝑢 is added to 𝐿, the similarity becomes 𝑠𝑖𝑚(𝐿 ∪ {𝑢}) =
min{𝑠𝑖𝑚(𝐿), 𝑠𝑖𝑚(𝑢, 𝐿)}. By sorting 𝑃 in decreasing 𝑠𝑖𝑚(𝑢, 𝐿), the
algorithm can prioritize the node 𝑢 that maximizes the similarity
of the partial biclique after it adds 𝑢 into 𝐿.

High-Similarity Node Sets First Rule (SFS2). Given a query
node 𝑞, a naive approach is to start with 𝐿 = {𝑞} and the set of
vertices 𝑃 that can be added to 𝐿. We have to consider all vertices in
𝑃 to ensure algorithm correctness. However, some vertices in 𝑃 are
relatively dissimilar to 𝑞 and may delay the search. Intuitively, the
second rule aims to divide the naive search into several iterations
of searches such that (i) dissimilar vertices are not considered in
the early iterations, and (ii) the computation cost stays the same.

In particular, we assume that 𝑃 = {𝑣1, 𝑣2, · · · , 𝑣 |𝑃 | } is ordered
by the similarity to 𝑞, i.e., 𝑠𝑖𝑚(𝑣1, 𝑞) ≥ 𝑠𝑖𝑚(𝑣2, 𝑞) ≥ · · · 𝑠𝑖𝑚(𝑣 |𝑃 | , 𝑞).
The algorithm runs up to |𝑃 | iterations, the 𝑘-th of which executes
a local search with 𝐿′ = {𝑞, 𝑣𝑘 } and 𝑃 ′ = {𝑣1, 𝑣2, · · · , 𝑣𝑘−1}. In
other words, for every biclique 𝐶 we detected in the 𝑘-th itera-
tion, we ensure that any vertex in 𝐿(𝐶) is top-𝑘 most similar to
𝑞, i.e., 𝐿(𝐶) ⊆ {𝑞, 𝑣1, 𝑣2, · · · , 𝑣𝑘 }, while the searches on relatively
dissimilar vertices are deferred to the subsequent iterations.

Moreover, the rule will not increase the computation cost. All
bicliques enumerated in the 𝑘-th iteration are different from those
enumerated in the previous iterations, because the former always
contains 𝑣𝑘 while the latter never contains 𝑣𝑘 . Therefore, the al-
gorithm enumerates every biclique exactly once and has the same
worst-case time complexity as the naive approach.

Example 2. Let node 𝑐 in Figure 2 be the query node. In Figure 4
(left), the similar node first rule (SFS) sorts the candidate vertices
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Algorithm 3: Mosib-Exact: Local(𝐺,𝑞, 𝜏)

Initialize the temporary local result 𝑟∗ = −∞ and 𝐶∗𝜏,𝑞 = ∅;1

Copy 𝐺 into 𝐺𝑟 ; Reduce 𝐺𝑟 with HOP and DEG;2

Sort 𝑢 ∈ 𝐿(𝐺𝑟 ) in decreasing order of 𝑠𝑖𝑚(𝑞,𝑢); // SFS2 ↓3

for 𝑢 ∈ 𝐿(𝐺𝑟 ) and 𝑢 ∈ 𝐺𝑟 do4

Let 𝑃 be the set of 𝑢 (Line 14) visited in previous iterations;5

Run Enum-BK({𝑞,𝑢}, 𝑁𝑞 ∩ 𝑁𝑢 , 𝑃 ∩ 𝑁
2
𝑢 , ∅, 𝑠 (𝑞,𝑢));6

return 〈𝑟∗,𝐶∗𝜏,𝑞〉;7

def Enum (𝐿, 𝑅, 𝑃, 𝑋, 𝑟 ) :8

if |𝐿 | ≥ 𝜏 and |𝑅 | ≥ 𝜏 and 𝑟 > 𝑟∗ then9

Update 𝐶∗𝜏,𝑞 = (𝐿, 𝑅, 𝐿 × 𝑅) and 𝑟∗ = 𝑟 ;10

Reduce 𝐺𝑟 with SIM and DEG;11

Let 𝑠𝑖𝑚(𝑢, 𝐿) be min𝑣∈𝐿 𝑠𝑖𝑚(𝑢, 𝑣);12

Sort 𝑢 ∈ 𝑃 in decreasing order of 𝑠𝑖𝑚(𝑢, 𝐿); // SFS13

for 𝑢 ∈ 𝑃 and 𝑢 ∈ 𝐺𝑟 do14

𝐿′ = 𝐿∪{𝑢}; 𝑅′ = 𝑅∩𝑁𝑢 ; 𝑃 ′ = 𝑃∩𝑁 2
𝑢 ; 𝑋

′ = 𝑋∩𝑁 2
𝑢 ;15

𝑟 ′ = min{𝑟, 𝑠𝑖𝑚(𝑢, 𝐿)};16

if 𝑟 ′ > 𝑟∗ and |𝐿′ | + |𝑃 ′ | ≥ 𝜏 and |𝑅′ | ≥ 𝜏 and17

� 𝑣 ∈ 𝑋 ′ s.t. 𝑅′ ⊆ 𝑁𝑣 then

Enum (𝐿′, 𝑅′, 𝑃 ′, 𝑋 ′, 𝑟 ′);18

𝑃 = 𝑃 \ {𝑢}; 𝑋 = 𝑋 ∪ {𝑢};19

𝑃 = {𝑑, 𝑎, 𝑏} by similarity to 𝐿 = {𝑐}. Then, we will attempt to
move candidate vertices from 𝑃 to 𝐿 using the order.

By the high-similarity node sets first rule (SFS2), Figure 4 will
turn the naive enumeration (left) into three iterations of enumera-
tion (right). The computation cost is the same, but the algorithm
does not need to consider 𝑏 in the first two iterations. Similarly,
when the algorithm attempts to find the most similar biclique
among the 10% vertices that are most similar to the query node, it
can avoid considering the remaining 90% vertices, thus prioritizing
the biclique with high similarity and reducing the running time.

4.3 Exact Algorithm for Local Search

Algorithm 3 presents our exact solution for local search. The al-
gorithm incorporates the graph reduction rules (see Section 4.1)
and the similarity-first search (see Section 4.2). The parameters of
graph reduction rules are omitted, as they are consistent with the
definitions in Algorithm 2, e.g., HOP is equivalent to HOP(𝐺𝑟 , 𝑞).

Lines 1-7 are the main body of Algorithm 3. Let a 𝑟∗-similar bi-
clique𝐶∗𝜏,𝑞 be the temporary result of the local most similar biclique.

The algorithm starts with 𝑟∗ = −∞ and 𝐶∗𝜏,𝑞 = ∅, and initializes

a reduced graph 𝐺𝑟 with rules HOP and DEG (Lines 1-2). After
that, the algorithm uses rule SFS2 to enumerate all similar bicliques
that contain 𝑞 (Lines 3-6). That is, for each vertex 𝑢 ∈ 𝐿(𝐺𝑟 ) in de-
creasing order of the similarity to 𝑞, we execute a local search with
𝐿 = {𝑞,𝑢} and 𝑃 is the set of 𝑢 visited in the previous iterations.

Lines 8-19 depict the similar biclique enumeration of Mosib. The
algorithm maintains a partial biclique 𝐶 = (𝐿, 𝑅, 𝐿 × 𝑅), and recur-
sively adds the candidate vertices from 𝑃 to 𝐿. The function Enum

requires five parameters (Line 8). In particular, 𝐿, 𝑅 are the left- and
right-side vertices of the partial biclique, 𝑃 is the set of candidate

vertices, 𝑋 is a set of vertices used to check whether 𝐶 is maximal,
and 𝑟 = 𝑠𝑖𝑚(𝐶) is the similarity of 𝐶 .

The computation of Enum works as follows. Every time the
algorithm detects amaximal 𝑟 -similar biclique𝐶 with 𝑟 > 𝑟∗ and the
size constraints satisfied, it updates 〈𝑟∗,𝐶∗𝜏,𝑞〉 and reduces𝐺𝑟 with
SIM and DEG (Lines 9-11). Note that we apply SIM first and then
DEG, as the degrees of some nodes may be decreased after applying
SIM. Then, we expand 𝐿 to enumerate more bicliques (Lines 12-19).
In particular, we sort 𝑃 with SFS (Lines 12-13). For every vertex
𝑢 ∈ 𝑃 , we either move 𝑢 into 𝐿 and recursively expand the partial
biclique (Line 18), or move 𝑢 into 𝑋 (Line 19). The expansion of 𝑢 is
valid if and only if (i) the similarity is large enough, i.e., 𝑟 ′ > 𝑟∗; (ii)
the sizes |𝐿′ | ∪ |𝑃 ′ | and |𝑅′ | are no less than 𝜏 ; and (iii) the partial
biclique is maximal, i.e., � 𝑣 ∈ 𝑋 ′ s.t. 𝑅′ ⊆ 𝑁𝑣 .

Efficient Similarity Computation. The algorithm repeatedly
computes the similarity between different pairs of vertices. To speed
up the similarity computation, we store the result of 𝑠𝑖𝑚(𝑢, 𝑣) into
a table when we apply any rule related to similarity, that is, SIM,
SFS, and SFS2. In addition, when we compute 𝑠𝑖𝑚(𝑢, 𝐿) in (Line 12),
we reuse the similarity results from the parent function. That is, for
any 𝑣 ∈ 𝑃 , we store 𝑠𝑖𝑚(𝑣, 𝐿) into a hash map and send this map to
any child function (Line 18). Suppose we add a new vertex 𝑢 into
𝐿 when we call this child function, we can efficiently compute the
updated similarity, i.e., 𝑠𝑖𝑚(𝑣, 𝐿 ∪ {𝑢}) = min{𝑠𝑖𝑚(𝑣, 𝐿), 𝑠𝑖𝑚(𝑣,𝑢)}.
The base case is the computation of 𝑠𝑖𝑚(𝑢, 𝑞) (Line 3).

Theorem 3. Algorithm 3 takes 𝑂 ((𝑚 + 𝑛𝐿 log𝑛𝐿) · 2
𝑛𝐿 ) time.

Proof. First, we analyze the running time of Enum. In particular,
Lines 9-11 take 𝑂 (𝑚) time as the graph reduction rule takes linear
time (see Section 4.1). By the efficient similarity computation above,
Lines 12-13 require 𝑂 (

∑
𝑢∈𝑃 |𝑁𝑢 |) ⊆ 𝑂 (𝑚) time to update the

similarity. Lines 12-13 also require 𝑂 ( |𝑃 | log |𝑃 |) time to sort the
vertices. Lines 14-19 (excluding Line 8) take a running time of𝑂 (𝑚),
as the cost of Line 15 is bounded by the two-hop neighborhood of
𝑃 . Therefore, Enum (excluding Line 8) requires 𝑂 (𝑚 + |𝑃 | log |𝑃 |)
time. Each time we run Enum, it either moves a node from 𝑃 to 𝐿
or excludes it from 𝐿 (by adding it to 𝑋 ), forming a recursive tree

with 2 |𝑃 | leaves. By multiplying 2 |𝑃 | and𝑂 (𝑚+ |𝑃 | log |𝑃 |), the time

complexity of Enum equals 𝑂
(
(𝑚 + |𝑃 | log |𝑃 |) · 2 |𝑃 |

)
.

Next, we analyze Algorithm 3. Lines 1-3 need 𝑂 (𝑚) time. After
that, the algorithm runs in |𝐿(𝐺𝑟 ) | iterations, the 𝑘-th of which

runs Enumwith |𝑃 | = 𝑘 and it takes𝑂
(
(𝑚 + |𝑘 | log |𝑘 |) · 2 |𝑘 |

)
time.

Then, the time complexity of Lines 4-6 equals

|𝐿 (𝐺𝑟 ) |∑

𝑘=1

(𝑚 + |𝑘 | log |𝑘 |) · 2 |𝑘 | ≤ (𝑚 + 𝑛𝐿 log𝑛𝐿) · 2
𝑛𝐿 . (1)

Observe that the time complexity of Algorithm 3 is bounded by the
r.h.s. of Equation 1. Thus, the theorem is proved. �

On the theory side, the algorithm has an exponential time com-
plexity. Due to the NP-hardness of the studied problems, it is im-
possible to design a polynomial time optimal solution unless P=NP.
If time is of the essence, our algorithm can return the answer when
the running time reaches a pre-set time threshold. On the practice
side, the algorithm can outperform the baseline MSBE+ in running
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Algorithm 4: Mosib-Exact: Global (𝐺, 𝜏)

Initialize the temporary global result 𝑟∗𝑔 = −∞ and 𝐶∗𝜏 = ∅;1

for 𝑞 ∈ 𝐿(𝐺) do2

Initialize the temporary local result 𝑟∗ = 𝑟∗𝑔 and 𝐶∗𝜏,𝑞 = 𝐶∗𝜏 ;3

Copy 𝐺 into 𝐺𝑟 ; Reduce 𝐺𝑟 with HOP, SIM, and DEG;4

Run Lines 3-7 of Algorithm 3 to update the local result;5

if 𝑟∗ > 𝑟∗𝑔 then Update 𝑟∗𝑔 = 𝑟∗ and 𝐶∗𝜏 = 𝐶∗𝜏,𝑞 ;6

return 〈𝑟∗𝑔 ,𝐶
∗
𝜏 〉;7

time by up to six orders of magnitude (and at least 2,955x), according
to our experiments in Section 6.2.

Solution Uniqueness. Given a query node 𝑞, there may be multi-
ple local most similar bicliques with the same similarity. To ensure
solution uniqueness, Algorithm 3 by default returns the first de-
tected biclique that satisfies the constraint.

However, a user may hope to obtain the most similar biclique
with the largest size (or any user-preferred property), rather than
the first detected one. We achieve this goal as follows. Given a
user-preferred property 𝑓 and a community 𝐶 = (𝐿, 𝑅, 𝐿 × 𝑅), we
can rewrite the if condition in Algorithm 3 Line 9 to

|𝐿 | ≥ 𝜏 and |𝑅 | ≥ 𝜏 and (𝑟 > 𝑟∗ or (𝑟 = 𝑟∗ and 𝑓 (𝐶) > 𝑓 (𝐶∗𝜏,𝑞))).

Besides, we can ensure the solution uniqueness of the global most
similar biclique with a similar method. That is, when we run Algo-
rithm 4 Line 5 to call the local search (Algorithm 3), we rewrite the
if condition in Algorithm 3 like what we do above.

4.4 Exact Algorithm for Global Search

Let 𝐶∗𝜏 be the global most similar biclique. Given any query node
𝑞 ∈ 𝐿(𝐶∗𝜏 ), it follows that 𝐶

∗
𝜏 is also a local most similar biclique

that contains 𝑞. As a result, we can obtain the global most similar
biclique using a series of local searches.

Algorithm 4 presents our exact solution for global search. Let a
𝑟∗𝑔 -similar biclique 𝐶∗𝜏 be the temporary result of the global most
similar biclique. The algorithm first initializes the global result
𝑟∗𝑔 , 𝐶

∗
𝜏 (Line 1). Then, for any 𝑞 ∈ 𝐿(𝐺𝑔𝑟 ), it finds the local most

similar biclique 𝐶∗𝜏,𝑞 that contains 𝑞 (Lines 3-5) and updates 𝑟∗𝑔 , 𝐶
∗
𝜏

when the similarity of 𝐶∗𝜏,𝑞 is higher than 𝐶∗𝜏 (Line 6). Lines 3-5

are almost the same to Algorithm 3, except that we set 𝑟∗ = 𝑟∗𝑔
and reduce 𝐺𝑟 with rule SIM in the initialization. Note that any
𝑟 -similar biclique with 𝑟 < 𝑟∗𝑔 is not the global most similar biclique.

After that, the global result 〈𝑟∗𝑔 , 𝐶
∗
𝜏 〉 is returned as the final answer.

Theorem 4. Algorithm 4 takes𝑂 ((𝑚 + 𝑛𝐿 log𝑛𝐿) · 𝑛𝐿 · 2𝑛𝐿 ) time.

Proof. Lines 2-6 run the local search for each left-side vertex 𝑞.
Therefore, Algorithm 4 is equivalent to running Algorithm 3 for up
to 𝑛𝐿 times, leading to the time complexity in the theorem. �

5 PROPOSED APPROXIMATE SOLUTION FOR
GLOBAL SEARCH

The global search of Mosib may take tens of hours on large graphs
in our preliminary test. This section proposes Mosib-GloApp, an
approximate algorithm for improving the practical performance of
global search. At a high level, Mosib-GloApp contains two phases:

= 2/3
= 1/3

= 4/9
= 5/9

0.017
0.983

Figure 5: Example of Mosib-GloApp on Figure 2.

Algorithm 5: Dividing Step of Mosib-GloApp

Initialize ℎ hash functions 𝑓 (1) , · · · , 𝑓 (ℎ) ;1

for 𝑖 = 1 to ℎ do2

for each 𝑢 ∈ 𝐿(𝐺) do 𝑓
(𝑖 )
min

(𝑢) = min{𝑓 (𝑖 ) (𝑣) : 𝑣 ∈ 𝑁𝑢 };3

Divide the nodes in 𝐿(𝐺) into groups with 𝑓
(1)
min

(𝑢);4

Recursively divide any group with 𝑓
(2)
min

(𝑢), · · · , 𝑓
(ℎ)
min

(𝑢), until5

the size of each group is no more than𝑀 ;

Let 𝑆 (1) , · · · , 𝑆 (𝑑 ) be is the groups after recursive division;6

return 𝑆 (1) , · · · , 𝑆 (𝑑 ) ;7

1. Dividing: This phase divides the left-side nodes into groups

𝑆 (1) , · · · , 𝑆 (𝑑 ) such that the nodes in each group are similar to
each other and the size of each group is not large.

2. Biclique Search: This phase looks for the global most similar

biclique among the groups. For each group 𝑆 (𝑖 ) , the algorithm
enumerates the similar biclique within the group based on the
local search algorithm of Mosib.

OurMosib-GloApp is similar to the global search ofMosib, except
that it divides nodes into groups and only considers the similar
bicliques within each group. This avoids the search on any biclique
whose nodes are located in different groups, thus significantly im-
proving the efficiency of global search. Meanwhile, it is non-trivial
to properly divide nodes such that we can retain the global most
similar biclique in the groups and prune as many unnecessary bi-
cliques as possible. To address this challenge, we design a novel
dividing algorithm based on the well-known MinHash technique.

Example 3. Figure 5 demonstrates the idea of our Mosib-GloApp,
using the graph in Figure 2. The algorithm uses MinHash to divide
vertices with highly similar sets of neighbors into a group. After ten
iterations of dividing, we will obtain two groups {𝑎, 𝑏} and {𝑐, 𝑑}
with high probability. The biclique search is conducted on each
group, i.e., the search cost can be largely reduced. As a result, our
Mosib-GloApp can quickly detect the global most similar biclique
when its similarity is close to 1 (this happens frequently in practice).
When Mosib-GloApp returns a biclique with a similarity below 1,
we recommend using the exact solution instead.

In what follows, we first present the dividing phase of Mosib-

GloApp, then elaborate on the biclique search phase.

5.1 Dividing Phase of the Algorithm

The dividing phase of our Mosib-GloApp aims to divide the nodes

into a set of group 𝑆 (1) , · · · , 𝑆 (𝑑 ) such that the maximum group
size is no larger than a constant𝑀 (spec.,𝑀 = 100) and the nodes
in each group are similar to each other. To explain how our dividing
method works, we first introduce the MinHash technique:
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Algorithm 6: Mosib-GloApp (𝐺, 𝜏)

Divide the nodes in 𝐿(𝐺) into 𝑆 (1) , · · · , 𝑆 (𝑑 ) ; // Alg. 51

Initialize the temporary global result 𝑟∗𝑔 = −∞ and 𝐶∗𝜏 = ∅;2

for each 𝑆 (𝑖 ) ∈ {𝑆 (1) , · · · , 𝑆 (𝑑 ) } do3

Copy 𝐺 into 𝐺 (𝑖 ) ; Remove from 𝐺 (𝑖 ) any 𝑢 ∈ 𝐿(𝐺) \ 𝑆 (𝑖 ) ;4

for each 𝑞 ∈ 𝐿
(
𝑆 (𝑖 )

)
do5

Initialize local result 𝑟∗ = 𝑟∗𝑔 and 𝐶∗𝜏,𝑞 = 𝐶∗𝜏 ;6

Copy 𝐺 (𝑖 ) into 𝐺𝑟 ;7

Reduce 𝐺𝑟 with HOP, SIM, and DEG;8

Run Lines 3-7 of Algorithm 3 to update the local result;9

if 𝑟∗ > 𝑟∗𝑔 then Update 𝑟∗𝑔 = 𝑟∗ and 𝐶∗𝜏 = 𝐶∗𝜏,𝑞 ;10

return 〈𝑟∗𝑔 ,𝐶
∗
𝜏 〉;11

The MinHash [5] is a well-known technique for estimating the
Jaccard similarity between two sets. Given a hash function 𝑓 (·) that
maps a node to an integer, the MinHash of 𝑢 is defined as the mini-
mum hash value of 𝑢’s neighbors, i.e., 𝑓min (𝑢) = min𝑣∈𝑁𝑢 {𝑓 (𝑣)}.
Then, the probability that two vertices𝑢 and 𝑣 have an identical Min-
Hash value is equal to the Jaccard similarity between the neighbor
sets of 𝑢 and 𝑣 , that is, Pr{𝑓min (𝑢) = 𝑓min (𝑣)} = 𝐽𝑎𝑐𝑐𝑎𝑟𝑑 (𝑁𝑢 , 𝑁𝑣).

By the definition of the MinHash, the vertices with the same
MinHash value are likely to have a high Jaccard similarity in their
neighbor sets. Intuitively, our Mosib-GloApp divides the nodes into
groups with an identical MinHash value, and recursively divides
any group whose size is larger than𝑀 .

Algorithm 5 presents the dividing phase of our Mosib-GloApp.
The algorithm first generates ℎ hash functions, each is a permu-
tation of the right-side nodes (Line 1). Then, we group any node

𝑢 ∈ 𝐿(𝐺) by the MinHash value 𝑓
(1)
min

(𝑢). For those groups whose
size is larger than a constant𝑀 , we recursively divide the groups

using the MinHash 𝑓
(2)
min

(·), · · · , 𝑓
(ℎ)
min

(·), until the size of each group
is below𝑀 . In practice, we set𝑀 = 100 and ℎ = 10.

Algorithm 5 takes 𝑂 (ℎ · |𝐸 |) time due to the initialization of
MinHash values. In addition, we can establish the probability that
Algorithm can retain a 𝑟 -similar biclique 𝐶:

Lemma 5. Let 𝐶 be a 𝑟 -similar biclique. Algorithm 5 can divide

𝐿(𝐶) into the same group with at least 𝑟 |𝐿 (𝐶 ) |−1 probability.

Proof. Let 𝑘 = |𝐿(𝐶) | and 𝑣1, 𝑣2, · · · , 𝑣𝑘 be the vertices in 𝐿(𝐶).
By the definition of 𝑟 -similar biclique, we have 𝑠𝑖𝑚(𝑣1, 𝑣𝑖 ) ≥ 𝑟 for
any 𝑖 from 2 to 𝑘 . Therefore, the probability that 𝑣1, 𝑣2, · · · , 𝑣𝑘 have
the same MinHash value (i.e., they are divided into the same group

by Algorithm 5) is equal to 𝑟 |𝐿 (𝐶 ) |−1. �

In other words, Algorithm 5 can retain a 𝑟 -similar biclique 𝐶
when its similarity 𝑟 is equal to (or close to) 1.

5.2 Algorithm Overview and Biclique Search

Algorithm 6 depicts the pseudo-code ofMosib-GloApp. Given𝐺 , the
algorithm first divides the left-side vertices into groups (discussed
in the last section), and then finds the bicliques in the groups (Lines
3-10). The algorithm initializes the global result 𝑟∗𝑔 , 𝐶

∗
𝜏 (Line 2).

Then, for any group 𝑆 (𝑖 ) , it removes any left-side vertices outside

Table 2: Dataset Statistics

Dataset |𝑳(𝑮)| |𝑹(𝑮)| |𝑬 | Type

YouTube (Y) 94,238 30,087 293,360 Membership

GitHub (G) 56,519 120,867 440,237 Membership

Bibsonomy (B) 767,447 5,794 801,784 Assignment

BookCross (Bo) 105,278 340,523 1,149,739 Rating

CiteULike (C) 731,769 153,277 2,338,554 Assignment

Discogs (Di) 1,754,823 270,771 5,302,276 Affiliation

Amazon (A) 2,146,057 1,230,915 5,743,258 Rating

DBLP (D) 1,953,085 5,624,219 12,282,059 Authorship

Delicious (De) 833,081 33,778,221 101,798,957 Interaction

Orkut (O) 2,783,196 8,730,857 327,037,487 Affiliation

MAG (M) 10,541,560 2,784,240 1,095,315,106 Composition

the group and stores the remaining graph into 𝐺 (𝑖 ) (Line 4). After
that, the algorithm finds the local most similar biclique 𝐶∗𝜏,𝑞 that

contains 𝑞 for any 𝑞 ∈ 𝐿(𝐺 (𝑖 ) ) (Lines 6-9), and updates the global
result when the similarity of 𝐶∗𝜏,𝑞 is higher than 𝐶∗𝜏 (Line 10).

Based on Lemma 5 and Theorem 4, Algorithm 6 returns the
correct answer with a non-trivial probability:

Theorem 5. Let a 𝑟∗𝑔 -similar biclique𝐶∗𝜏 be the global most similar

biclique. Algorithm 6 returns𝐶∗𝜏 with at least 𝑟∗𝑔
|𝐿 (𝐶∗

𝜏 ) |−1 probability

in a running time of 𝑂 ((𝑚 + 𝑛𝐿 log𝑛𝐿) · 𝑛𝐿 · 2𝑛𝐿 ).

Proof. By Lemma 5, Algorithm 5 can divide the left-side ver-
tices of the global most similar biclique 𝐶∗𝜏 into the same group

with probability 𝑟∗𝑔
|𝐿 (𝐶∗

𝜏 ) |−1. The time complexity of Algorithm 6

is the same as Algorithm 4, which is 𝑂 ((𝑚 + 𝑛𝐿 log𝑛𝐿) · 𝑛𝐿 · 2𝑛𝐿 ).
More specifically, the number of different 𝑞 in Line 5 is equal to∑𝑑
𝑖=1 |𝐿(𝑆

(𝑖 ) ) | = |𝐿(𝐺𝑟 ) | ≤ 𝑛𝐿 . Therefore, Algorithm 6 is also equiv-
alent to running Algorithm 3 for 𝑛𝐿 times, and its running time is
the same as Algorithm 4. �

By Theorem 5, Algorithm 6 can return the exact answer only
when 𝑟∗𝑔 = 1, or when 𝑟∗𝑔 is close to 1 and the number of left-side

vertices in𝐶∗𝜏 is not large. According to our experiments in Section
6.2, Mosib-GloApp can return the exact answer on most datasets
and is particularly accurate when 𝜏 is not large.

6 EXPERIMENTS

6.1 Experimental Setup

The code of this paper is available on GitHub1.

Datasets. Table 2 lists the real-world datasets used in the experi-
ments, and they are widely used in the literature of biclique search
[26, 35, 40]. All datasets are available on KONECT2. We remove all
edge directions, duplicated edges, and self-loops in the datasets.

Algorithms. We compare our solution with MSBE+, a baseline
algorithm based on the state-of-the-art algorithm for enumerating
similar bicliques, i.e., MSBE [40]. We implement our algorithms in
C++, and adopt the C++ implementation of MSBE [40] from the
authors. Our experiments compare the following methods:

• MSBE+: a baseline based on MSBE [40] (see Section 3). The best
version of MSBE (i.e., SS-MSBE) is used.

1https://github.com/nedchu/mosib-release
2http://konect.cc/networks/
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Figure 6: Running Time of the Methods.
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Figure 7: Accuracy ofMosib-GloApp (relative toMosib).

• Mosib: our proposed exact algorithm (see Section 4).

• Mosib-GloApp: our proposed approximate algorithm for the
global search (see Section 5).

Parameters. Unless otherwise specified, we set the size threshold
𝜏 = 5 for the algorithms. For Mosib-GloApp, we set the number of
hash functions ℎ = 10 by default. In each experiment, we repeat the
algorithm three times and report the average result. The program
is terminated when it cannot finish within 24 hours.

Environment. The experiments are performed on a server with
an Intel Xeon Silver 4210R 2.1GHz CPU and 256GB memory. All
algorithms are implemented in C++ and compiled with g++7.5.0
under O3 optimization.

6.2 Efficiency and Effectiveness Analysis

Running Time of Local Search. For each dataset, we select 100
random vertices from the left-side vertices with top-500 high degree,
and then report the average running time of local search on the 100
selected vertices. Figure 6a presents the average running time of
local search (𝜏 = 5) of MSBE+ and Mosib. The results show that our
Mosib can outperformMSBE+ in running time by up to six orders of
magnitude (and at least 2,955x). On the largest dataset (i.e., MAG),
our Mosib only takes 203 seconds for a local search query, while
loading the graph into memory requires 452 seconds.

Running Time ofGlobal Search. Figure 6b illustrates the running
time of the global search (𝜏 = 5) ofMSBE+,Mosib, andMosib-GloApp.
Observe that our Mosib outperforms MSBE+ in running time by
up to five orders of magnitude (and at least 126x), while our ap-
proximate solution Mosib-GloApp is faster than Mosib by up to

two orders of magnitude (and at least 2.5x). Unfortunately, our
global exact algorithm cannot terminate in 24 hours on MAG, while
Mosib-GloApp only takes 78 seconds, proving the importance of our
approximate algorithms. In practice, the algorithms slow down
when the number of vertices becomes relatively small (the aver-
age degree becomes large), e.g., on Bibsonomy and Discogs. This
phenomenon significantly influences the running time of MSBE+,
while its impact on our Mosib and Mosib-GloApp is not strong.

Accuracy ofMosib-GloApp.We evaluate the accuracy of Mosib-

GloApp with the relative error of Mosib-GloApp (compared with
Mosib) in the similarity of the resulting global most similar biclique.
In each test, we report the average of 100 independent tests, varying
𝜏 in {3, 4, 5, 6, 7}. Figure 7 presents the accuracy of Mosib-GloApp.
The results show that Mosib-GloApp can produce the exact result
on most datasets (9 out of 11) and is particularly accurate when 𝜏 is
not large (e.g., 𝜏 ≤ 5). On the other hand, Mosib-GloApp produces
inaccurate results on YouTube and Amazon when 𝜏 = 6, 7. By
Theorem 5, ourMosib-GloApp returns inaccurate results if and only
if the similarity of the resulting biclique is less than 1. In this case,
we recommend using Mosib to obtain the exact result.

6.3 Case Study: Results of Different Bipartite
Cohesive Subgraph Models (DBLP)

This case study evaluates the effectiveness of our models on a
real-world DBLP network. In particular, we construct a researcher-
venue bipartite network using the latest release of DBLP3, where a
researcher-venue relationship exists if and only if the researcher

3https://dblp.org/xml/release/dblp-2024-03-01.xml.gz
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(a) local most similar biclique (𝑞 = "Philip S. Yu", 𝜏 = 5). (b) local most similar biclique (𝑞 = "Fan Zhang", 𝜏 = 5).

(c) global most similar biclique (𝜏 = 8); a group of geoscience researchers.

Philip S. Yu Jiawei Han ... 114,604 Researchers ... Michael Stonebraker 

KDD SIGMOD ... 277 Venues ... VLDB ICDE

eseeReeeee

VVeneee

(d) (𝛼, 𝛽 )-core (𝑞 ="Philip S. Yu", 𝛼 = 𝛽 = 5). (e) personalized maximum biclique (𝑞 ="Philip S. Yu", 𝛼 = 𝛽 = 5).

Figure 8: Case Study: Results of Different Models (DBLP).

has published at least one paper in a venue. The network contains
3,509,155 researchers, 16,751 venues, and 13,303,652 edges.

We report themost similar biclique on this network, and compare
the results with well-known models such as similar biclique [40],
(𝛼, 𝛽)-core [21], and personalized maximum biclique [35].

Results of the Most Similar Biclique Search. Figure 8a depicts
the local most similar biclique containing "Philip S. Yu" (𝜏 = 5),
a professor whose H-index is among the top ten in computer sci-
ence. The biclique contains 5 researchers and 34 venues, and the
similarity between researchers is at least 0.201. All researchers
are well-established scholars interested in data management, data
mining, artificial intelligence, and information retrieval.

Figure 8b presents the local most similar biclique that contains
"Fan Zhang" (𝜏 = 5), a faculty member in Guangzhou University.
The biclique contains 5 researchers and 6 venues, and the similarity
between researchers is no less than 0.412. Interestingly, these five
researchers are all in their early careers, and they have a common
interest in top-tier data management and mining venues.

Figure 8c shows the global most similar biclique when 𝜏 = 8.
The biclique contains 8 researchers and 8 venues, and the similar-
ity between researchers is at least 0.889. All eight researchers are
researchers in geoscience and remote sensing, and they published
papers on well-known venues in geoscience.

Besides, the local search in Figure 8a (resp. 8b) takes 1.9 (resp. 0.8)
seconds, while the global search in Figure 8c takes 2,610 seconds.

Results of Similar Biclique [40]. Given a similarity threshold 𝑠
and a size constraint 𝜏 , the similar biclique problem aims to enu-
merate all maximal 𝑟 -similar bicliques that satisfy 𝑟 ≥ 𝑠 and the
size constraint. The MSBE [40] algorithm is the state-of-the-art for
enumerating similar biclique.

Suppose we set 𝜏 = 5 and start with a threshold 𝑠 = 0.5, MSBE

will not return any biclique that contains "Philip S. Yu" or "Fan
Zhang", as the local most similar biclique that contains either of

these vertices has a similarity less than 0.5. In addition, when we
set 𝑠 = 0.5 and 𝜏 = 5, MSBE cannot terminate within three days.

Results of (𝛼, 𝛽)-Core [21]. Given size thresholds 𝛼, 𝛽 , the (𝛼, 𝛽)-
core model aims to find a bipartite subgraph𝐶 such that |𝐿(𝐶) | ≥ 𝛼
and |𝑅(𝐶) | ≥ 𝛽 . Liu et al. [21] are the first to study the (𝛼, 𝛽)-core
model, and they propose an index-based algorithm for the model.

We report the (𝛼, 𝛽)-core connected component containing a
query node 𝑞. The size thresholds are set to 𝛼 = 𝛽 = 5. Figure
8d presents the (5, 5)-core that contains "Philip S. Yu", and the
community contains 114, 607 researchers and 281 venues. The (5, 5)-
core containing "Fan Zhang" has 7348 researchers and 18 venues.
Therefore, it is hard to interpret the results given by the (𝛼, 𝛽)-core
model, as the resulting communities are too large to understand.

Results of Maximum Biclique [35]. To detect the maximum
biclique containing a particular node, Wang et al. [35] develop the
personalized maximum biclique model. Given a query node 𝑞 and
size constraints 𝛼, 𝛽 , the personalized maximum biclique is the
biclique𝐶 such that (i)𝐶 contains 𝑞, (ii) |𝐿(𝐶) | ≥ 𝛼 and |𝑅(𝐶) | ≥ 𝛽 ,
and (iii) 𝐶 has the largest number of edges.

Figure 8e presents the personalized maximum biclique that con-
tains "Philip S. Yu" (𝛼 = 𝛽 = 5), and it contains 617 researchers and
5 venues. However, the researchers and venues in the biclique are
contrary to our intuition. The reason is that the maximum biclique
model seeks the most popular sets of venues (i.e., the sets that can
maximize the number of researchers), instead of the ones most
relevant to "Philip S. Yu". In addition, the size of the personalized
maximum biclique is too large to interpret. When 𝑞 ="Fan Zhang",
the personalized maximum biclique consists of 94 researchers and
5 venues, and the issues mentioned above still exist.

6.4 Parameter Analysis

In this section, we analyze how each parameter influences the per-
formance of our algorithms, and validate the effectiveness of each
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Figure 9: Running Time vs. 𝜏 (Local Search).
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Figure 10: Running Time vs. 𝜏 (Global Search).

technique in our algorithms. The (𝛼, 𝛽)-core [21] and personalized
maximum biclique [35] models are not considered in this experi-
ment, because the problem settings are different. For example, the
average similarity of the (5, 5)-cores is 0, and the average similarity
of the personalized maximum biclique (𝜏 = 5) is 0.01. Therefore,
these methods can hardly meet the requirements of our problem.

Running Time v.s. Size Threshold 𝜏 . Figure 9 presents the local
search time of the methods as a function of 𝜏 . On all datasets, our
Mosib can outperform the baseline MSBE+ by at least 433x in the
running time of the local search. ForMosib, increasing 𝜏 from 3 to 7
will lead to an average increase of 2.97x in the running time of the
local search, because it takes more effort to find an eligible biclique
when 𝜏 becomes large.

Figure 10 reports the global search time of the methods for dif-
ferent 𝜏 . The experimental results show that ourMosib (resp.Mosib-

GloApp) consistently outperforms the baseline MSBE+ by at least
10x (resp. 260x) in the running time of the global search. When
𝜏 increases, the running time of Mosib (resp. Mosib-GloApp) stays
almost the same. Compared with local search, global search is less
sensitive to 𝜏 as it considers the results of a series of local searches.

Ablation Study on Mosib’s Rules (Local Search). This exper-
iment evaluates the effectiveness of Mosib’s technique, including
three graph reduction rules and two similarity-first search rules
(see Section 6). For each rule (e.g., SIM), we implement a version of
Mosib without this rule (e.g., w/o SIM), and then report the running
time of this version in the relative percentage to that of Mosib.

Table 3 presents the results of this ablation study onMosib’s rules.
All of Mosib’s rules offer a non-trivial average speed up (see the
second to last column), demonstrating the effectiveness of our al-
gorithm design. Observe that rules HOP, SIM, and SFS2 can provide
an average speedup of over 18x in the running time, and that rules
SIM and SFS2 are particularly effective on large networks such as
Delicious and Orkut. This shows that the rules based on similarity
(i.e.,SIM and SFS2) are of great importance in the most similar bi-
clique search. On sparse networks (e.g., Amazon and DBLP) whose
average degree is relatively small, rulesHOP andDEG are useful, be-
cause the degrees of vertices and the size of the 2-hop neighborhood
are also relatively small on these networks.

Scalability v.s. Different Topological Properties. Figure 11 re-
ports the scalability of the methods, varying the size and topological
properties of datasets. The linear scalability is marked with a dashed
line. In Figure 11a, when the number of edges increases, the running
time ofMosib (local) andMosib-GloApp grows almost linearly while
that of Mosib (global) grows a little faster than linear scalability.
Figure 11b plots the scalability regarding the average number of
2-hop neighbors of each dataset, where the running time of our
methods still scales almost linearly.

6.5 Degree Distributions

The skewed degree distribution in real-world bipartite graphs may
be a potential issue to the performance of our algorithms. Figure
12 analyzes the degree distributions of Orkut. The degree follows
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Table 3: Ablation Study onMosib’s Rules (Local Search). The mark “–" means the test cannot terminate in 24 hours.

YouTube GitHub Bibsonomy BookCross CiteULike Discogs Amazon DBLP Delicious Orkut MAG Average Min – Max

Mosib 0.009s 0.017s 0.006s 0.034s 0.014s 1.67s 0.051s 0.006s 4.20s 12.23s 203s 20.1s 0.006s – 203s
w/o HOP 438% 306% 413% 559% 1,857% 332% 4,380% 22,727% 450% 217% 120% 2,891% 120% – 22,727%
w/o DEG 823% 141% 165% 168% 129% 103% 4,440% 212% 106% 109% 103% 591% 103% – 4,440%
w/o SIM 302% 1,588% 133% 1,029% 600% 25,478% 280% 111% 20,643% – – 5,574% 111% – 25,478%
w/o SFS 115% 147% 117% 159% 171% 163% 220% 112% 145% 134% 157% 149% 112% – 220%
w/o SFS2 146% 312% 167% 471% 171% 173% 160% 105% 13,882% 2,584% 189% 1,669% 105% – 13,882%

Mosib (local) Mosib (global) Mosib-App Linear 
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Figure 11: Scalability v.s. Dataset Topological Properties.
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Figure 12: Degree Distributions (Orkut).

a skewed power-law distribution (see Figure 12a). In addition, the
2-hop degrees of vertices are high and skewed, i.e., many areas are
extremely dense (see Figure 12b). Such a skewed degree phenom-
enon exists in all datasets used in our experiments. Despite the
skewed degrees of Orkut, our Mosib can answer the local search
within 12 seconds while loading Orkut into memory takes 88 sec-
onds. Our proposed algorithms can handle real-world graphs with
skewed degrees, because they can quickly find high-similarity bi-
cliques and prune the unpromising vertices in the graph.

7 RELATEDWORKS

Biclique Search and Enumeration. The biclique search aims to
find a single biclique with the desired properties. Lyu et al. [26, 27]
study the maximum edge biclique problem (i.e., finding the biclique
with the largest number of edges), and they develop an efficient
algorithm that can scale to billion-scale graphs. Wang et al. [35]
aim to find the maximum edge biclique containing a query node 𝑞.
The maximum vertex biclique problem can be solved in polynomial
time via integer programming or maximum matching [17].

There is also a line of works on enumerating maximal bicliques.
Zhang et al. [44] propose an efficient branch-and-bound algorithm
for enumerating bicliques. Abidi et al. [1] propose a pivot-based
algorithm for maximal biclique enumeration that significantly im-
proves efficiency. After that, Chen et al. [9] design an algorithm
based on unilateral order and batch-pivot, and the algorithm achieves
state-of-the-art performance. Zhao et al. [45] and Wang et al. [37]
study the maximal biclique enumeration on uncertain bipartite
graphs. The algorithms above cannot solve our studied problems,
as they do not consider the structural similarity between vertices.

Simlarity-based Community Search. Yao et al. [40] propose
MSBE, an efficient algorithm to enumerate all similar bicliques.
Zhang et al. [43] propose the (𝑘, 𝑟 )-core model on attributed graphs.
For a specific (𝑘, 𝑟 )-core, each vertex has at least 𝑘 neighbors, and

the attribute similarity of every vertex pair is at least 𝑟 . Given a
road network, Rai et al. [28] aim to retrieve 𝑘 communities with
high POI similarities and spatial closeness. These works require
unipartite input graphs and auxiliary information (i.e., attributes
or POI), so they cannot be applied to solve our studied problems.

Other Cohesive Subgraph Models. Cohesive subgraphs are fun-
damental models in analyzing large networks [13, 37–39, 45]. Be-
sides the biclique model, there is a large body of literature on bipar-
tite cohesive subgraphs, e.g., (𝛼, 𝛽)-core [21, 36], bi-plex [25, 41],
bi-truss [30, 34, 48]. Notably, this book [16] presents a comprehen-
sive survey of bipartite cohesive subgraph mining. On unipartite
graphs, there are various models for finding cohesive subgraphs, in-
cluding 𝑘-core [3, 12, 14, 18, 46], 𝑘-truss [15, 32], and clique [10, 42].

8 CONCLUSION

This paper is the first to study the local/global most similar biclique
search problem. Despite the NP-hardness, we develop an exact al-
gorithm Mosib. The algorithm incorporates three graph reduction
rules and two similarity-first search rules that can significantly
improve practical efficiency. Besides, we devise an approximate
algorithm Mosib-GloApp that can speed up the global most similar
biclique search. The experiments show that our algorithms can out-
perform the baseline in running time by orders of magnitude, and
provide meaningful insights into a network with the case studies.
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