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ABSTRACT
Multiple time series forecasting plays an essential role in many
applications. Solutions based on graph neural network (GNN) that
deliver state-of-the-art forecasting performance use the relation
graph which can capture historical correlations among time series.
However, in real world, it is common that correlations among time
series evolve across time, resulting in dynamic relation graph, where
the future correlations may be different from those in history. To
address this problem, we propose multiple time series forecasting
with dynamic graph modeling (MTSF-DG) that is able to learn
historical relation graphs and predicting future relation graphs to
capture the dynamic correlations. We also propose a causal GNN
to extract features from both kinds of relation graphs efficiently.
Then we propose a reasoning network to explicitly learn the variant
influence from historical timestamps to future timestamps for final
forecasting. Extensive experiments on six benchmark datasets show
that MTSF-DG consistently outperforms state-of-the-art baselines,
and justify our design with dynamic relation graph modeling.
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1 INTRODUCTION
Many real-world data sensed from cyber-physical systems (CPS)
can be modeled as the recordings of time-dependent observations,
which form the multiple time series [10, 27, 41]. For example, in
power grid there exist multiple electric time series which record the
energy consumption of different clients [11], and in transport net-
work there exist multiple traffic time series which record the traffic
flows and speeds at different locations across time [5, 26]. Based
on the historical observations, forecasting the future observations
plays an important role in ensuring effective functionality of CPS
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Table 1: The influence of dynamic relation graphs

Dataset Metric DCRNN DCRNN-D AGCRN AGCRN-D
METR-LA MAE 3.60 3.55 3.58 3.51
PEMS04 24.70 21.03 19.83 19.51

for various applications, such as spotting patterns [2, 15, 17, 18] and
predicting the future behaviors [3, 29, 44]. Thus, we aim at multiple
time series forecasting problem in this paper.

Early methods [20, 34, 48] forecast the future observations by
applying machine learning models on the historical observations,
which aim to learn the temporal dependencies. Some works [23, 43]
study time series forecasting in the traffic domain with different
kinds of Graph Neural Network (GNN) [14, 19, 51] by learning
the correlations among the time series of different locations based
on their spatial distance. More recently, a new trend is to employ
graph learning [42] to learn a relation graph that models correlations
among multiple time series without requiring spatial distance to
enable time series forecasting. For example, DGSL [31] constructs
a relation graph, where time series are considered as nodes, and
two time series are connected by an edge if their observations are
similar in history.

Figure 1(a) illustrates three time series that record traffic flows
in three districts, e.g., a commercial district X1, a residential district
X2 and an industrial district X3. On the peak hours of workdays
t2~ t3, the traffic flows may be more correlated between X2 and X3.
While on the weekends t6, the traffic flows may be more correlated
between X1 and X2. Therefore, multiple historical relation graphs,
e.g.,𝐺1,𝐺2, and𝐺3, are required to model the dynamic correlations
among time series. Similarly, correlations in a future period t𝑓 are
different from those in history, and could be modeled by a future
relation graph 𝐺 𝑓 , as shown in Figure 1(b).

The information of dynamic relation graphs can help multi-
ple time series forecasting, as shown in Table 1 where two traffic
datasets [23] are used. Specifically, DCRNN [23] has a static rela-
tion graph which is constructed by the distance among locations.
AGCRN [1] learns a static relation graph from historical time series
data. However, both studies use the same, static relation graph for
forecasting at different timestamps. DCRNN-D and AGCRN-D use
dynamic relation graphs, which varies across time [13].

Although the state-of-the-art approaches [42, 45] can learn the
relation graph to capture the correlations among multiple time
series, they could only use the historical correlations. As the cor-
relations change across time, the single, historical relation graph
is insufficient to model the dynamic correlations and hinders the
improvement of multiple time series forecasting. However, it is
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Figure 1: Motivations
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Figure 2: Model comparison

non-trivial to model the dynamic relation graphs, and to use his-
torical observations to predict the future observations under the
changeable relation graphs.
Challenge 1: It is challenging to learn the dynamic relation graphs
and extract features from different relation graphs efficiently. Exist-
ing studies can construct a relation graph by learning the similarities
among multiple time series from the known historical observations.
It is possible for ESG [45] to cut the whole historical observations
into sub time-windows, and learn a historical relation graph for
each historical sub time-window using its historical observations.
However, none of the existing methods have demonstrated the abil-
ity to learn a future relation graph for a future time-window, as the
future observations are unknown. Besides, it is difficult to extract
features from different relation graphs efficiently, as the GNN in
these existing methods [8, 45] can only deal with one relation graph
at one timestamp.
Challenge 2: It is challenging to predict the future observations
under the changeable relation graphs. The existing methods use
RNN or Transformer [7] based module to learn temporal depen-
dencies. As shown in Figure 2(a) and 2(b), RNN based models only
model the influence from one timestamp to the next timestamp
explicitly, and Transformer based models only model the influence
among historical timestamps. However, one historical timestamp
may have different influence on future timestamps with regard to
the changeable future relation graphs. The existing methods fail to
model such different temporal dependencies explicitly.

Based on the above analysis, in this paper, we propose a novel
approach MTSF-DG, multiple time series forecasting with dynamic
graph modeling.

For Challenge 1, we cut each time series sample into historical
and future time-windows, for each of which we build a relation
graph distribution. It not only learns the historical relation graph

distribution but also predicts the future relation graph distribution,
by optimizing the correlation coefficients from an empirical co-
variance matrix using a memory network. Further, different from
traditional GNN, which only models with one graph at a time, we
propose a causal GNN, which models the observations with both
historical and future relation graphs into a feature vector efficiently.

For Challenge 2, we propose a reasoning network with the
logical operations and symbolic reasoning procedure to explic-
itly learn how historical timestamps influence future timestamps.
First, we learn feature vectors, say ℎ𝑇−2, ℎ𝑇−1 and ℎ𝑇 , as the rep-
resentations for timestamps 𝑇 − 2, 𝑇 − 1 and 𝑇 . Next as shown
in Figure 2(c), We use a reasoning procedure, e.g., ℎ𝑇−2 → ℎ𝑇−1
and (ℎ𝑇−2 ∧ ℎ𝑇−1) → ℎ𝑇 being TRUE or FALSE, to achieve the
cognition ability [4, 30] of how one historical timestamp𝑇 − 2 may
have different influence on future timestamps 𝑇 − 1 and 𝑇 . In this
way, we model the different temporal dependencies explicitly.

To the best of our knowledge, this is the first work that consid-
ers to predict future relation graphs, and use both historical and
future relation graphs in multiple time series forecasting. And we
summarize contributions as follows. First, we propose to model
dynamic relation graphs and propose a causal GNN to model the
observations with both historical and future relation graphs into
feature vectors efficiently. Second, we propose a reasoning net-
work to explicitly learn how historical timestamps have different
influence on future timestamps. Third, by evaluating on six real-
world benchmark datasets from different domains, we show that
our model consistently outperforms the state-of-the-art baselines.

2 PRELIMINARIES
We formalize the multiple time series forecasting problem and
introduce reasoning. The notations are summarized in Table 2.
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Table 2: Notations

Notation Explanation
𝐺𝑡 A relation graph which presents the correlations among

time series for timestamp 𝑡
𝑣𝑖𝑡 The feature vector extracted from time series X𝑖𝑡
𝜏 The max previous time steps used in reasoning

★𝐺𝑡
The causal graph neural network using graph 𝐺𝑡

𝑐𝑘 The learnable embedding matrix which denote the relative
time interval with the 𝑘-th previous time step

ℎ𝑖𝑡 The hidden state for 𝑖-th time series at timestamp 𝑡 in the
reasoning network

2.1 Problem Definition
Multiple Time Series Forecasting. The multiple time series is
represented as X ∈ R𝑁×𝐿 , where 𝑁 is the number of time series
and each time series has observations during total 𝐿 timestamps.
We use X𝑡 ∈ R𝑁 to indicate the observations of all time series at
timestamp 𝑡 , useX𝑡 :𝑡+𝑡Δ ∈ R𝑁×𝑡Δ to indicate the observations of all
time series from timestamp 𝑡 to timestamp 𝑡 + 𝑡Δ, use X𝑖𝑡 :𝑡+𝑡Δ ∈ R𝑡Δ
to indicate the observations of the 𝑖-th time series from timestamp
𝑡 to timestamp 𝑡 + 𝑡Δ, and use X𝑖𝑡 ∈ R1 to indicate the observations
of the 𝑖-th time series at timestamp 𝑡 , where 1 ≤ 𝑖 ≤ 𝑁 and 1 ≤
𝑡, 𝑡 + 𝑡Δ ≤ 𝐿.

We formulate multiple time series forecasting problem as follows.
Given a sub-sequence of historical 𝑝 timestamps of observations
from the multiple time series, i.e., X𝑇−𝑝+1:𝑇 , the goal is to predict
the values for the 𝑞 future timestamps, i.e., X𝑇+1:𝑇+𝑞 , where 𝑞 ≥ 1.
Thus, we formulate the multiple time series forecasting problem as
finding a mapping function F as follows:

X̂𝑇+1:𝑇+𝑞 = F𝜃 (X𝑇−𝑝+1:𝑇 ), (1)

where 𝜃 is the parameters of F , and X̂ denotes the predicted values
of multiple time series.
Relation Graph. The latent correlations among time series at
timestamp 𝑡 is represented as a relation graph 𝐺𝑡 = (V, E,A),
whereV is the set of nodes and each node𝑇𝑆𝑖 ∈ V denotes a time
series so that |V| = 𝑁 , E is the set of edges and each edge 𝑒𝑖, 𝑗 ∈ E
denotes that time series 𝑖 and time series 𝑗 are correlated with each
other, and A ∈ R𝑁×𝑁 is the adjacency matrix. A𝑖 𝑗 = 0 if 𝑒𝑖, 𝑗 ∉ E,
A𝑖 𝑗 ≠ 0 if 𝑒𝑖, 𝑗 ∈ E, and A𝑖 𝑗 is the weight that denotes the degree
of correlation between time series 𝑖 and time series 𝑗 . If 𝑒𝑖, 𝑗 ∈ E,
node 𝑖 and 𝑗 are the first-hop neighbors for each other.

2.2 Reasoning
In this paper, we use propositional logic, which has basic opera-
tions, i.e., conjunction (AND, ∧), negation (NOT , ¬) and material
implication (→), to explicitly learn how historical timestamps have
different influence on future timestamps. For time series forecasting:
Each hidden state is a vector variable, such as ℎ𝑡 which represents
the states of multiple time series at timestamp 𝑡 , similar to the hid-
den state used in RNN. The operation over hidden states is called
an expression, such as (ℎ𝑡−1 ∧ ℎ𝑡 ) which indicates that multiple
time series have had the states ℎ𝑡−1 and ℎ𝑡 during two timestamps
𝑡 − 1 and 𝑡 . When the expression has the material implication
(→) operation, it is called a Horn clause. The reasoning result of

G

H F

G

H F

do-intervention

(a) The structural causal model (b) After the do-intervention 

Figure 3: The do-intervention for node H

(ℎ𝑡−2 ∧ ℎ𝑡−1) → ℎ𝑡 is TRUE can show that the historical states
ℎ𝑡−2 and ℎ𝑡−1 have significant influence on the future state ℎ𝑡 ;
otherwise the reasoning result is FALSE, the historical states ℎ𝑡−2
and ℎ𝑡−1 have little influence on the future state ℎ𝑡 .

3 THE FOUNDATION
In this section, we theoretically analyze the limitation of existing
methods and point out the importance of predicting the future
relation graph distribution for dynamic graph modeling.

Specifically, we use a random variable H to denote a sequence of
historical observations happened in the past 𝑝 timestamps. Random
variable F denotes a sequence of future observations will happen
in the future 𝑞 timestamps. Random variable G denotes dynamic
relation graphs at different timestamps. Then, we can model the
relationship among H, F, andG using a structural causal model [25]
as shown in Figure 3(a), where an arrow indicates that there exists
some influence. For example, the historical observations H influ-
ence the future observations F. Meanwhile, the dynamic relation
graphsG influence the historical observationsH and also the future
observations F.

Existing methods extract the features from historical observa-
tions to forecast future observations. Following the probability
theory, their forecasting process is learning the likelihood of condi-
tional probability 𝑃 (F|H) as:
X̂𝑇+1:𝑇+𝑞 = F𝜃 (X𝑇−𝑝+1:𝑇 ) = 𝑎𝑟𝑔𝑚𝑎𝑥

F
𝑃 (F|H = X𝑇−𝑝+1:𝑇 ) . (2)

By applying the Bayes rule, we can see that the dynamic rela-
tion graphs will influence the forecasting results of these existing
methods. By the Bayes rule we can get:
𝑃 (F|H = X𝑇−𝑝+1:𝑇 ) =∑︁
𝑡 ∈[𝑇−𝑝+1,𝑇+𝑞 ]

𝑃 (F|H = X𝑇−𝑝+1:𝑇 ,𝐺𝑡 )𝑃 (G = 𝐺𝑡 |H = X𝑇−𝑝+1:𝑇 ),

(3)
where𝐺𝑡 is the possible relation graphs at different timestamps. As
the historical observationsX𝑇−𝑝+1:𝑇 are influenced by the historical
relation graphs 𝐺𝑡 where 𝑡 ∈ [𝑇 − 𝑝 + 1,𝑇 ], we have:

𝑃 (G = 𝐺𝑡 |H = X𝑇−𝑝+1:𝑇 ) ≠ 0, ∀𝑡 ∈ [𝑇 − 𝑝 + 1,𝑇 ],
𝑃 (G = 𝐺𝑡 |H = X𝑇−𝑝+1:𝑇 ) = 0, ∀𝑡 ∉ [𝑇 − 𝑝 + 1,𝑇 ] . (4)

Then we can get 𝑃 (F|H = X𝑇−𝑝+1:𝑇 ) as:∑︁
𝑡 ∈[𝑇−𝑝+1,𝑇 ]

𝑃 (F|H = X𝑇−𝑝+1:𝑇 ,𝐺𝑡 )𝑃 (G = 𝐺𝑡 |H = X𝑇−𝑝+1:𝑇 ).

(5)
From Equation (5), we can see that 𝑃 (F|H = X𝑇−𝑝+1:𝑇 ) used

in existing methods which only learn from the historical relation
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graphs could lead to unsatisfactory forecasting performance once
the distribution of future relation graphs, i.e., 𝐺𝑡 where 𝑡 ∈ [𝑇 +
1,𝑇 + 𝑞], is changed and different from these in history.

To address this problem, we want to predict the future obser-
vations F based on the causal causes H directly. We apply the do-
intervention [25] as shown in Figure 3. We remove the arrow from
G to H (the do-intervention) following Pearl’s back-door crite-
rion [38, 47], which enables us to learn the causal effect from H to
F and from G to F for predicting the future observations. By this,
our time series forecasting is:

𝑃 (F|do(H = X𝑇−𝑝+1:𝑇 )) =∑︁
𝑡 ∈[𝑇−𝑝+1,𝑇+𝑞 ]

𝑃 (F|H = X𝑇−𝑝+1:𝑇 ,𝐺𝑡 )𝑃 (G = 𝐺𝑡 ). (6)

Following Equation (6), to forecast the future observations without
the bias caused by the historical relation graphs, we should learn
the probability distribution of relation graphs for both the historical
and future timestamps, which will be presented in Section 4.1.1, and
then combine the historical observations with all possible relation
graphs to predict the future observations.

4 METHODOLOGY
As shown in Figure 4, we first present the overall framework of our
method, which is based on the encoder-decoder architecture and
consists of four main components, i.e., the embedding layer, the
causal graph layer, the reasoning network and the projection layer.

The encoder takes as inputs the historical observations X𝑡 , with
𝑡 ∈ [𝑇 − 𝑝 + 1,𝑇 ], and outputs hidden state vectors ℎ𝑡 recurrently,
which is passed to the decoder to predict future hidden states ℎ𝑡 ′ ,
with 𝑡 ′ ∈ [𝑇 + 1,𝑇 + 𝑞], and then to project into the future observa-
tions X̂𝑡 ′ .

Firstly, the embedding layer maps the original inputs, i.e., the his-
torical observations of each time series X𝑡 to the high-dimensional
representation vectors 𝑣𝑡 , with 𝑡 ∈ [𝑇 − 𝑝 + 1,𝑇 ], which aim to
extract the feature for the observation of each time series at each
timestamp.

To address challenge 1, the causal graph layer contains a dynamic
relation graph learning module and a causal graph neural network.
Specifically, the former learns a historical relation graph distribu-
tion 𝑃𝐺𝐻𝑇

to capture the correlations among time series in the 𝑝
historical timestamps, and predicts a future relation graph distribu-
tion 𝑃𝐺𝐹𝑇

to capture the possible correlations among observations
in the 𝑞 future timestamps. For each timestamp 𝑡 ∈ [𝑇 −𝑝 +1,𝑇 +𝑞],
the causal GNN samples a graph from 𝑃𝐺𝐻𝑇

and 𝑃𝐺𝐹𝑇
, respectively,

and combines them with the feature representation 𝑣𝑡 into a hidden
state 𝑜𝑡 , such that 𝑜𝑡 contains not only features of observations but
also features of their historical and future correlations.

To address challenge 2, the reasoning network learns and out-
puts a feature vector ℎ𝑡 for every timestamp 𝑡 ∈ [𝑇 − 𝑝 + 1,𝑇 + 𝑞],
using the current hidden state 𝑜𝑡 and the previous 𝜏 feature vec-
tors (ℎ𝑡−𝜏 , · · · , ℎ𝑡−2, ℎ𝑡−1). The reasoning network is to identify
in which way the past timestamps have different influence on the
future timestamps.

The projection layer outputs the forecasting observations X̂𝑡 ′ ,
based on the reasoned feature vector ℎ𝑡 ′ , with 𝑡 ′ ∈ [𝑇 + 1,𝑇 + 𝑞].

4.1 The Causal Graph Layer
We first introduce our probabilistic model which can present the
distribution of dynamic relation graphs. It can not only learn the
historical relation graphs but also predict the future relation graphs
with a memory network. Lastly, we introduce our causal GNN,
which combines the representation vector 𝑣𝑡 at timestamp 𝑡 with
the dynamic relation graphs into a hidden state vector 𝑜𝑡 efficiently.

4.1.1 Modeling the dynamic relation graphs. Based on the analysis
in Section 3, we model the dynamic relation graphs by learning
a probability distribution of relation graphs. As the historical and
future relation graph distributions may be different, we model them
separately.

Given the current timestamp 𝑇 , we denote the probability distri-
bution of relation graphs at the historical time-window, which
ranges from timestamp 𝑇 − 𝑝 + 1 to 𝑇 , as 𝐺 ∼ 𝑃𝐺𝐻𝑇

, where 𝐺 is a
possible relation graph at timestamp 𝑡 ∈ [𝑇 − 𝑝 + 1,𝑇 ]. Similarly,
we denote the probability distribution of relation graphs at the
future time-window, which ranges from timestamp𝑇 + 1 to𝑇 +𝑞,
as 𝐺 ∼ 𝑃𝐺𝐹𝑇

, where 𝐺 is a possible relation graph at timestamp
𝑡 ′ ∈ [𝑇 + 1,𝑇 + 𝑞].

In this work, we apply the parameterized Bernoulli distribu-
tion [31] to model the probability distribution of relation graphs,
i.e., 𝑃𝐺𝐻𝑇

and 𝑃𝐺𝐹𝑇
. Specifically, 𝑃𝐺𝐻𝑇

is defined as follows, for any
two of the 𝑖-th and 𝑗-th time series:

𝑃 (A𝑖 𝑗 = 1) = 𝑃ℎ (𝑖, 𝑗), 𝑃 (A𝑖 𝑗 = 0) = 1 − 𝑃ℎ (𝑖, 𝑗), (7)

whereA is the adjacency matrix for a relation graph𝐺 . Specifically,
𝑃 (A𝑖 𝑗 = 1) is the probability of the 𝑖-th and 𝑗-th time series being
correlated with each other, 𝑃 (A𝑖 𝑗 = 0) is the probability of the
𝑖-th and 𝑗-th time series not correlated with each other, and 0 ≤
𝑃ℎ (𝑖, 𝑗) ≤ 1 is the parameter for Bernoulli distribution, which
models the correlation strength between the 𝑖-th and 𝑗-th time
series in the historical time-window and needs be learned. Similarly,
𝑃𝐺𝐹𝑇

is defined as follows:

𝑃 (A𝑖 𝑗 = 1) = 𝑃𝑓 (𝑖, 𝑗), 𝑃 (A𝑖 𝑗 = 0) = 1 − 𝑃𝑓 (𝑖, 𝑗) . (8)

In the following parts, we introduce how to construct the proba-
bility distribution of relation graphs for the historical time-window
and predict the probability distribution of relation graphs for the fu-
ture time-window, by learning the parameters 𝑃ℎ (𝑖, 𝑗) and 𝑃𝑓 (𝑖, 𝑗)
from the correlation coefficients among the observations of multi-
ple time series, which capture the degree to which two time series
vary together.
Probability distribution of historical relation graphs. For the
observations X𝑇−𝑝+1:𝑇 in the historical time-window, we construct
a historical empirical covariance matrix 𝑆ℎ ∈ R𝑁×𝑁 , to capture the
degree to which two time series vary together, as follows:

𝑆ℎ =
1
𝑝
(X𝑇−𝑝+1:𝑇 − X𝑇−𝑝+1:𝑇 ) (X𝑇−𝑝+1:𝑇 − X𝑇−𝑝+1:𝑇 )

⊤
, (9)

where X𝑇−𝑝+1:𝑇 denotes the mean value for each time series across
these 𝑝 timestamps, and ⊤ is the matrix transpose operation. Then
the normalized historical correlation coefficient matrix 𝜌ℎ ∈ R𝑁×𝑁

can be obtained by:

𝜌ℎ (𝑖, 𝑗) =
𝑆ℎ (𝑖, 𝑗)√︁

𝑆ℎ (𝑖, 𝑖)𝑆ℎ ( 𝑗, 𝑗)
, for 1 ≤ 𝑖, 𝑗 ≤ 𝑁, (10)
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Figure 4: The overall framework

where element 𝜌ℎ (𝑖, 𝑗) ∈ [−1, 1] is the correlation coefficient be-
tween the 𝑖-th and 𝑗-th time series. If 𝜌ℎ (𝑖, 𝑗) is closer to 1 (or -1),
the positive (or negative) correlation between 𝑖-th and 𝑗-th time
series are more significant, and if 𝜌ℎ (𝑖, 𝑗) = 0, the 𝑖-th and 𝑗-th
time series are linearly independent with each other. Next, based
on 𝜌ℎ (𝑖, 𝑗), we can learn the parameters 𝑃ℎ (𝑖, 𝑗). The intuition is as
follows. The the bigger the correlation coefficient |𝜌ℎ (𝑖, 𝑗) | between
the 𝑖-th and 𝑗-th time series is, the more possible that the 𝑖-th and 𝑗-
th time series are correlated with each other, so that the probability
𝑃ℎ (𝑖, 𝑗) is proportional to |𝜌ℎ (𝑖, 𝑗) |. Thus, we obtain the probability
distribution of relation graphs at the historical time-window, i.e.,
𝑃𝐺𝐻𝑇

, as follows:

𝑃 (A𝑖 𝑗 = 1) =
{
𝑃ℎ (𝑖, 𝑗) = |𝜌ℎ (𝑖, 𝑗) | if |𝜌ℎ (𝑖, 𝑗) | ≥ 𝛿
0 if |𝜌ℎ (𝑖, 𝑗) | < 𝛿

,

𝑃 (A𝑖 𝑗 = 0) =
{

1 − 𝑃ℎ (𝑖, 𝑗) = 1 − |𝜌ℎ (𝑖, 𝑗) | if |𝜌ℎ (𝑖, 𝑗) | ≥ 𝛿
1 if |𝜌ℎ (𝑖, 𝑗) | < 𝛿

,

(11)
where threshold 0 ≤ 𝛿 ≤ 1 is a hyper-parameter which controls the
sparsity of the relation graph. If the correlation coefficient between
the 𝑖-th and 𝑗-th time series is smaller than 𝛿 , we set the 𝑖-th and
𝑗-th time series as not correlated.
Probability distribution of future relation graphs. After get-
ting the probability distribution for the historical time-window,
where observations are available, we proceed to predict the proba-
bility distribution for the future time-window. We use the features
𝐸𝑇 ∈ R𝑁×𝑑𝑐 , which are extracted from the historical observations
of multiple time series X𝑇−𝑝+1:𝑇 , to predict the normalized corre-
lation coefficient matrix 𝜌 𝑓 ∈ R𝑁×𝑁 for the future time-window,
and thus we learn the parameter 𝑃𝑓 (𝑖, 𝑗) for the future relation
graphs which is proportional to |𝜌 𝑓 |.

We could only utilize the local features 𝐸𝑇 , which are extracted
from this current historical time-window from 𝑇 − 𝑝 + 1 to 𝑇 , to
predict the future correlation coefficient matrix 𝜌 𝑓 . However, it
prevents an accurate prediction of the future distribution, as the
correlations in the future time-window may be different from those
in this historical time-window [13]. Therefore, we use an additional

memory unit 𝐸 ∈ R𝑁×𝑑𝑐 to preserve the global features, as shown
in Figure 5. The basic idea is that we use a memory unit to record the
correlations that have appeared among multiple time series across
all history, i.e., including timestamps long before this time-window
[𝑇 − 𝑝 + 1,𝑇 ], which can help to predict the relation graphs for this
future time-window [𝑇 + 1,𝑇 + 𝑞], as correlations that occurred a
long time ago may recur in the future.

Then, by querying the memory unit 𝐸 with the representation
matrix 𝐸𝑇 , we learn an outcome feature matrix 𝐸′ ∈ R𝑁×𝑑𝑐 , to
predict the future correlation coefficient matrix 𝜌 𝑓 . Thus, we are
able to utilize both local and global features. Last, we update the
memory unit 𝐸 by adding the correlations newly learned from the
outcome 𝐸′.

Specifically, we map the historical observations of each time
series X𝑖

𝑇−𝑝+1:𝑇 to a high-dimensional representation vector𝑚𝑖
𝑇
∈

R𝑑
𝑐
:

𝑚𝑖𝑇 = 𝜎 (𝑊𝑐X𝑖𝑇−𝑝+1:𝑇 ), (12)

where𝜎 is an activation function, and𝑊𝑐 ∈ R𝑑
𝑐×𝑝 is the parameters

to extract the features for predicting the future correlations. We call
𝑚𝑖
𝑇
a local view, as it is time-dependent and is extracted from obser-

vations in the historical time-window. Thus, the local representation
matrix for all time series are 𝐸𝑇 = (𝑚1

𝑇
,𝑚2
𝑇
, · · · ,𝑚𝑁

𝑇
) ∈ R𝑁×𝑑𝑐 .

Then, we use a learnable embedding vector𝑚𝑖 ∈ R𝑑𝑐 to present
each time series 𝑖 across all timestamps. Thus, the memory unit
for all time series are 𝐸 = (𝑚1,𝑚2, · · · ,𝑚𝑁 ) ∈ R𝑁×𝑑𝑐 , and the
recorded correlations 𝜌 (𝑖, 𝑗) between time series 𝑖 and time series
𝑗 can be obtained by the inner-product similarity between𝑚𝑖 and
𝑚 𝑗 as follows:

𝜌 (𝑖, 𝑗) =𝑚𝑖 ·𝑚 𝑗 . (13)

Next, to predict the correlation coefficient matrix for the future
time-window, we use the local representation matrix 𝐸𝑇 as query to
extract the outcome feature matrix 𝐸′ ∈ R𝑁×𝑑𝑐 from the memory
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unit 𝐸 as follows:

𝐸′ = readout (Q,K, 𝐸) = 𝜑 (QK
⊤

√
𝑑𝑐

)𝐸,

Q = 𝐸𝑡𝑊Q, K = 𝐸𝑊K,

(14)

where𝑊Q,𝑊K ∈ R𝑑𝑐×𝑑𝑐 are the parameters for extracting local
and global features, Q,K ∈ R𝑁×𝑑𝑐 are the learned query and key
to readout the features from the memory unit 𝐸, 𝜑 is the softmax
function, and 𝐸′ ∈ R𝑁×𝑑𝑐 is the outcome feature matrix which
has extracted both local and global features. Thus, we predict the
correlation coefficient matrix for the future time-window, by using
the inner-product similarity between the 𝑖-th element and 𝑗-th
element of 𝐸′ as follows:

𝜌 𝑓 (𝑖, 𝑗) = 𝐸′ (𝑖) · 𝐸′ ( 𝑗) . (15)

Last, we update the memory unit 𝐸 as follows:
𝐸 = 𝛽𝐸 + (1 − 𝛽)𝐸′, (16)

where 0 < 𝛽 < 1 is a hyper-parameter which controls the percent-
age of existing correlations kept in the memory unit.

The memory network can be optimized by minimizing the mean
square error loss function as follows:

L𝑔𝑟𝑎𝑝ℎ =
1

𝑁 × 𝑁
∑︁

1≤𝑖, 𝑗≤𝑁

(
𝜌 𝑓 (𝑖, 𝑗) − 𝜌 𝑓 (𝑖, 𝑗)

)2
, (17)

where:

𝑆𝑓 =
1
𝑝
(X𝑇+1:𝑇+𝑞 − X𝑇+1:𝑇+𝑞) (X𝑇+1:𝑇+𝑞 − X𝑇+1:𝑇+𝑞)

⊤
,

𝜌 𝑓 (𝑖, 𝑗) =
𝑆𝑓 (𝑖, 𝑗)√︃

𝑆𝑓 (𝑖, 𝑖)𝑆𝑓 ( 𝑗, 𝑗)
, for 1 ≤ 𝑖, 𝑗 ≤ 𝑁 .

(18)

Similar to Equation (11), we can obtain the probability distri-
bution of relation graphs at the future time-window, denoted as
𝑃𝐺𝐹𝑇

.

4.1.2 Causal graph neural network. Based on Equation (6), we
should combine the observations together with the possible histor-
ical and future relation graphs to predict the future observations.
Thus, at each timestamp 𝑡 , with 𝑡 ∈ [𝑇 − 𝑝 + 1,𝑇 ], we sample a pos-
sible relation graph according to the probability distribution 𝑃𝐺𝐻𝑇

and 𝑃𝐺𝐹𝑇
, respectively. We denote the sampled relation graphs as

𝐺ℎ𝑡 and𝐺 𝑓 𝑡 , and their adjacency matrix asAℎ𝑡 andA𝑓 𝑡 . Then, we
propose a causal GNN to extract feature from the sampled historical

and future relation graphs, and transfer feature vector 𝑣𝑡 , which
contains information of the observations, into the hidden state vec-
tor 𝑜𝑡 . By this, we efficiently integrate the historical observations
with the possible historical and future relation graphs.

As the dynamic relation graphs can contain many possible rela-
tion graphs, the sampled relation graphs 𝐺ℎ𝑡 and 𝐺 𝑓 𝑡 may be dif-
ferent across time. It is difficult for existing GNN methods [19, 36]
to learn with dynamic relation graphs, as they need to learn a set of
different parameters𝑊𝑡,𝑘 ∈ R𝑑𝑒×𝑑𝑒 , for different graphs at different
timestamps as shown in Eq. (19):

𝑜 =

𝐾∑︁
𝑘=0

{(
A𝑡

)𝑘
𝑣𝑊𝑡,𝑘

}
, 𝑓 𝑜𝑟 𝑡 ∈ [𝑇 − 𝑝 + 1,𝑇 + 𝑞], (19)

where 𝐾 is a hyper-parameter which controls the max hop neigh-
bors used in the graph convolution,

Therefore, we need to propose a causal GNN to deal with this
problem. Firstly, using the feature vector 𝑣𝑖𝑡 from the embedding

layer, we learn a feature vector 𝑣𝑖
ℎ𝑡

=𝑊ℎ𝑣
𝑖
𝑡 ∈ R

𝑑𝑒

2 and a feature

vector 𝑣𝑖
𝑓 𝑡

= 𝑊𝑓 𝑣
𝑖
𝑡 ∈ R

𝑑𝑒

2 for timestamp 𝑡 , which are then used
to combine the historical and future relation graphs, respectively.
𝑊ℎ,𝑊𝑓 ∈ R

𝑑𝑒

2 ×𝑑𝑒 are the learnable parameters which capture the
features for historical and future relation graphs, respectively.

Then, We use the 𝑣ℎ𝑡 and 𝑣 𝑓 𝑡 as the input features for GNN on
the historical relation graph 𝐺ℎ𝑡 and the future relation graph 𝐺 𝑓 𝑡 ,
respectively. To be specific, the causal GNN on relation graph 𝐺ℎ𝑡
with input feature 𝑣ℎ𝑡 , i.e., ★𝐺ℎ𝑡

(𝑣ℎ𝑡 ), is as follows:

𝑜ℎ𝑡 = ★𝐺ℎ𝑡
(𝑣ℎ𝑡 ) =

𝐾∑︁
𝑘=0

1
𝑘 + 1

{(
Ãℎ𝑡

)𝑘
𝑣ℎ𝑡𝑊𝑘

}
, (20)

where Ãℎ𝑡 is the adjacency matrix normalized by the diagonal
degree matrix 𝐷 :

𝐷𝑖,𝑖 =
∑︁

1≤ 𝑗≤𝑁
Aℎ𝑡 (𝑖, 𝑗), Ãℎ𝑡 = 𝐷

−1Aℎ𝑡 , (21)

and 𝑊𝑘 ∈ R
𝑑𝑒

2 × 𝑑𝑒

2 , with 𝑘 ∈ [0, 𝐾], are the learnable parame-
ters which extract the feature from 𝑘-th hop neighbors into the
output 𝑜ℎ𝑡 ∈ R𝑁× 𝑑𝑒

2 . The same as Equation (20), we can get
𝑜 𝑓 𝑡 = ★𝐺𝑓 𝑡

(𝑣 𝑓 𝑡 ). And finally, the hidden state vector 𝑜𝑡 ∈ R𝑁×𝑑𝑒

for all time series, which combine the information of the histori-
cal observations with both historical and future relation graphs, is
given by 𝑜𝑡 = (𝑜ℎ𝑡 | |𝑜 𝑓 𝑡 ).

Thus, instead of learning a set of parameters𝑊𝑡,𝑘 for different
relation graphs at different timestamps 𝑡 ∈ [𝑇 − 𝑝 + 1,𝑇 + 𝑞] with
existing GNN, our causal GNN can use 𝑣ℎ𝑡 and 𝑣 𝑓 𝑡 to deal with the
dynamics across time, and learn unified neural network parameters
𝑊ℎ,𝑊𝑓 and𝑊𝑘 to extract features from any relation graphs. There
are two benefits: (1) It is difficult to train a set of parameters𝑊𝑡,𝑘 ,
which can be seen in Section 5.3. (2) Our causal GNN is more
efficient regarding time and space complexity, which can be seen
in Section 5.5.

4.2 The Reasoning Network
Until now we have got the hidden state 𝑜𝑡 , which only contains
the features at each timestamp 𝑡 separately. Now, we propose a
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Figure 6: The reasoning network will output the hidden state for multiple time series at each timestamp 𝑡 using the previous
states from past 𝜏 steps.

reasoning network as shown in Figure 2(c), which learns a feature
vector ℎ𝑡 from not only the current hidden state 𝑜𝑡 but also its pre-
vious 𝜏 timestamps feature vectors (ℎ𝑡−𝜏 , · · · , ℎ𝑡−2, ℎ𝑡−1), for each
timestamp 𝑡 recurrently. Specifically, ℎ𝑡 contains information of in
which way its past 𝜏 timestamps influence the current timestamp
𝑡 , where 1 ≤ 𝜏 ≤ 𝑝 is a hyper-parameter to controls the previous
timestamps used in the reasoning network which make a trade off
between efficiency and effectiveness. As this is a recurrent progress,
when reasoning for the timestamp 𝑡 to get ℎ𝑡 , we have obtained
ℎ𝑡−𝑘 in previous timestamps, with 1 ≤ 𝑘 ≤ 𝜏 .

As shown in Figure 6, the reasoning network firstly combines
each feature vector ℎ𝑡−𝑘 with a positional embedding 𝑐𝑘 , which
learns the feature to present a relative time interval from each past
timestamp 𝑡 − 𝑘 to the current timestamp 𝑡 , into a feature vector
ℎ𝑐
𝑡−𝑘 . Then, the reasoning network identifies the importance of the
previous timestamp 𝑡 − 𝑘 on the current timestamp 𝑡 by evaluating
the horn clause, i.e., ℎ𝑐

𝑡−𝑘 → 𝑜𝑡 , and outputs the evaluating result
as its importance weight𝑤𝑡−𝑘 . Last, the reasoning network obtains
the feature vector ℎ𝑡 ∈ R𝑁×𝑑𝑒 for the current timestamp 𝑡 , which
is used for forecasting the observations, by integrating all previous
feature vectorsℎ𝑐

𝑡−𝑘 with their importance weightsw𝑡−𝑘 as follows:

ℎ𝑡 =
∑︁

1≤𝑘≤𝜏
w𝑡−𝑘 × ℎ𝑐𝑡−𝑘 + 𝑜𝑡 , (22)

such that ℎ𝑡 contains the feature of how multiple time series get
into the current hidden state 𝑜𝑡 based on the condition of previous
feature vectors (ℎ𝑡−1, ℎ𝑡−2, · · · , ℎ𝑡−𝜏 ).

Nowwe present the procedure of our reasoning network in more
detail. Firstly, the fact is that under the previous feature vectors
(ℎ𝑡−𝜏 , · · · , ℎ𝑡−2, ℎ𝑡−1) all together, the multiple time series got into
hidden state 𝑜𝑡 for 𝑡 ≤ 𝑇 . Therefore, we can have that (ℎ𝑡−𝜏 ∧ · · · ∧
ℎ𝑡−2∧ℎ𝑡−1) → 𝑜𝑡 is TRUE and (ℎ𝑡−𝜏 ∧· · ·∧ℎ𝑡−2∧ℎ𝑡−1) → ¬𝑜𝑡 is
FALSE, where the conjunction operation∧ joins two feature vectors
that multiple time series had in previous timestamps,→ 𝑜𝑡 = TRUE
means that all the previous feature vectors will result in the current
hidden state 𝑜𝑡 , ¬𝑜𝑡 denotes the opposite of the hidden state 𝑜𝑡 ,
and→ ¬𝑜𝑡 = FALSE means that under the previous feature vectors
(ℎ𝑡−𝜏 , · · · , ℎ𝑡−2, ℎ𝑡−1), the multiple time series will not get into
hidden state ¬𝑜𝑡 .

In order to capture the sequential information of the time depen-
dent previous feature vectors, we introduce a total of 𝜏 learnable
matrices 𝑐1, 𝑐2, · · · , 𝑐𝜏 ∈ R𝑁×𝑑𝑒 , which are used as the positional
embedding [35]. Specifically, each 𝑐𝑘 will learn to model the rel-
ative time interval from the past timestamp 𝑡 − 𝑘 to the current
timestamp 𝑡 . Thus, we can get the time-aware feature vectors:

ℎ𝑐
𝑡−𝑘 = ℎ𝑡−𝑘 + 𝑐𝑘 , for 1 ≤ 𝑘 ≤ 𝜏, (23)

and model the historical sequential information by:

(ℎ𝑐𝑡−𝜏 ∧ · · · ∧ ℎ𝑐𝑡−2 ∧ ℎ
𝑐
𝑡−1) → 𝑜𝑡 is TRUE,

(ℎ𝑐𝑡−𝜏 ∧ · · · ∧ ℎ𝑐𝑡−2 ∧ ℎ
𝑐
𝑡−1) → ¬𝑜𝑡 is FALSE

(24)

where 𝑡 ≤ 𝑇 .
Then, by evaluating whether each horn clause

ℎ𝑐
𝑡−𝑘 → 𝑜𝑡 (25)

is TRUE, we can measure whether the previous feature vector ℎ𝑐
𝑡−𝑘

results in the current hidden state 𝑜𝑡 . To be specific, if ℎ𝑐
𝑡−𝑘 → 𝑜𝑡

is TRUE, we can get that previous feature vector ℎ𝑐
𝑡−𝑘 is the cause

for the multiple time series to get into current state 𝑜𝑡 . On the
other hand, if ℎ𝑐

𝑡−𝑘 → 𝑜𝑡 is FALSE, we can get that previous feature
vector ℎ𝑐

𝑡−𝑘 is not the cause for the multiple time series to get into
current state 𝑜𝑡 .

Now, we model Equations (24) and (25) using our neural rea-
soning network, which achieves the above logic operations, i.e., ¬,
∧ and →, by neural logic modules. First, We use ℎ𝑎, ℎ𝑏 and ℎ𝑐 to
denote any feature vectors, such as ℎ𝑐

𝑡−𝑘 , and each logic operation
is calculated by a neural logic module with fully connected layers
as follows:

¬ℎ𝑎 = −ℎ𝑎
ℎ𝑎 ∧ ℎ𝑏 ∧ · · · ∧ ℎ𝑐 = 𝜎

(
(ℎ𝑎 ⊙ ℎ𝑏 ⊙ · · · ⊙ ℎ𝑐 )𝑊𝑎

)
ℎ𝑎 → ℎ𝑏 = 𝜎

(
(ℎ𝑎 | |ℎ𝑏 )𝑊𝑖

) (26)

where ℎ𝑎, ℎ𝑏 ∈ R𝑁×𝑑𝑒 denote the feature vectors for calcula-
tion,𝑊𝑎 ∈ R𝑑𝑒×𝑑𝑒 and𝑊𝑖 ∈ R2𝑑

𝑒×𝑑𝑒 are the learnable network
parameters to achieve the logic operations for ∧ and→, and ⊙ is
the Hadamard product which multiply matrix on element-wise.

Thus, all logical expressions, such as Equation (24), can be cal-
culated by the neural modules using Equations (26), step by step.

759



Taking Equation (24), (ℎ𝑐𝑡−𝜏∧· · ·∧ℎ𝑐𝑡−2∧ℎ
𝑐
𝑡−1) → 𝑜𝑡 , as an example,

we can calculate it as follows:
Exp1 = (ℎ𝑐𝑡−𝜏 ∧ · · · ∧ ℎ𝑐𝑡−2 ∧ ℎ

𝑐
𝑡−1)

= 𝜎
(
(ℎ𝑐𝑡−𝜏 ⊙ · · · ⊙ ℎ𝑐𝑡−2 ⊙ ℎ

𝑐
𝑡−1)𝑊𝑎

)
Exp+ = Exp1 → 𝑜𝑡 = 𝜎

(
(Exp1 | |𝑜𝑡 )𝑊𝑖

) (27)

where Exp+ ∈ R𝑁×𝑑𝑒 is the final outcome of logical expression
(ℎ𝑐𝑡−𝜏 ∧ · · · ∧ ℎ𝑐

𝑡−2 ∧ ℎ
𝑐
𝑡−1) → 𝑜𝑡 . In the same way, we can get the

final outcome of logical expression (ℎ𝑐𝑡−𝜏∧· · ·∧ℎ𝑐𝑡−2∧ℎ
𝑐
𝑡−1) → ¬𝑜𝑡

as Exp− ∈ R𝑁×𝑑𝑒 .
Then, another neural module, denoted as isT (), is used to evalu-

ate whether an expression Exp𝑎 is TRUE or FALSE by:

isT (Exp𝑎) = sigmoid (Exp𝑎𝑊𝑟 ), (28)

where Exp𝑎 ∈ R𝑁×𝑑𝑒 denotes the outcome of a logical expres-
sion, such as Exp+, for the TRUE/FALSE evaluation,𝑊𝑟 ∈ R𝑑𝑒×1
is the learnable parameter to evaluate the logical expression, and
isT (Exp𝑎) is the evaluation result. The sigmoid function makes sure
that the evaluation result is between 0 and 1, where isT (Exp𝑎) = 0
means that the logical expression is FALSE and isT (Exp𝑎) = 1
means that the logical expression is TRUE.

Thus, to satisfy the truth denotes by Equation (24), we have the
logical regularization, which is achieved by minimizing the loss
function as below:

L𝑟𝑒𝑔 = {1 − isT (Exp+)} + isT (Exp−) (29)

where isT (Exp+) being 1 denotes that with the previous feature vec-
tors (ℎ𝑡−𝜏 , · · · , ℎ𝑡−2, ℎ𝑡−1) the multiple time series actually got into
hidden state 𝑜𝑡 , and isT (Exp−) being 0 denotes that the multiple
time series did not get into hidden state ¬𝑜𝑡 .

Next, we can measure whether the previous feature vector ℎ𝑐
𝑡−𝑘

results in the current hidden state 𝑜𝑡 , by:

Exp𝑡−𝑘 = (ℎ𝑐
𝑡−𝑘 → 𝑜𝑡 ) = (ℎ𝑐

𝑡−𝑘 | |𝑜𝑡 )𝑊𝑖 , (30)

w𝑡−𝑘 = isT (Exp𝑡−𝑘 ), (31)

where w𝑡−𝑘 is the importance weight. The more the w𝑡−𝑘 is close
to 1, the more possible the previous feature vector ℎ𝑐

𝑡−𝑘 is the cause
for the multiple time series to get into current state 𝑜𝑡 .

Lastly, the reasoning network get the feature vector ℎ𝑡 ∈ R𝑁×𝑑𝑒

for the current timestamp 𝑡 by integrating all previous feature vec-
tors ℎ𝑐

𝑡−𝑘 with their importance weights w𝑡−𝑘 using Equation (22).
In this way, the reasoning network is able to explicitly learn how

historical timestamps have different influence on future timestamps
with different horn clauses.

4.3 The Projection Layer
We use the zero matrix 𝑣𝑇+1, 𝑜𝑇+1 ∈ R𝑁×𝑑𝑒 to present the initial
hidden states of the multiple time series for the first future times-
tamp𝑇 +1, which denote the beginning of forecasting on the future
observations. Then, after the reasoning network outputs the feature
vector ℎ𝑇+1 based on the initial hidden state 𝑜𝑇+1 and the past 𝜏
feature vectors (ℎ𝑡−𝜏+1, · · · , ℎ𝑡−1, ℎ𝑡 ), the projection layer outputs
the forecasting observations X̂𝑇+1 ∈ R𝑁×1 as follows:

X̂𝑇+1 = ℎ𝑇+1𝑊𝑝 , (32)

Table 3: The statistics of datasets

Dataset N L Split 𝑝 𝑞

METR-LA 207 34,272 7:1:2 12 12
PEMS-BAY 325 52,116 7:1:2 12 12
PEMS04 307 16,992 6:2:2 12 12
PEMS08 170 17,856 6:2:2 12 12
Solar-Energy 137 52,560 6:2:2 168 1
Electricity 321 26,304 6:2:2 168 1

where𝑊𝑝 ∈ R𝑑𝑒×1 is the network parameter mapping the feature
vectors to the observations of time series. Next, the new feature
vector 𝑣𝑇+2 for next timestamp𝑇 + 2 is obtained from the predicted
observations X̂𝑇+1 as follows:

𝑣𝑇+2 = X̂𝑇+1𝑊𝑛, (33)

where𝑊𝑛 ∈ R1×𝑑𝑒 is the learnable parameter to extract feature
from the predicted observations. In this way, we can predict the
observations for all the 𝑞 future timestamps, X̂𝑇+1:𝑇+𝑞 , recurrently.

4.4 The Objective Function
We use the objective function to enable model learning with gradi-
ent descent. Take the mean absolute error (MAE) as example:

L𝑀𝐴𝐸 =
1

𝑁 × 𝑞
����X̂𝑇+1:𝑇+𝑞 − X𝑇+1:𝑇+𝑞

����1, (34)

where
����𝑀 ����1 = ∑

𝑖, 𝑗 |𝑀𝑖, 𝑗 |.
Overall, thememory network is optimized byminimizing Eq. (17),

and the embedding layer, the causal GNN, the reasoning network
and the projection layer is optimized by minimizing Eq. (35):

L = L𝑀𝐴𝐸 + 𝜆L𝑟𝑒𝑔, (35)

where 𝜆 is a hyper-parameter controls the importance of logical
regularization.

5 EXPERIMENTS
In this section, we empirically evaluate MTSF-DG on real-world
benchmark datasets to justify our model. We introduce the mul-
tiple time series forecasting datasets, evaluation metrics and the
competitor baselines first. Then we present the main results, and
analyze our model with more details and ablation studies.

5.1 Experimental Settings
5.1.1 Datasets. We use a series of benchmark datasets from traffic
and energy domains to evaluate the performance of multiple time
series forecasting:
• METR-LA and PEMS-BAY: Both datasets are traffic speed time

series datasets, released by Li et al. [23]. The METR-LA dataset
contains the traffic speed measured by 207 sensors on the high-
ways of Los Angeles County ranging from Mar. 2012 to Jun. 2012.
The PEMS-BAY dataset contains the traffic speed measured by
325 sensors in the Bay Area ranging from Jan. 2017 to May 2017.

• PEMS04 and PEMS08: Both datasets are traffic flow time series
collected from the Caltrans Performance Measurement System
(PEMS), released by Bai et al. [1]. The PEMS04 dataset contains
the traffic flow measured by 307 sensors in the San Francisco Bay
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Table 4: Accuracy of traffic domain forecasting

Data 𝑞 Metric DCRNN GWave AGCRN MTGNN STFGNN Cformer FEDFormer MSDR ESG MTSF-DG

METR
-LA

3rd
MAE 2.77 2.69 2.83 2.69 2.70 2.69 2.89 2.71 2.68 2.62
RMSE 5.38 5.15 5.45 5.18 5.35 5.17 5.51 5.18 5.15 5.11
MAPE 7.30% 6.90% 7.56% 6.86% 7.21% 6.88% 7.63% 7.08% 6.93 6.78%

6th
MAE 3.15 3.07 3.20 3.05 3.10 3.05 3.27 3.09 3.06 2.98
RMSE 6.45 6.22 6.55 6.17 6.36 6.18 6.56 6.33 6.19 6.13
MAPE 8.80% 8.37% 8.79% 8.19% 8.60% 8.21% 8.87% 8.57% 8.20% 8.14%

12th
MAE 3.60 3.53 3.58 3.49 3.51 3.48 3.69 3.50 3.49 3.39
RMSE 7.60 7.37 7.41 7.23 7.46 7.27 7.66 7.33 7.23 7.16
MAPE 10.50% 10.01% 10.13% 9.87% 10.05% 9.86% 10.44% 9.98% 9.96% 9.58%

PEMS
-BAY

3rd
MAE 1.38 1.30 1.35 1.32 1.34 1.31 1.47 1.32 1.31 1.28
RMSE 2.95 2.74 2.83 2.79 2.81 2.75 3.02 2.84 2.74 2.67
MAPE 2.90% 2.73% 2.87% 2.77% 2.84% 2.72% 2.96% 2.77% 2.76% 2.63%

6th
MAE 1.74 1.63 1.69 1.65 1.66 1.63 1.81 1.64 1.63 1.57
RMSE 3.97 3.70 3.81 3.74 3.76 3.69 4.01 3.78 3.71 3.63
MAPE 3.90% 3.67% 3.84% 3.69% 3.83% 3.66% 3.99% 3.68% 3.69% 3.56%

12th
MAE 2.07 1.95 1.96 1.94 1.98 1.93 2.06 1.94 1.92 1.85
RMSE 4.74 4.52 4.52 4.49 4.52 4.45 4.78 4.51 4.42 4.35
MAPE 4.90% 4.63% 4.67% 4.53% 4.73% 4.49% 4.88% 4.55% 4.52% 4.40%

PEMS
04 1∼12

MAE 24.70 19.16 19.83 19.32 19.83 19.50 23.48 19.29 19.47 18.67
RMSE 38.12 30.46 32.26 31.57 31.88 32.00 37.27 31.54 31.66 30.17
MAPE 17.12% 13.26% 12.97% 13.52% 13.02% 13.07% 15.44% 12.89% 13.30% 12.64%

PEMS
08 1∼12

MAE 17.86 15.13 15.95 15.71 16.64 15.88 17.24 15.11 15.70 14.80
RMSE 27.83 24.07 25.22 24.62 26.22 25.07 26.93 24.42 24.81 23.68
MAPE 11.45% 10.10% 10.09% 10.03% 10.60% 10.17% 11.21% 9.93% 10.07% 9.54%

Area ranging from Jan. 2018 to Feb. 2018. The PEMS08 dataset
contains the traffic flow measured by 170 sensors in the San
Bernardino Area ranging from Jul. 2016 to Aug. 2016.

• Solar-Energy: The Solar-Energy dataset contains the solar power
production records collected from 137 PV plants in the Alabama
State in 2007, released by Lai et al. [20].

• Electricity: The Electricity energy dataset contains the electricity
consumption records collected from 321 clients from 2012 to
2014, released by Lai et al. [20].
The detailed statistics of these datasets are shown in Table 3,

where 𝑁 is the number of time series and 𝐿 is the total number of
timestamps. We follow the same train-validation-test splits as in
the original papers [1, 20, 23], as shown in the “Split” column. More
details about datasets can be seen in the Appendix.

5.1.2 Evaluation Metrics. Following the evaluation methodology
in existing works [1, 20, 23], we use mean absolute error (MAE),
root mean squared error (RMSE), mean absolute percentage error
(MAPE) to evaluate the accuracy of multi-step forecasting, and use
Root Relative Squared Error (RRSE) and Empirical Correlation Co-
efficient (CORR) to measure the accuracy of single-step forecasting.
For MAE, RMSE, MAPE, and RRSE, lower values indicate higher
accuracy, while larger CORR values indicate higher accuracy.

5.1.3 Baselines. We compare MTSF-DG with baseline methods
summarized as follows:
• Methods without relation graphs. VAR-MLP: It is an auto-

regressive model using multilayer perception (MLP) [48]. GP:
It uses Gaussian Process to model time series [34]. LSTNet: It
combines convolutional neural network (CNN) with RNN to

learn temporal dependencies [20]. TPA: It is a naive Transformer
model [32]. FEDFormer: It uses frequency-enhanced Transformer
to extract trend and periodic features [33]. Crossformer: It is
the state-of-art Transformer based model, which uses a cross-
dimension attention to learn the historical correlations among
time series, without learning graphs [49].

• Methods with a pre-defined graph. DCRNN: It proposes dif-
fusion graph convolutions to extract spatial dependencies [23].
GWave: It proposes 1D dilated CNN and combines with diffusion
graph convolutions [43]. AGCRN: It proposes adaptive recurrent
graph convolution network [1]. MSDR: It proposes attention
based graph convolutions and multi-step RNN [24].

• Methods learn relation graphs. MTGNN: It learns a static
relation graph that models similarities among multiple time se-
ries, and uses graph convolutions and CNN for forecasting [42].
DGTS: It constructs a static relation graph based on the Euler
distances among multiple time series, and uses recurrent graph
convolutions for forecasting [31]. STFGNN: It constructs a static
relation graph based on the Dynamic Time Warping similari-
ties [16] among multiple time series [22]. ESG: It cuts the his-
torical observations into sub time-windows, learns a historical
relation graph for each time-window separately, and use RNN
for forecasting [45].

We report results from the original papers if baselines conduct ex-
periments on the dataset with the same setting. For the rest, we
have carefully tuned the hyper-parameters based on the recommen-
dations from their original papers.
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Table 5: Accuracy of energy domain forecasting

Dataset Solar-Energy Electricity
𝑞 𝑞

Method Metric 3rd 12th 3rd 12th

VAR-MLP RRSE 0.1922 0.4244 0.1393 0.1557
CORR 0.9829 0.9058 0.8708 0.8192

GP RRSE 0.2259 0.5200 0.1500 0.1621
CORR 0.9751 0.8518 0.8670 0.8394

LSTNet RRSE 0.1843 0.3254 0.0864 0.1007
CORR 0.9843 0.9467 0.9283 0.9077

TPA RRSE 0.1803 0.3234 0.0823 0.0964
CORR 0.9850 0.9487 0.9439 0.9250

MTGNN RRSE 0.1778 0.3109 0.0745 0.0916
CORR 0.9852 0.9509 0.9474 0.9278

DGTS RRSE 0.1791 0.3144 0.0767 0.0925
CORR 0.9852 0.9501 0.9470 0.9275

Crossformer RRSE 0.1772 0.3089 0.0741 0.0905
CORR 0.9859 0.9511 0.9474 0.9291

FEDFormer RRSE 0.1788 0.3141 0.0769 0.0924
CORR 0.9852 0.9498 0.9465 0.9280

ESG RRSE 0.1708 0.3073 0.0718 0.0898
CORR 0.9865 0.9519 0.9494 0.9321

MTSF-DG RRSE 0.1692 0.3025 0.0701 0.0882
CORR 0.9874 0.9533 0.9502 0.9339

Table 6: Ablation studies

Dataset PEMS04 PEMS08
Method MAE RMSE MAPE MAE RMSE MAPE
MTSF-DG 18.67 30.17 12.64% 14.80 23.68 9.54%

w/o memory 18.68 30.27 12.79% 14.82 23.69 9.58%
w/o causal GNN 18.72 30.23 12.76% 14.85 23.73 9.59%

𝐺ℎ𝑡 only 18.98 30.59 12.93% 15.07 23.97 9.85%
𝐺 𝑓 𝑡 only 18.93 30.51 12.91% 14.93 23.95 9.77%

w Transformer 18.91 30.44 12.83% 14.98 23.93 9.69%

5.2 Overall Comparison.
Tables 4 and 5 present the accuracy of MTSF-DG and the baselines
on all datasets. We randomly repeat each method 5 times and report
the average result. We use bold to highlight the best accuracy, which
significantly outperforms the underline second best accuracy.

Key observations are as follows. Firstly, MTSF-DG consistently
outperforms the state-of-the-art baseline methods on all datasets.
It demonstrates that MTSF-DG is able to learn the dynamic corre-
lations among multiple time series and use them to improve the
forecasting performance.

Secondly, from Table 5 we observe that the MTGNN, DGTS,
ESG and MTSF-DG methods, which can learn the relation graph(s)
for multiple time series, perform better when comparing to VAR-
MLP, GP, LSTNet, TPA and FEDFormer, which cannot capture
the relations among multiple time series. Crossformer learns the
correlations among time series with Cross-Transformer, which also
performs better when comparing to VAR-MLP, GP, LSTNet, TPA
and FEDFormer. It demonstrates that capturing the relations among
multiple time series is important for multiple time series forecasting.

Table 7: Parameter sensitivity

Dataset PEMS04 PEMS08
𝜏 MAE RMSE MAPE MAE RMSE MAPE
2 19.83 31.21 12.91% 15.63 25.12 10.00%
3 19.20 30.77 12.73% 15.03 24.23 9.76%
4 18.67 30.17 12.64% 14.80 23.68 9.54%
5 18.69 30.22 12.65% 14.79 23.73 9.52%
12 18.72 30.25 12.69% 14.82 23.76 9.60%

Table 8: Runtime and total parameters used

Dataset PEMS04 PEMS08

Method Runtime
(s/epoch)

Parameters
(K)

Runtime
(s/epoch)

Parameters
(K)

DCRNN 226 371 159 371
DGTS 262 381 179 378
MSDR 618 1174 438 1174
ESG 378 1205 255 1205

MTSF-DG 217 803 151 799
w/o causal GNN 298 1270 194 1205

Thirdly, we observe that our MTSF-DG method is also superior
when comparing to the other graph based methods, which use a
single relation graph or only learn historical relation graphs, to
enhance the forecasting accuracy. This is due to the fact that the
baselines cannot capture the dynamic correlations among multiple
time series which may change across time and be different in the
future, where different future relation graphs may influence the
future observations differently. A single relation graph or the his-
torical relation graph will bias the forecasting. GWave, MTGNN,
STFGNN, MSDR and ESG can only have the second best accuracy
on some datasets. There does not exist a single baseline method
that consistently outperforms others, which suggests that a single
relation graph or the historical relation graph is insufficient for mul-
tiple time series forecasting. In contrast, our MTSF-DG can learn
the historical and future correlations dynamically, and consistently
outperforms baseline methods.

Lastly, MTSF-DG achieves the best accuracy compared to Trans-
former based models. This suggests that our reasoning network is
also good at learning temporal dependencies by explicitly learn-
ing how historical timestamps have different influence on future
timestamps. This enables MTSF-DG to get more high performance
compared to TPA, FEDFormer and Crossformer.

5.3 Ablation Studies.
We conduct ablation studies to validate the effectiveness of our key
components that contribute to the improvements. In particular, we
compare MTSF-DG with the following variants:
• w/o memory network: This variant does not use the memory

network for predicting the future relation graph distribution. It
directly uses the local features 𝐸𝑇 .

• w/o causal GNN: This variant does not use the causal GNN. It
use the existing GNN on the sampled historical relation graph
and future relation graph at each timestamp with Eq. (19), and
learn a set of parameters𝑊𝑡,𝑘 .
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(a) Dynamic correlations between time series 1 and 10 (b) Heatmap for 𝑃𝐺𝐻𝑇
before T (c) Heatmap for 𝑃𝐺𝐹𝑇

after T

Figure 7: Case study

Figure 8: The static graph from DGTS

• 𝐺ℎ𝑡 only: This variant does not use causal graph layer. It applies
the existing GNN [43] on the sampled historical relation graph
𝐺ℎ𝑡 only.

• 𝐺 𝑓 𝑡 only: This variant does not use causal graph layer. It applies
the existing GNN [43] on the sampled future relation graph 𝐺 𝑓 𝑡
only.

• w Transformer: This variant does not use reasoning network. It
uses Transformer [35] to model with the hidden states.
Table 6 shows the accuracy of different variants on PEMS04 and

PEMS08 datasets. For the other datasets, the results show similar
trends. From Table 6 we observe that: (1) MTSF-DG achieves bet-
ter accuracy comparing to its variant w/o memory network. This
demonstrates the effectiveness of the proposed memory network
for predicting the future relation graph distribution. It can improve
the forecasting accuracy by providing more accurate future cor-
relations among multiple time series. (2) The information from
different hops are not equally important. The near hop neighbors
are more important to present the correlations among time series.
(3) The existing GNN which learns a set of parameter will suffer
from over-fitting and performs worse. (4) Simply using the exist-
ing GNN [23, 43] with a single historical relation graph or future
relation graph will lower the performance significantly. This result
is consistent with our analyses in Section 3, suggesting that our
causal GNN, which can learn with historical relation graph and fu-
ture relation graph jointly, is more effective in multiple time series
forecasting. (4) MTSF-DG with reasoning network outperforms the
variant with Transformer, which justifying that the Transformer,

which only model the influence among historical timestamps, is
insufficient to accurately forecast future observations under change-
able future relation graphs. However, our reasoning network is able
to do so, as it can explicitly learn how historical timestamps have
different influence on future timestamps.

5.4 Parameter Sensitivity
We evaluate the impact of the hyperparameter, i.e., 𝜏 , which con-
trols the max previous timestamps used in the reasoning network.
The experimental results are shown in Table 7. If we use more
previous timestamps in the reasoning network up to 4 timestamps,
the MTSF-DG model performs better. The reason is that for the
traffic prediction task we need to learn the temporal influence for a
long range. When the value of 𝜏 changes to 5 and 12, the accuracy
results are relatively stable.

5.5 Runtime and Total Parameters Used
For our dynamic graph learning, the time complexity is 𝑂 (𝑁 2𝑑).
For causal GNN, the time complexity is 𝑂 (𝐾𝑁 2𝑑). For reasoning
network, the time complexity is 𝑂 ((𝑝 + 𝑞)𝑁𝑑). We also show the
overall runtime and the number of total parameters used for differ-
ent methods in Table 8.

We can see that MTSF-DG is better than these baseline methods
regarding the runtime. We can also see that the time and space
complexity of MTSF-DG is smaller than MSDR, ESG and the variant
w/o causal GNN. Our model is only worse than DCRNN and DGTS
regarding the number of total parameters used. This is because
DCRNN and DGTS use only one relation graph for all timestamps,
and our model need more space to learn the dynamic relation
graphs.

5.6 Case Study
To show the superiority of our dynamic graph modeling, we give
the case study on METR-LA dataset and visualize in Figure 7. From
Figure 7(a), we can see that the time series 1 and 10 are more
correlated to each other during the first 40 timestamps and the 80-
120 timestamps, and are less correlated during the 40-80 timestamps.
At timestamp T = 80, if we use the 12 historical observations to
predict the 12 future observations, these dynamic correlations are
captured by the probability distribution of historical relation graphs
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Table 9: Comparisons between representative methods.

Method Dynamic relation graphs in encoder Dynamic relation graphs in decoder
[7, 20, 32–34, 37, 39, 48, 49] ×, only use historical observations ×
[1, 9, 12, 22, 24, 31, 40, 42, 46] ×, only a static relation graph ×

[8, 45]
√
, but only historical relation graphs ×

MTSF-DG
√ √

𝑃𝐺𝐻𝑇
and the probability distribution of future relation graphs 𝑃𝐺𝐹𝑇

,
as shown in Figure 7(b) and Figure 7(c). However, the baseline DGTS
can only learn a static, historical relation graph as shown in Figure 8,
which cannot capture the correlation between time series 1 and 10
that sometimes occurs. By learning such dynamic relation graphs
for historical and future time-window, our MTSF-DG can improve
the forecasting performance.

6 RELATEDWORK
We review existing works on time series forecasting and graph
learning, and summary them in Table 9. We also compare reasoning
network with RNN and Transformer based models in Figure 2.

6.1 Time Series Forecasting
Early methods try to utilize the statistical methods, e.g., Auto-
Regressive model (AR) [48] and Gaussian Process model (GP) [34],
to forecast on time series, which model the future observations
as the linear combination of the nearby historical observations,
called the temporal dependencies. Some works [32, 37] proposed
to utilize RNN [6], TCN [21] or attention network [35] for time
series forecasting by modeling dependencies using more historical
observations. LSTNet [20] employs 1D CNN and RNN to capture
temporal dependencies. N-BEATS [28] uses fully connected MLP
and residual blocks to predict the trend and periodicity. Times-
net [39] propose a 2D CNN to capture temporal dependencies and
periodic frequency. Triformer [7] proposes a Transformer based
time series forecasting model with linear complexity attention. FED-
Former [33] uses frequency-enhanced Transformer to extract trend
and periodic features. Crossformer [49] uses a cross-dimension
attention to implicitly learn the historical correlations among time
series without graphs.

However, these methods only use historical observations to pre-
dict future observations, and cannot use a relation graph to capture
correlations among time series explicitly.

Then, there have been a lot of GNN basedmethods for traffic time
series forecasting [9, 12, 46]. One kind of correlations among multi-
ple time series can be the spatial distance among different locations,
which naturally form a spatial graph. The GNN based methods
capture spatial dependencies by aggregating features [36, 50] from
the neighbors on the spatial graph. DCRNN [23] proposes diffusion
graph convolutions to extract spatial dependencies and use GRU for
forecasting. AGCRN proposes adaptive recurrent graph convolution
network to capture node-specific features for each time series [1].
Graph WaveNet [43] combines diffusion graph convolutions with
gated dilated TCN.

However, these methods need a pre-defined graph to present
correlations among time series in advance, and they cannot model
the dynamic relation graphs.

6.2 Graph Learning
Most recently, a new trend is to employ graph learning [13] to
learn relation graphs that models correlations among multiple time
series without requiring spatial distance in advance, to enable uni-
versal multiple time series forecasting. MTGNN [42], STFGNN [22]
and DGSL [31] construct a static relation graph, where time series
are considered as nodes, and two time series are connected by an
edge if their observations are similar measured by the Cosine dis-
tances, Euler distances or Dynamic Time Warping distances [16].
AutoCTS [40] automatically search from RNN, TCN, GNN and at-
tention network, to build a better deep neural network to learn a
static relation graph and predict future observations.

EnhanceNet [8] and ESG [45] cut the historical observations into
sub time-windows, and construct a historical relation graph which
is used in each time-window separately.

However, EnhanceNet and ESG are incapable of learning the
dynamic correlations for the future timestamps. Besides, they only
use dynamic historical relation graphs in encoder to extract the in-
variant temporal dependencies from historical observations, which
is used to predict the observations for all future timestamps simul-
taneously. They fail to use the dynamic relation graphs in decoder
and cannot learn the different temporal dependencies. But our
MTSF-DG can learn the dynamic correlations for the future times-
tamps using the memory network, and learn the different temporal
dependencies using the reasoning network in both encoder and
decoder.

7 CONCLUSION
We present MTSF-DG for multiple time series forecasting. We pro-
pose to learn historical relation graphs, and predict future rela-
tion graphs to capture the dynamic correlations with the memory
network, by optimizing the relation graph distributions from an
empirical covariance matrix. Then we propose a causal GNN to
extract features from both historical and future relation graphs
efficiently. Lastly, we propose a reasoning network to explicitly
learn how historical timestamps have different influence on future
timestamps with the logical operations and symbolic reasoning
procedure, and predict the future observations based on reasoning
the future feature vectors. Experiments on six benchmark datasets
demonstrate the superiority of our method. In future work, it is
of interest to extend MTSF-DG to other time series tasks, such as
abnormality detection and prediction.
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