
Errata for "SpaceSaving±: An Optimal Algorithm for Frequency
Estimation and Frequent Items in the Bounded-Deletion Model"

Fuheng Zhao
UC Santa Barbara

fuheng_zhao@ucsb.edu

Divyakant Agrawal
UC Santa Barbara

agrawal@cs.ucsb.edu

Amr El Abbadi
UC Santa Barbara
amr@cs.ucsb.edu

Ahmed Metwally
Uber, Inc.

ametwally@uber.com

Claire Mathieu
CNRS and IRIF

clairemmathieu@gmail.com

Michel de Rougemont
University Paris II and IRIF
m.derougemont@gmail.com

ABSTRACT
This errata article points out an implicit assumption in the work of
four of us published in VLDB 2022. The SpaceSaving± algorithm
in bounded deletion data stream presented in the paper implicitly
assumed deletions happen after all insertions. When insertions
and deletions are interleaved, that algorithm may severely under-
estimate item’s frequency. We first illustrate this phenomenon by
an example and then present a modified algorithm with minor
changes to allow interleaving between insertions and deletions. We
also include a pointer to a full analysis of the new algorithms.
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Algorithm. Recall the SpaceSaving± summary with lazy delete
described in Algorithm 3 of [3]: the insertions follow the steps
described in [1]; for deletions, the algorithm decrements the deleted
item’s count if it is monitored in the summary, and ignores the
deletion otherwise. We first discuss the issue and then include a
pointer to the fix.

Counter Example: The problem occurs when the inherited
count during insertion is not monotoned. Let 𝛼 ∼ 3/2, let 𝑘 be an
even number, and consider a SpaceSaving± summary with 𝜖 set to
3
2𝑘 which lead to 𝑘 entries. The correctness of frequency estimation
requires:∀𝑥 ∈ 𝑈 , |𝑓 (𝑥)− 𝑓 (𝑥) | < 𝜖 (𝐼−𝐷), where 𝐼 (resp.𝐷) denotes
the total number of insertions (resp. deletions).

Assume items are drawn from a universe {𝑎1,... 𝑎𝑘+1}. We con-
struct a bounded deletion stream in which 𝑎1, the most frequent
item in the stream, is not in the final summary. Here is the stream,
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where 𝑎𝑖 (resp. −𝑎𝑖 ) denotes an insertion (resp. deletion) of 𝑎𝑖 :

𝑎2𝑎3 · · ·𝑎𝑘+1 (𝑎1𝑎2 · · ·𝑎𝑘+1)𝑘 [(−𝑎𝑖 )1+𝑘/2𝑎
𝑘/2
1 𝑎𝑖 ]𝑖=2,3,...,𝑘+1 .

Analysis. The total number of insertions is 𝐼 ∼ (3/2)𝑘2 and the
total number of deletions is 𝐷 ∼ 𝑘2/2, so this is a valid bounded
deletions stream: 𝐷 ≤ (1− 1/𝛼)𝐼 with 𝛼 ∼ 3/2. The frequency of 𝑎1
is 𝑓 (𝑎1) ∼ 𝑘2/2, and for 𝑖 ≥ 2 the frequency of 𝑎𝑖 is 𝑓 (𝑎𝑖 ) = 1+𝑘/2.
The most frequent item is 𝑎1 by far. Correctness of the algorithm
requires the frequency estimations to have an additive error of at
most 𝜖 (𝐼 − 𝐷) ∼ 𝜖𝑘2 ∼ 3𝑘/2.

In SpaceSaving±, after the first 𝑘 + 𝑘 (𝑘 + 1) operations, the
summary contains the following items and counts: 𝑆 = {(𝑎2, 𝑘 +
2), (𝑎3, 𝑘 + 2), ..., (𝑎𝑘+1, 𝑘 + 2)}. The 1 + 𝑘/2 deletions of 𝑎2 bring
𝑎2’s count down to (𝑘 + 2)/2. As a result, when 𝑎1 arrives, 𝑎2 is
evicted and 𝑎1 inherits its count. After processing the 𝑘/2 insertions
on 𝑎1, 𝑎1’s count is 𝑘 + 1, the minimum count, the last insertion
of 𝑎2 replaces 𝑎1, and the summary doesn’t contain 𝑎1. Similarly,
for every substream (−𝑎𝑖 )1+𝑘/2𝑎𝑘/21 𝑎𝑖 for 𝑖 = 3, 4, . . . , 𝑘 + 1, the
summary starts and ends will not contain 𝑎1.

At the end, 𝑎1 is absent from the summary. We know 𝑓 (𝑎1) = 0
and 𝑓 (𝑎1) ∼ (3/2)𝑘2/2 > 𝜖𝑘2. Hence, SpaceSaving± doesn’t guar-
antee to solve the frequency estimation problem when operations
are interleaved. We note that this stream is also a counterexample
for the non-lazy version of SpaceSaving± proposed in [3].

Corrected algorithm.We now outline how to fix the algorithm
so that all the results from [3] (frequency estimation, frequent
items, and top-𝑘 problems in the bounded deletion model with
𝑂 ( 𝛼𝜖 ) space) hold for the new algorithm.

Assume an item 𝑥 is evicted at time 𝑡 with a minimum count of
𝑐 . To avoid underestimation, 𝑥 must inherit a count no less then 𝑐
when 𝑥 is inserted again at time 𝑡 ′ > 𝑡 . To ensure that, we separate
the count into two fields: an insert count and a delete count. Deletions
will only affect the delete count. The estimated frequency of an
item is then the difference between the insert and the delete counts.
See [2] for details.
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