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#### Abstract

Given a graph $G$, a motif (e.g., 3-node clique) is a fundamental building block for $G$. Recently, motif-based graph analysis has attracted much attention due to its efficacy in tasks such as clustering, ranking, and link prediction. These tasks require Network Motif Discovery (NMD) at the early stage to identify the motifs of $G$. However, existing NMD solutions have two drawbacks: (1) Lack of theoretical guarantees on the quality of the samples generated using the existing methods, and (2) inefficient algorithms, which are not scalable for large graphs. These limitations hinder the exploration of motifs for analyzing large graphs. To address the above issues, we propose a novel solution named MOSER (MOtif Discovery using SERial Test). This novel NMD framework leverages a significance testing method known as the serial test, which differs from the existing solutions. We further propose two fast incremental subgraph counting algorithms, allowing MOSER to scale to larger graphs than ever possible before. Extensive experimental results show that using MOSER can improve the state-of-the-art up to 5 orders of magnitude in efficiency and that the motifs found by MOSER facilitate downstream tasks such as link prediction.
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## 1 INTRODUCTION

Given a graph $G$, a motif $m$ is a small graph with a few nodes, whose occurrence in $G$ is significantly higher than expected [39, 45]. A motif is a fundamental building block of a graph, and it facilitates the understanding of the non-random, structural, or evolutionary design principles used to construct the graph [32, 34, 55]. For example, a Feed-Forward Loop (FFL) motif (e.g., Fig. 1c) is used to study the regulatory control mechanism in gene transcriptional networks $[39,60]$; an undirected triangle motif $\Omega$ supports the
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Figure 1: (a) A graph $G$; (b) random graph $R_{1}$ after switching (2, 14) and (16, 8) on $G$; (c) Feed-Forward-Loop (FFL); and (d) uniform graph $R_{n}$ after $n$ switching operations. The red dashed lines denote the edges that take part in the FFL motif, which is observed four times in the actual network.
study of relationships in social and epidemiological contact networks [14, 15, 55]. In recent years, researchers have effectively employed motifs in "high-order" graph analytics [30], including clustering [8, 29], link prediction [29], conductance [57], and community search [21].

Several different types of motifs such as FFL, stars, and triangles have been studied in the literature. Much of the prior work (e.g., [ $3,20,44,47]$ ) focuses on motif counting, i.e., given a graph, count the occurrences of given motif types. Not every motif type (i.e., graph pattern) occurs, or occurs sufficiently often in every graph. Thus, given a graph $G$, we first need to discover what are the underlying motifs that form a basis for constructing $G$, so that they can be leveraged for the "high-order" analytics tasks above. In the literature, Motif Discovery (MD) algorithms [8, 29, 30, 57]) have been developed for this purpose. A motif is a $k$-node subgraph $g$, whose frequency in $G$ is higher than expected. In the literature, $k$ is usually small (e.g., $k=3,4$, or 5 ). Fig. 1(a) shows a graph $G$. The frequency of the FFL motif in Fig. 1(c) in $G$ is 4 , the four instances being $(9,8,16),(2,11,14),(3,6,7)$, and $(4,5,10)$. Edges contributing to a FFL instance are colored red.

Problem 1. Existing NMD algorithms are computationally expensive.Given a graph pattern $g$ (e.g., Fig. 1(c)), a statistical significance test has to be performed on $g$. Specifically, $g$ is considered to be a motif, if the frequency of $g$ in $G$ is higher than the expected frequency of $g$ in some number of random graphs derived from $G$ [39]. This test is very time consuming, because generating a uniform random sample is expensive. In current NMD solutions, a random graph is often generated by applying switching operations repeatedly on the graph of interest. Fig. 1(b) shows a random graph $R_{1}$, generated by performing a switching operation on $G$, where two edges are randomly selected from $G$ (e.g., $(2,14)$ and $(16,8))$.


Figure 2: The frequency of motif and non-motifs over the no. of switching operations on Social dataset.

These are replaced by two new edges with the destination nodes of the selected edges swapped (i.e., $(2,8),(16,14))$. Notice that the random graph created in this way is degree-equivalent to $G$ - i.e., the in- and out-degrees of the nodes of the random graph are identical to those of $G$. In order for NMD to be accurate, a huge number of switching operations have to be applied to $G$, so that an unbiased, or uniform, random sample can be generated (e.g., Fig. 1(d)). Previous approaches require the number of switching operations on $G$ to be a multiple of the number of edges in $G$, making the number of switching operations prohibitive for large graphs with millions of edges. The problem is aggravated by the fact that a number (e.g., 1000 in the literature) of uniform samples have to be generated for carrying out the significance test.

- Problem 2. Performing subgraph counting on a large graph is expensive. In NMD solutions, one of the main bottlenecks is to obtain the frequency of a given graph pattern $g$ in graph $G$ and its associated random samples. While several fast counting solutions (e.g., ESCAPE [44]) have been developed, they do not scale to large graphs. For example, it takes a few hours just to obtain the frequency of 5 -node graph patterns in a million-node scale graph in our experiments.

To summarize, existing NMD solutions cannot scale to large graphs, because generating a uniform random sample is expensive (Problem 1), and subgraph counting is expensive (Problem 2) for these graphs. As a reference, in our experiments on the web-google network with 1 M nodes and 4.5 M edges, 5 minutes are needed to draw a random sample uniformly. Using $n=1000$ random graphs, the entire NMD process for discovering 5 -node motifs takes around 4 days with the use of the state-of-the-art subgraph counting algorithm ESCAPE [44].

Motif frequency and switching. To address the challenge of developing a scalable and accurate NMD solution, we leverage the observation that when a switching operation is repeatedly performed on $G$, the frequency of a motif of $G$ drops sharply unlike that of a non-motif. For example, the tailed-triangle ? is known to be a motif for the Social graph (details in Section 6, Table 2, row 2). In Fig. 2(a), we can see that its frequency on the random graph derived from Social drops very quickly with the number of switching operations. For a graph pattern $g$ to qualify to be a motif of a given graph $G, g$ has to be frequent in $G$. Hence, an edge $e$ selected for switching has a high chance to participate in one or more instances of $g$. When $e$ is removed by switching, its associated instances of $g$ may also be "destroyed". In Fig. 1(a), for example, $G$ has 4 instances of FFL. After a switch is performed (Fig. 1(b)),

(a) Existing MD algorithms


Figure 3: Roadmap of our paper ( $G$ : graph; $M$ : motifs).
the random graph $R_{1}$ has 2 instances; the number of FFL instances drop to zero after $n$ switches are performed (Fig. 1(c)). As illustrated in Fig. 2(b)-(c), we do not observe this phenomenon for the two non-motifs.

MOSER: A novel NMD framework. Based on the above intuition, we propose our algorithm MOSER (or MOtif discovery using SERial test), which facilitates scalable and accurate motif discovery. The main idea is to view a sequence of switching operations on graph $G$ as a Monte Carlo Markov Chain (MCMC), and apply Serial Test, an advanced significance testing method, to quickly decide whether graph pattern $g$ is a motif of $G$. We show that MOSER substantially reduces the sample complexity of the NMD problem while achieving results equivalent to the state-of-the-art NMD solution. An additional advantage of MOSER is that it supports any subgraph counting algorithm (for finding frequency of $g$ in a graph). To further enhance the efficiency of MOSER, we develop two algorithms: (1) Track And Count (TAC) which computes the frequency of $g$ on a random graph $r^{\prime}$ quickly from another random graph $r$, from which $r^{\prime}$ is derived by; and (2) Accelerated Track And Count (ATAC), a solution particularly optimized for simple graphs and for up to 5 -node motifs.

We have performed extensive experiments on a variety of graphs, and found that MOSER performs much better (up to 5 orders of magnitude) over existing solutions. We have also performed a case study on a motif-based link prediction algorithm [2]. It shows that the motifs produced by MOSER are effective for downstream link prediction. Overall, we make the following contributions:
(1) We propose MOSER, a scalable framework for motif discovery from large graphs;
(2) We prove that MOSER is equivalent to existing NMD solutions, i.e., it discovers the same motifs;
(3) We develop two fast and scalable incremental subgraph counting algorithms (TAC and ATAC); and
(4) We perform extensive experiments, which show that MOSER is more efficient than existing solutions.

Paper Organization. Fig. 3 shows the roadmap of the paper. Section 6 presents our experimental results. Section 7 discusses related work. Section 8 concludes the paper.

## 2 BACKGROUND

In this section, we discuss the problem of Motif Discovery in detail. We start with some basic notations and follow up with a description of the classic framework for motif discovery.

### 2.1 Graph Notation

Let $G=(V, E)$ be a graph with vertex set $V$ and edge set $E$. When the edges are directed (resp. undirected), we refer to it as a directed (resp. undirected) graph. A graph is simple if there are no self-loops nor parallel edges. In this work, we only consider simple graphs.

Definition 2.1 (Subgraph and Induced Subgraph). A subgraph $g=\left(V_{g}, E_{g}\right)$ of a graph $G$ is a graph such that $V_{g} \subseteq V$ and $E_{g} \subseteq E$. It is said to be an induced subgraph if $E=V_{g} \times V_{g} \cap E$, i.e., $g$ contains all edges of $G$ whose endpoints are in $V_{g}$. For brevity, we refer to induced subgraphs as subgraphs.

Definition 2.2 (Graph Isomorphism). Two graphs $G$ and $H$ are said to be isomorphic, denoted as $G \sim H$, if there exists a bijection between the vertices of both graphs such that two vertices of $G$ share an edge if and only if their corresponding vertices in $H$ also share an edge. The best known algorithm for testing if two graphs are isomorphic runs in pseudo-polynomial time [19].

### 2.2 Motif Discovery

As defined by Milo et al. [39], motifs are patterns of interconnections occurring in complex networks in numbers that are significantly higher than those in degree-equivalent randomized networks.

Definition 2.3 (Degree-equivalent Graphs). A graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ is degree-equivalent to $G=(V, E)$ if and only if $|V|=\left|V^{\prime}\right|$ and $|E|$ $=\left|E^{\prime}\right|$ and there exists a bijection $\psi: V \rightarrow V^{\prime}$, such that for any node $v \in V, d_{\text {in }}(v)=d_{\text {in }}(\psi(v))$ (in-degree), and $d_{\text {out }}(v)=d_{\text {out }}(\psi(v))$ (out-degree).

Let $\Lambda$ be the set of all graphs degree-equivalent to $G$, and let $g$ be a $k$-node subgraph pattern. We define $F_{g}(G)$ to be the frequency of all the subgraph patterns isomorphic to $g$ in $G$. We define the Motif Discovery problem formally as:

Definition 2.4 (Motifs). Based on the definitions in the previous works $[39,59]$, we define a motif as an induced $k$-node subgraph $g$ of $G$ such that it satisfies the following conditions:

$$
\begin{gather*}
F_{g}(G) \geq u  \tag{1}\\
\operatorname{Prob}\left(F_{g}(R)>F_{g}(G)\right) \leq p \tag{2}
\end{gather*}
$$

where $u$ is a minimum frequency threshold that ensures $g$ is frequent in $G, R$ is a randomized graph degree-equivalent to $G$, and $p$ is the $p$-value, that ensures that the $F_{g}(G)$ is statistically significant.

Let $\mathcal{R}$ be a randomly selected subset of $\Lambda$ with size $n$, the LHS of the Eq. 2 can be calculated as:

$$
\begin{equation*}
\operatorname{Prob}\left(F_{g}(R)>F_{g}(G)\right)=\frac{1}{n} \sum_{R \in \mathcal{R}} \delta\left[F_{g}(R)>F_{g}(G)\right] \tag{3}
\end{equation*}
$$

Here, $\delta\left[F_{g}(R)>F_{g}(G)\right]$ is an indicator function defined as:

$$
\delta\left[F_{g}(R)>F_{g}(G)\right]= \begin{cases}1 & F_{g}(R)>F_{g}(G)  \tag{4}\\ 0 & \text { otherwise }\end{cases}
$$

The parameters $\{p, u, n\}$ are user-defined and Milo et al. [39] have suggested $\{p=0.01, u=4, n=1000\}$. We refer to the above as the BaseTest for motif discovery. Later, in some works [24, 26, 33], another significance metric known as the $z$-score, was also used:

$$
\begin{equation*}
z=\frac{F_{g}(G)-\bar{F}_{g}(R)}{\sigma\left(F_{g}(R)\right)} \tag{5}
\end{equation*}
$$

where $\bar{F}_{g}(R)$ refers to the mean frequency of $g$ for every $R$ in $\Lambda$, and $\sigma\left(F_{g}(R)\right)$ refers to the standard deviation of the frequency of $g$ in the random graphs. Note that these two criteria (resp. based on $z$ and $p$ ) can be converted to each other if the underlying distribution of the frequencies is known. So, in this paper we focus on the $p$-value test (Eq. 2).

Let $S_{k}$ be the set of all $k$-node non-isomorphic subgraph patterns that are present in $G$. We define the motif set of $G$ as the set of subgraphs $\mathcal{M}=\left\{g \in S_{k} \mid g\right.$ passes the BaseTest $\}$. To calculate $\mathcal{M}$, we need (1) to generate a set of $n$ random graphs $\mathcal{R}$, each of which is degree-equivalent to $G$, and (2) to find the frequencies $F_{g}$ of $g \in S_{k}$. We refer to (1) as Random Graph Generation and to (2) as Subgraph Counting. Limited by space, we attach pseudocode in full version [1] to describe the baseline motif discovery procedure in detail. Next, we discuss the Subgraph Counting and Random Graph Generation problems in depth.

### 2.3 Subgraph Counting

Given a graph $G$ and a parameter $k$, the goal is to count the $k$ node subgraphs $g$ of $G$. Subgraphs that are different in at least one node are considered distinct. Let $S_{k}$ be the set of all $k$-node nonisomorphic subgraphs $g$ that are present in $G$. Now we formally define the subgraph counting problem:

$$
\begin{equation*}
\mathcal{F}_{k}(G)=\left\{\left(g, F_{g}(G)\right) \mid g \in S_{k}\right\} \tag{6}
\end{equation*}
$$

There are two main challenges in the subgraph counting problem. First, the number of instances of a subgraph $g$ increases exponentially w.r.t. the size of $G$ and $k$. Second, for every subgraph instance $g \subseteq G$, it is necessary to find the isomorphic class of $g$ and increment the respective class frequency. As the number of subgraph instances grows exponentially with the size of $G$ and with $k$, assigning every instance $g$ to its class is the main bottleneck for the subgraph counting problem. For example, in the web-google dataset there are $\sim 6 \times 10^{12}$ instances of undirected 4-node subgraphs and even assuming that visiting and classifying each instance takes a microsecond, the enumeration itself would take more than 40 days. This is the reason why most of the NMD algorithms have based their solutions on reducing the number of isomorphism checks.

The next step of the NMD is to generate an ensemble of random graph samples to apply significance testing. The details of the random graph generation problem are discussed next.

### 2.4 Random Graph Generation

The goal is to generate $R=\left(V, E^{\prime}\right)$, a random graph sample that is degree-equivalent to $G=(V, E)$, and is uniformly drawn from $\Lambda$. In other words, the probability of drawing a graph from $\Lambda$ at random should be exactly $\frac{1}{|\Lambda|}$.

As suggested by Milo et al.[38], the most practical ${ }^{1}$ random graph generation algorithm to maintain the degree-equivalence is the Switching Method. This is the most widely accepted and used method in the NMD literature. To understand the switching method, we first define a Single Switch.

[^1]

Figure 4: Single Switch from (a) an original graph to random graphs that (b) swap ( $a, b$ ) and ( $c, d$ ), (c) swap ( $c, a$ ) and ( $c, d$ ), (d) $\operatorname{swap}(c, a)$ and $(a, b)$, and (e) swap $(c, a)$ and $(b, d)$.

Definition 2.5 (Single Switch). Let $\xi: \Lambda \rightarrow \Lambda$ be a function that given an input graph $G=(V, E)$ draws two random edges $e_{1}=\left(u_{1}, v_{1}\right), e_{2}=\left(u_{2}, v_{2}\right)$ from $E$ where $u_{1} \neq v_{2}, u_{2} \neq v_{1}$ (to avoid self-loops), and $e_{1}^{\prime}=\left(u_{1}, v_{2}\right) \notin E, e_{2}^{\prime}=\left(u_{2}, v_{1}\right) \notin E$ (to avoid parallel edges), and outputs $R=\left(V, E^{\prime}\right)$ where $E^{\prime}=\left(E \backslash\left\{e_{1}, e_{2}\right\}\right) \cup\left\{e_{1}^{\prime}, e_{2}^{\prime}\right\}$. This ensures $G$ and $R$ are degree-equivalent. Fig. 4 illustrates different variations of a single switch.

Definition 2.6 (Switching Method). The procedure of starting with a graph $G$ and performing $\tau$ single switches on $G$, resulting in a random graph sample $R$ from $\Lambda$ is called the Switching Method. Parameter $\tau$ must be chosen large enough to guarantee that $R$ is a uniformly drawn sample.

Some questions arise governing the use of the switching method. (1) Is the switching method capable of generating uniform samples with a large enough $\tau$ ? (2) If so, how large should the $\tau$ be? In the NMD literature [38], these questions have been only discussed empirically, and only on small graphs. It is empirically shown that the switching method is able to generate uniform samples when $\tau \geq$ $100 \times|E|$. In later works, due to the high computational complexity of the previous bound, a much smaller $\tau=3 \times|V|$ is used [24, 26]. Both of these bounds are ad hoc and do not come with any formal guarantees.

### 2.5 Complexity

The NMD algorithm consists of two main parts: (1) Generating $n$ random graph samples $R$, (2) subgraph counting on the original graph $G$ and on the $n$ random graphs. The run time complexity of the classic NMD algorithm is

$$
\begin{equation*}
O(\overbrace{n \cdot(\tau \cdot T(\xi(G)))}^{\text {Sampling }}+\overbrace{\left.T\left(\mathcal{F}_{k}(G)\right)+\sum_{R_{i} \in R} T\left(\mathcal{F}_{k}\left(R_{i}\right)\right)\right)}^{\text {Counting subgraphs on } G \text { and } R} \tag{7}
\end{equation*}
$$

where $n$ is the number of random graph samples, $T(\xi(\cdot))$ denotes the time complexity of performing a single switch on a given graph, $\tau$ is the minimum number of switches to generate a uniform random graph sample, and $T\left(\mathscr{F}_{k}(\cdot)\right)$ denotes the time complexity of counting all the $k$-node subgraphs on a given graph. As shown above, there are three main parameters that affect the time complexity of NMD. We've discussed the effect of $\tau$ and $\mathcal{F}_{k}$ before. The final essential parameter is $n$, the number of random graph samples. Milo et al. [38] suggested $n=1000$ is sufficient in most cases. For further reference, the notations and symbols used in this paper are summarized in Table 1. To summarize, the key questions governing the use of the switching method are:

Table 1: The symbols and notations table.

| Symb. | Definition | Symb. | Definition |
| :---: | :---: | :---: | :---: |
| $G(V, E)$ | Graph(Vertices, Edges) | $S$ | Set of all $k$-node subgraphs in $G$ |
| $\mathcal{M}$ | Set of all $k$-node motifs in $G$ | $\tau$ | Number of switches for sampling |
| $p$ | Significance level of motifs | $u$ | Minimum frequency of a motif |
| $\mathcal{F}_{k}(G)$ | Freq. of all $k$-node subgraphs in $G$ | $R_{i}$ | SSN's $i$-th random graph |
| $n$ | Number of Random Graphs | $\xi(G)$ | The Single Switch function |
| $d(i)$ | Degree of node $i$ | $T(G)$ | Triangle counts in graph $G$ |
| $t(e)$ | Triangle counts around edge $e$ | $t(i)$ | Triangle counts around node $i$ |

(1) Is the switching method capable of generating uniform samples given a large enough $\tau$ ?
(2) If yes, what is the minimum number of switches for uniform sampling (bound on $\tau$ )?
(3) Given $\tau$, is it computationally feasible to generate samples using the switching method on large graphs?
The answers to the above questions are critical to understanding the accuracy of the NMD algorithms, and to solving the scalability issue of NMD algorithms. We address these questions in the next section. To the best of our knowledge, this is the first time this analysis is done in the NMD literature.

## 3 THE SWITCHING METHOD REVISITED

In this section, we theoretically analyze the switching method as a Markov chains problem and answer the key questions raised in the previous section to rigorously examine the feasibility of extending the existing NMD approaches to larger graphs. An important property of the random graph sampling via the switching method has the Markov property. By definition, every single switch only depends on the current state of the graph, meaning that given the current state, it is independent of the previous states.

Let $M$ be a Markov chain with the transition matrix $P$. Vector $\vec{\pi}$ is said to be M's stationary distribution if $\vec{\pi} \cdot P=\vec{\pi}$. Every state $R_{i} \in M$ is a random graph degree-equivalent to $G$. To theoretically show that this Markov chain is suitable for drawing uniform samples from $\Lambda$, we need to prove it has the following properties:
(1) $M$ converges to its stationary distribution $\vec{\pi}$ after a long enough random walk (Irreducibility and Aperiodicity [5]).
(2) $\vec{\pi}$ is a uniform distribution on the state space $\Lambda$, i.e.,

$$
\pi_{i}=\frac{1}{|\Lambda|}, \forall \pi_{i} \in \vec{\pi}
$$

Proving the above conditions is equivalent to answering the key question (1). We refer to the Markov chain created using the switching method as $\boldsymbol{S}$ witched $\boldsymbol{S t a t e}$ Network (SSN).

### 3.1 Switched State Network (SSN)

Let $P_{|\Lambda| \times|\Lambda|}$ be the transition matrix of $M$ on $\Lambda$. Every state $R_{i}$ of the chain, represents a random graph degree-equivalent to $R_{0}:=G$. Every transition between the states happens with a single switch operation, i.e., state $R_{i}$ transits to $R_{j}$ if and only if there exist edges $e_{1}, e_{2}$ in $R_{i}$ such that switching them transforms $R_{i}$ to $R_{j}$. Let $\Omega_{i}$ be the set of all the possible single switches on state $R_{i}=\left(V_{i}, E_{i}\right)$. Formally, we define $\Omega_{i}$ as:

$$
\Omega_{i}=\left\{\left(e_{1}, e_{2}\right) \mid\left(e_{1}, e_{2}\right) \in E_{i} \times E_{i} \wedge e_{1} \neq e_{2}\right\}
$$



Figure 5: A toy example of (a) SSN and (b) applying Serial Test on a simple Markov chain, where darker color means more FFL instances.

Note that $\left|\Omega_{i}\right|=\binom{\left|E_{i}\right|}{2}$, and the number of edges will not change after a switch, so the number of edges $\left|E_{i}\right|=|E|$ for every $i$. Now we define $\Omega_{i}^{\text {val }} \subset \Omega_{i}$ as the set of all the valid switch pairs and $\Omega_{i}^{i n v}=\Omega_{i}-\Omega_{i}^{v a l}$ as the set of all invalid switch pairs. The valid switch pairs are the pairs of edges that if switched, do not result in parallel edges nor self-loops in $R_{i}$ (cf. Fig. 4b). We include useless switches (cf. Fig. 4c) also in $\Omega_{i}^{i n v}$.

Using the above sets, we define the transition matrix $P$ as:
$P_{i j}= \begin{cases}\frac{1}{\left|\Omega_{i}\right|} & \text { if } i \neq j \& \text { a valid switch exists between states } i, j \\ 1-\frac{\left|\Omega_{i}^{\text {val }}\right|}{\left|\Omega_{i}\right|} & \text { if } i=j \\ 0 & \text { if } i \neq j \& \text { no valid switch exists between states } i, j\end{cases}$
We can operationalize the transition rules as follows:
(1) From the current state $R_{i}=\left(V_{i}, E_{i}\right)$, calculate $\Omega_{i}$ and $\Omega_{i}^{\text {val }}$ sets.
(2) From $\Omega_{i}$, choose one pair ( $e_{1}, e_{2}$ ) uniformly at random.
(3) If $\left(e_{1}, e_{2}\right) \in \Omega_{i}^{\text {val }}$ apply switch on $R_{i}$ and transit to $R_{j}$, stay in $R_{i}$ otherwise.

Example 3.1 (Toy Example). Fig. 5a illustrates a toy SSN example. State $R_{0}$ represents the original graph. $\Omega_{0}^{\text {val }}=\left\{\left(e_{1}=(A, B), e_{2}=\right.\right.$ $(C, D))\}$ contains only one valid switch pair. There are 4 edges in $R_{0}$, so $\left|\Omega_{0}\right|=\binom{4}{2}=6$. So, $P_{01}=\frac{1}{\left|\Omega_{0}\right|}=\frac{1}{6}$ and $P_{00}=1-\frac{1}{6}=\frac{5}{6}$. The entire transition matrix is illustrated in Fig. 5a.

Now that we have modeled the Switching Method using the SSN, we show that the SSN converges to its stationary distribution after a sufficiently long random walk. This requires showing that the SSN is irreducible and aperiodic[5].

Property 3.1. Irreducibility: The SSN is irreducible, because the chain consists of one connected component by definition.

Property 3.2. Aperiodicity: Periodicity is a class property. Two states $i$ and $j$ are in the same communication class if and only if $i$ is reachable from $j$ and $j$ is reachable from $i$. If state $i$ of a Markov chain is periodic with period $\omega$ (resp. aperiodic), then all the states in the same communication class as $i$ are periodic with period $\omega$ (resp. aperiodic). In SSN, all the transitions are bidirectional (i.e., $P_{i j}=P_{j i}$ ).

So all the states of the SSN are in the same communication class. So, if any state i in SSN is aperiodic, the whole chain will be aperiodic. It is known that if a state has a self-loop (i.e., $P_{i i}>0$ ), it is aperiodic [5]. So, to show SSN is aperiodic it is sufficient to show there exists a state in SSN that has a self-loop. According to the definition of $P$, probability of self-loops on the chain is $1-\frac{\left|\Omega_{i}^{\text {val }}\right|}{\left|\Omega_{i}\right|}$. So, it is enough to show $\left|\Omega_{i}^{\text {val }}\right|<\left|\Omega_{i}\right|$ which is true if there exists a node $u$ in $G$ such that $\operatorname{deg}(u) \geq 2$, because there are always edges such as $(a, u)$ and $(u, b)$ (or $(u, a)$ and $(u, b)$ ) in $\left|\Omega_{i}\right|$ that cannot exist in $\left|\Omega_{i}^{v a l}\right|$ because their switch will end in a self-loop (or a switch that does not change the state) in $G_{i}$ and it's an invalid switch. The invalid switch will cause self-loops on the state i of the SSN.

Given the properties above, it follows that the SSN will converge to a stationary distribution [5]. We denote the stationary distribution by $\vec{\pi}$. As shown before, the transition probability between every two states $R_{i}$ and $R_{j}$ is either $\frac{1}{\left|\Omega_{0}\right|}$ if these two states are a single valid switch away, or 0 otherwise. We know that if state $R_{i}$ is a single valid switch away from $R_{j}$, the reverse is also true due to the fact that every single switch is reversible. So $P_{i j}=P_{j i}$ holds for every $R_{i}$ and $R_{j}$ in $\Lambda$. We now prove that $\vec{\pi}$ is uniform, meaning that after convergence, it is equally likely to be in any state $i$ of the chain.

Lemma 3.2. SSN has a unique and uniform stationary distribution.

Proof. Let $|\Lambda|$ be the number of states in $\Lambda$. We first check that $\forall i: \pi_{i}=\frac{1}{|\Lambda|}$ satisfies $\vec{\pi} \cdot P=\vec{\pi}$. Write:

$$
(\vec{\pi} \cdot P)_{i}=\sum_{i} \pi_{i} \cdot P_{i j}=\frac{1}{|\Lambda|} \sum_{i} P_{j i}=\frac{1}{|\Lambda|} \cdot 1=\pi_{i}
$$

This shows that the uniform distribution satisfies the stationary property on the SSN. Next, we show that $\vec{\pi}$ is the unique stationary distribution of the chain. According to the Perron-Frobenius theorem [43], an irreducible and aperiodic Markov chain has a unique stationary distribution. The Perron-Frobenius theorem states that if a square matrix has a positive dominant eigenvalue, then the matrix has a unique stationary distribution. A Markov chain with an irreducible and aperiodic transition matrix has a dominant eigenvalue, and therefore has a unique stationary distribution.

This answers key question (1). We address the key questions (2) and (3) next.

### 3.2 Mixing Time of the SSN

Taking $\tau$ switches to generate a random graph sample in the switching method is equivalent to taking a random walk of $\tau$ steps on the SSN and report the resulting state as our random graph sample. The minimum number of steps that a random walk should take before converging to the chain's stationary distribution is called the mixing time denoted by $\tau_{m i x}$. So, the switching method needs to apply $\tau \geq \tau_{\text {mix }}$ switches to $G$ to draw a uniform sample from $\Lambda$. To our best knowledge, there are no tractable theoretical bounds in the literature on the $\tau_{m i x}$ for the switching method. For example, the mixing time estimate in [23] take the form of upper bounds and of $O\left(|E|^{6}\right)$. It is clear that this bound is intractable even for a graph with more than a thousand edges.

Mixing Time Bounds: Milo et al. in [38] has empirically shown that $\tau=100 \times|E|$ is sufficient in practice for small graphs(1K nodes). In later works[24, 26], $\tau=3 \times|V|$ is commonly used, as using $\tau=100 \times|E|$ is computationally expensive. In a later work, Ray et al.[46] showed that the mixing time is linear to the number of edges in the original graph, i.e. $\tau_{m i x} \approx c \cdot O(|E|)$. They also show empirically that $5 \leq c \leq 30$ is sufficient in most cases.

Infeasibility of Uniform Sampling: As an example, when analyzing the Web-Google dataset, which features approximately 876 K nodes and $4.3 M$ edges, even if we use $\tau=3 \times|E|$ (which is smaller than the bounds provided in [46]) as a valid means of ensuring mixing for large graphs, it remains computationally infeasible to execute. Our experiments indicate that generating one unbiased sample on the com-youtube dataset takes around 4 minutes, which means generating $n=1000$ samples would require around 3 days.

In summary, we have demonstrated that the switching algorithm can draw uniform samples from $\Lambda$ if and only if sufficient $\left(\tau_{m i x}\right)$ switching steps (key questions (1) and (2)) are taken. We have established that generating uniform samples for large graphs is not computationally feasible, even when utilizing empirical bounds (key question (3)). In the next section, we efficiently solve the problem of NMD using dependent sampling without sacrificing quality.

## 4 ASSESSING SIGNIFICANCE IN A MARKOV CHAIN WITHOUT MIXING

We have discussed in Sec. 2 and 3 of the main draft that the goal of NMD is to test the significance of the frequency of a given subgraph $g$ in graph $G$, denoted as $F_{g}(G)$. This is tested by calculating the probability ( $p$-value) of having $F_{g}(G)$ or higher in all the random graphs degree-equivalent to $G$, if this probability is lower than $p$, this means that $F_{g}(G)$ is significantly large, and $g$ is a motif of $G$.

Existing approaches compute the $p$-value by drawing $n$ samples from the state space $\Lambda$. These random graphs are then ranked based on decreasing frequency of $g$. The $p$-value is determined as $\frac{k}{n}$, with $k$ representing the rank of $F_{g}(G)$. A user-defined threshold (e.g., 0.05) is used to decide motif status; if $\frac{k}{n}$ is below this threshold, subgraph $g$ is identified as a motif in G. Importantly, this method is effective only under uniform random graph sampling, where each random graph's selection probability is $\frac{1}{|\Lambda|}$. Consequently, the accuracy of the computed $p$-value relies heavily on sample quality.

We have shown in Sec. 3.2 that drawing these uniform independent samples on large graphs are infeasible. Using the intuition and observation that if a subgraph $g$ is a motif of $G$, every switching step breaks one or more $g$ structures and transform them into new subgraphs with a high probability, we use another statistical test to assess significance.

Example 4.1. In Fig. 6(a), each switch breaks the motif's structure, leading to a decreasing trend in frequency of $g$ until $G$ transforms to a random graph and $g$ is no longer a motif, then the trend stabilizes. However, in Fig. 6(b), while the subgraph's structure might temporarily break due to switches, it later regenerates.

This observation brings up the interesting question that "Is it possible to test the significance without requiring to get uniform independent samples?" We have found that there exists a test for assessing significance on Markov chains without requiring the
chain to mix that works under certain conditions which we discuss here.

### 4.1 Serial Test

This part formally introduces the Serial test, that assesses the significance in reversible Markov chains without requiring it to mix and without the need for independent sampling. We start by proving the reversibility of SSN, then discussing the details of the Serial Test. This test was first introduced by Besag and Clifford in [9] and then further discussed by Chikina et al. in [12].

Property 4.1. Reversibility SSN is reversible because it supports the detailed balance property [5] which is $\pi_{i} P_{i j}=\pi_{j} P_{j i}$, since $\pi_{i}=$ $\pi_{j}=1 /|\Lambda|$, and $P_{i j}=P_{j i}=1 /\binom{|E|}{2}$.


Figure 6: Frequency trends of subgraphs in E.coli dataset on iterative switching with double trajectory on (a) tailedtriangle motif and (b) 3-path non-motif.

Theorem 4.2. (Serial Test) Fix any number $t$ and assume that $R_{0}$ was chosen from the chain's stationary distribution $\pi$, and that $t^{\prime}$ is chosen uniformly from $\{0,1, \ldots, t\}$. Consider two independent trajectories $Y_{0}, Y_{1}, \ldots, Y_{t^{\prime}}$ and $Z_{0}, Z_{1}, \ldots, Z_{t-t^{\prime}}$ in the reversible Markov chain $M$ (whose states have real-valued labels) from $Y_{0}=Z_{0}=R_{0}$. If we choose $R_{0}$ from a stationary distribution $\pi$ of $M$, then for any $t$ we have that:
$\operatorname{Prob}\left(F_{g}\left(R_{0}\right)\right.$ is an $\varepsilon$-outlier among
$\left.F_{g}\left(R_{0}\right), F_{g}\left(Y_{1}\right), \ldots, F_{g}\left(Y_{t^{\prime}}\right), F_{g}\left(Z_{1}\right), \ldots, F_{g}\left(Z_{t-t^{\prime}}\right)\right) \leq \varepsilon$.
Item $X$ is an $\varepsilon$-outlier if rank of $X$ is $k$ among a ranked list of items where $\varepsilon$ is $k / t$, where $t$ is the total number of states. Theorem 4.2 establishes that given $t$ samples, a number $t^{\prime}$ is randomly drawn between $[0, t]$, and run the chain forwards for $t^{\prime}$ and backwards in $t-t^{\prime}$ steps. Then, use a labelling function (e.g., subgraph counting) to map the states to real numbers, and rank these numbers based on a ranking criteria (e.g., descending sort), the probability of state $R_{0}$ appearing at rank $k$ is $\leq \frac{k}{t}$. This test uses the exact same number of samples as the uniform independent test and does not require the chain to mix. This property allows us to design a very efficient algorithm for NMD.

### 4.2 MOSER

We design a novel NMD framework based on the serial test named as MOSER. The details of how MOSER works are summarized in the algorithm below:

```
Algorithm 1: MOSER
    Input: \(G, t, p, u, g\)
    \(t^{\prime} \leftarrow \operatorname{Random}(0, t)\)
    \(\mathrm{Y} \leftarrow\) SwitchingMethod \(\left(G, t^{\prime}\right)\)
        // forwards run
    \(\mathrm{Z} \leftarrow\) SwitchingMethod \(\left(G, t-t^{\prime}\right)\)
    // backwards run
    \(F_{y} \leftarrow \operatorname{SubgraphCounting}(Y, g)\)
    // value function
    \(F_{z} \leftarrow \operatorname{Subgraph} C o u n t i n g(Z, g)\)
    // value function
    \(r \leftarrow \operatorname{Rank}\left(F_{g}(G), F_{y} \cup F_{z}\right)\)
    \(\varepsilon \leftarrow \frac{r}{t+1}\)
                            // significance level
    if \(\varepsilon<p\) AND \(F_{g}(G) \geq u\) then
        return True
    return False
```

In Alg. 1, line 1, we start by drawing a random integer uniformly between 0 and $t$ (number of samples). Next, we generate two trajectories starting from state $G=Y_{0}$ and $G=Z_{0}$ for $t^{\prime}$ and $t-t^{\prime}$ steps accordingly, by switching a pair of edges at every step using the switching method (lines 2,3). Then, we compute the label value for each state of chains $Y$ and $Z$, which is the motif frequency of the random graph, based on the subgraph counting methods (e.g., off-the-shelf counting methods, TAC, or ATAC) in lines 4 and 5 . We then find $F_{g}(G)$ 's ranking among the two trajectories frequencies ( $F_{y}$ and $F_{z}$ ); $r$ is the index of $F_{g}(G)$ in the descending sorted list of $\left[F_{g}(G), F_{y}, F_{z}\right]$. We finally calculate $\varepsilon$ and check if it meets the required significance level. If $F_{g}(G)$ is also larger than the minimum frequency $u$, we report $g$ as a motif. It should be mentioned that in this algorithm, for simplicity we assume that the $k$-node subgraph $g$ of interest is given as the input of the algorithm. We can simply add an extra step to enumerate all the $k$-node subgraphs in $G$ and then test one by one on each.

To better illustrate MOSER, we use Fig. 5b as an example of applying the Serial Test on a toy SSN. Set the problem parameters to $t=99$ (number of samples), $p=0.05$. First randomly pick a number $t^{\prime}$ between $[0, t]$ uniformly (e.g., $t^{\prime}=50$ ). Then, perform a random walk starting from the initial state $\left(R_{0}\right)$ in two different directions ( $Y$ and $Z$ ) of lengths $t^{\prime}(=50)$, and $t-t^{\prime}(=49)$ accordingly. Next, calculate a label function (i.e., $F_{g}$ ) over every state (i.e., random graphs) visited along the random walks. Finally, the Theorem 4.2 states that the probability of state $R_{0}$ being an $\varepsilon$-outlier is less than or equal to $\varepsilon$. This means that if we rank the states of the random walks using a ranking function based on their values, the probability of state $R_{0}$ being at rank $k$ is less than or equal to $\frac{k}{t}$. Here, our ranking function is the descending sort, although any ranking function can be used. In our example, the sorted states would be $\left\{Y_{2}, Z_{1}, R_{0}, Z_{2}, Y_{1}, Z_{4}, Y_{3}, Z_{3}, Y_{4}, \ldots, Y_{50}, Z_{49}\right\}$. So $R_{0}$ 's rank would be 3 , and the probability of being at rank 3 for $R_{0}$ is $\leq \frac{3}{100}$ which is smaller than $p=0.05$. So we can say that $g$ is a motif of $R_{0}$.

Based on the single trajectory trend, according to a test introduced in [13], known as the $\sqrt{\varepsilon}$-test, the best bound on possible on a single trajectory is a constant factor of $\sqrt{\varepsilon}$. The serial test takes a step further and improves this bound to the best bound possible on $\varepsilon$ as if we are sampling using a perfect sampler. This is achieved
by using two trajectories of complimentary size running in two different directions from the same source $\left(R_{0}\right)$.

### 4.3 MOSER Complexity and Correctness

We show the complexity of MOSER:

$$
\begin{equation*}
O(\overbrace{n \cdot T(\xi(G))}^{\text {Sampling }}+\overbrace{\left.T\left(\mathcal{F}_{k}(G)\right)+\sum_{R_{i} \in R} T\left(\mathcal{F}_{k}\left(R_{i}\right)\right)\right)}^{\text {Counting subgraphs on } G \text { and } R} \tag{8}
\end{equation*}
$$

As shown above, the parameter $\tau$ discussed earlier, which can become very large on large graphs, is removed from the complexity compared to the baseline NMD complexity discussed in Eq. 7. This improvement removes the first bottleneck of baseline NMD by eliminating the need for expensive uniform random graph sampling.

Previously, we have shown the applicability of the Serial Test to SSN and demonstrated the equivalence of the Network Motif Discovery (NMD) problem to significance testing on SSN. It is worth noting that the accuracy of our approach hinges on the accuracy of the Serial Test, which has been established in [9] and utilized in [12]. The rationale behind the proof in [9] is that typical (i.e., stationary) states are unlikely to change in a consistent way under two sequences of chain transitions of random complementary lengths [12]. This proves that the $p$-value calculated by our method is theoretically sound.

## 5 INCREMENTAL SUBGRAPH COUNTING

In the previous section, we formalized the sampling part of the Motif Discovery, and we proposed a framework to rigorously calculate the $p$-value using biased samples. In this section we are aiming to describe how to leverage the biased sampling in the subgraph counting phase based on the below observations:
(1) At step $i$ of the switching, the subgraph frequencies of step $i-1$ are known.
(2) A single switch entails exactly two edge deletions and additions. Every deletion/addition only affects the $k$-node subgraphs of $(k-2)$-hops neighbourhood around the affected edge since the edge already covers 2 nodes.
In what follows, we introduce the Track And $\operatorname{Count}(\mathrm{TAC})$ algorithm that leverages the above properties.

### 5.1 Track And Count

The input of the TAC is a graph $G_{i-1}$, and $\mathcal{F}_{k}\left(G_{i-1}\right)$. This algorithm first picks two random edges from $G_{i-1}$, applies a single switch to $G_{i-1}$, updates the $k$-node subgraph frequencies based on the switch, and returns $G_{i}$ and $\mathcal{F}_{k}\left(G_{i}\right)$.

To understand how the algorithm works, we are going to break TAC into the following steps and discuss each in detail:

Edge Selection: The algorithm proceeds by selecting two edges at random from the set of all edges, denoted by $E$. It should be noted that some edge selections may result in invalid switches, as illustrated in Figure 4. In such cases, the edges are re-selected. Once the edges have been selected for switching, the next step is to perform the switch. This can be broken down into two distinct steps: First, the old edges are removed, and second, the new edges are added. For each switch, denoted as $(a, b),(c, d) \rightarrow(a, d),(c, b)$, there are four atomic actions. Specifically, two edge deletions are
performed to remove the edges $(a, b),(c, d)$, and two edge additions are performed to add the edges $(a, d),(c, b)$. In each atomic action, exactly one edge is involved.

Tracking: A fundamental observation is that removing/adding an edge affects only the frequency of subgraphs containing that edge, leaving the frequency of other subgraphs unchanged. Building on this insight, the first step of the Tracking algorithm is to identify the $k$-node subgraphs that include the edge slated for removal/addition. Since every edge connects two nodes, determining the number of $k$-node subgraphs around an edge requires a search of the ( $k$-2)-node neighborhood using a method such as BFS $[28,31]$.

The TAC algorithm exploits the two previously mentioned key observations. Specifically, TAC selectively focuses on the local neighborhood of the impacted edges and avoids unnecessary computations in unaffected areas. TAC is versatile and supports all motif sizes, and works seamlessly with both directed and undirected graphs. Moreover, TAC facilitates easy integration with existing subgraph counting solutions.

### 5.2 Accelerated Track And Count

Although TAC is a general algorithm that supports different problem settings, it can be further optimized for specific setups that are commonly studied in the literature. In particular, small undirected subgraphs (up to 5-node) have been proven to be the most useful in practice [44]. For this purpose, we introduce Accelerated Track And Count (ATAC), an optimized algorithm based on ESCAPE [44], that is more efficient than TAC.

The key concept is that subgraphs can be decomposed into smaller patterns, and the frequency of the subgraph can be computed efficiently based on the frequencies of these patterns using formulas which we will refer to as the ESCAPE Formulas (ESF). Notably, this approach avoids the need to enumerate all subgraph instances and bypasses the isomorphism checks. The ESF returns the non-induced subgraph counts, from which the induced counts can be easily derived using a simple (invertible) linear transformation [44]. We now take a closer look at ESF, then we will extend them to support the incremental nature of tracking.

Frequency Calculation for 4-node Subgraphs: Below please find our derived formulas for tracking the count differences after edge $e=(i, j)$ is removed from the graph, based on those formulas from [3, 22, 44].
(1) $\Delta$ Wedge $=-(d(i)+d(j)-2)$
(2) $\Delta$ Triangle $=-|N(i) \cap N(j)|$
(3) $\Delta$ 3-Star $=-\frac{1}{2}((d(i)-1)(d(i)-2)+(d(j)-1)(d(j)-2))$
(4) $\Delta$ 3-Paths $=\sum_{u \in N(i) \cup N(j)} 1-d(u)-(d(i)-1)(d(j)-1)-3 \cdot \Delta T$
(5) $\Delta$ Tailed-Triangles $=\Delta t \cdot(d(i)-2)-t_{2}(i)+\Delta t \cdot(d(j)-2)-t_{2}(j)$ $+\sum_{u \in V^{*}} 2-d(u)$
(6) $\Delta$ Diamonds $=\sum_{e^{*} \in E^{*}} 1-t\left(e^{*}\right)+\binom{\Delta T}{2}$

In the above formulation, $V^{*}$ and $E^{*}$ refer to the affected edges and nodes, namely the edges and nodes that form a triangle with $e$.

We can track the number of 4-cycles that are removed by first identifying the neighboring sets of nodes $i$ and $j$, denoted as $N(i)$ and $N(j)$, respectively. We then check how many edges in $N(i)$ are connected to nodes in $N(j)$ to find 4-cycles. To track 4-cliques, we look for two additional edges between the neighbors of $i$ and $j$, and vice versa.

The above formulation supports subgraph frequency update the general case of dynamic graphs with deletion/addition of edges. For the special case of switching, the node degrees always remain unchanged, so the non-induced frequencies of star-shaped subgraphs (wedges, 3-stars, etc) also remain unchanged as they only rely on the node degrees. As shown in Sec. 6, ATAC improves the baseline solution implemented using the ESCAPE counting algorithm by up to five orders of magnitude.

### 5.3 Time and Space Complexity Analysis

We have shown in Eq. 7, that the complexity of the state-of-theart solutions is determined by the sampling complexity and the subgraph counting complexity. As shown in Eq. 8, we have reduced the sampling complexity. In this part we highlight the impact of TAC and ATAC on reducing the subgraph counting complexity.

TAC: For a fair comparison, we use the same counting solution for both TAC and baseline, since TAC is compatible with any subgraph counting solution. We refer to the subgraph counting complexity as $T\left(\mathcal{F}_{k}(\cdot)\right)$. Since the counting solution is identical, the advantage lies in only counting on a substantially smaller portion of the input graph, in contrast to baseline methods that perform counting on the entire graph. We can update the counting part of the Eq. 8 to fit the TAC as below:

$$
\begin{equation*}
O(\overbrace{n \cdot T(\xi(G))}^{\text {Sampling }}+\overbrace{\left.T\left(\mathcal{F}_{k}(G)\right)+2 \cdot \sum_{D_{i} \in \mathcal{D}} T\left(\mathcal{F}_{k}\left(D_{i}\right)\right)\right)}^{\text {Counting subgraphs on } G \text { and } D} \tag{9}
\end{equation*}
$$

Where $D_{i} \in \mathcal{D}$ refers to the ( $k-2$ )-hops neighbourhood around the edges added/removed during the $i$-th single switch operation. Every single switch requires two counting operations, once before and once after applying the switch. The size of subgraph $D_{i}=$ $\left(V_{i}, E_{i}\right)$ is determined as below:

$$
\begin{aligned}
\left|V_{i}\right| & \leq \min \left(4 \cdot\left(2 \cdot d_{\max }^{(k-2)}\right),|V|\right) \\
\left|E_{i}\right| & \leq \min \left(1 / 2 \cdot\left|V_{i}\right| \cdot d_{\max },|E|\right) \\
& =\min \left(4 \cdot d_{\max }^{(k-1)},|E|\right)
\end{aligned}
$$

The upper bound for $\left|V_{i}\right|$ is calculated by considering that for every edge containing nodes $a$ and $b$, both $a$ and $b$ need to be expanded for $k-2$ hops, as $a$ and $b$ are already present in the subgraph. This expansion is based on a pessimistic assumption that $a, b$, and their neighbors have $d_{\max }$ neighbors. The factor of 4 in the calculation is due to the involvement of four edges in each switch operation. Similarly, the upper bound for $\left|E_{i}\right|$ is determined using a pessimistic assumption that every node in $\left|V_{i}\right|$ has the maximal degree.
ATAC: In this part, we break down the complexity of ATAC analyzing every single formula separately.
(1) Wedge and (3) 3-Star: The non-induced frequency update can be done in $O(1)$ because it only depends on the node degrees in the affected edges which can be accessed in constant time. (2) Triangle: This requires the calculation of $N(i) \cap N(j)$, which can be done in $O\left(d_{\text {max }}\right)$ given that $N(i)$ and $N(j)$ are sorted. (4) 3-Path: This only requires the degrees of the one-hop neighbours of $e$, and the updated global triangle count (calculated on the previous
step). One-hop degree gathering would be $O\left(d_{\max }\right)$ for the worst case scenario. (5) Tailed-Triangles: We access the degree ( $O(1)$ ) of every node that forms a triangle with $e\left(O\left(d_{\max }\right)\right)$. (6) Diamond: It is necessary to iterate over all the triangles that $e$ is involved in $\left(O\left(d_{\max }\right)\right)$. For each edge $e^{*}$ in those triangles we calculate $t\left(e^{*}\right)$, these calculations can be done in $O(1)$, as we store the $t(e)$ for all $e \in E$ in the original triangle counting phase. (7) 4-Cycles: We check whether the nodes in $N(i)$ are connected to the nodes in $N(j)$ or not, which takes $O\left(d_{\text {max }}^{2}\right)(8) 4$-Cliques: We go over the nodes that form a triangle with our candidate edge and check if they are connected to each other or not, so the algorithm would take $O\left(|t(e)|^{2}\right)$.

We conclude that the most time-consuming 4 -node subgraphs to track during deletion or addition are the 3-paths and 4-cycles/cliques. These bottlenecks will take $\left.O\left(|t(e) \max |^{2}+d m a x\right)^{2}\right)$ time, which can be reduced to $O\left(d_{\max }^{2}\right)$ since $|t(e) \max | \leq d \max$ in the worst-case scenario. On average, the time complexity can be reduced to $O\left(d_{a v g^{2}}\right)$.

As mentioned before, this algorithm is extendable to support 5-node subgraphs, the details of the this extension and the formulas are beyond the scope of this paper.
5.3.1 Space Analysis. The space used by most of the state-of-theart NMD algorithms consists of two main components: the original graph size and the index built to reduce isomorphism checks. As Track and Count is a versatile algorithm that utilizes the counting algorithms, its memory usage is also affected by the counting solution. However, our proposed algorithm and framework do not add extra memory usage to the counting algorithm.

## 6 EXPERIMENTS

We used C++ and Python to implement our algorithms, and executed our experiments on a Ubuntu 18.04 .6 machine that features 32-Core Intel Xeon Silver 4110 processors clocked at 2.1 GHz and equipped with 256 GB of memory. We conducted a series of experiments to test our algorithms using both popular NMD datasets from the bioinformatics community (Table 2 top) [24], and the popular data mining community datasets (Table 2 bottom) [27, 50]. For further information on the datasets used in our experimentation, please refer to Table 2.

Our dataset selection was influenced by multiple factors. The first half of the datasets were sourced from the bioinformatics community [24] and were chosen for two primary reasons. Firstly we utilized them to compare the accuracy of our results with baseline solutions as baseline solutions cannot scale well to the larger datasets, and secondly to showcase our superior efficiency and scalability compared to state-of-the-art solutions. The latter half of the datasets were acquired from the data mining community [27,50] and were considerably larger than the former datasets and any other dataset used in previous methods. We employed them to test our algorithm's scalability on larger graphs, and to demonstrate its efficiency in handling big data. In evaluating our algorithm's performance, we compared it to state-of-the-art solutions in the motif discovery domain, namely Kavosh[24], QuateXelero (QX) [26], G-tries[48], and ACC-Motif[36]. We refer to these as BASE ${ }^{\text {initial }}$, for example we use BASE ${ }^{K}$ to refer to Kavosh. Similarly, we use MOSER ${ }^{\text {initial }}$ to refer to the implementation of MOSER without any optimizations on the counting method (namely TAC and ATAC). MOSER ${ }^{+}$uses TAC as the counting optimization technique, while

Table 2: MD Datasets from bioinformatics community (top) and the data mining community (bottom).

| Datasets | $\|V\|$ | $\|E\|$ | $d_{\text {avg }}$ | $d_{\max }$ |
| :---: | :---: | :---: | :---: | :---: |
| Dolphins (DO) | 62 | 159 | 5.12 | 12 |
| Social (SO) | 67 | 182 | 4.23 | 11 |
| Electronic (EL) | 252 | 399 | 3.16 | 14 |
| E. coli (EC) | 672 | 1276 | 2.57 | 23 |
| Yeast (YE) | 688 | 1079 | 3.13 | 71 |
| ca-AstroPh (AS) | 18.8 K | 198 K | 21.10 | 504 |
| flickr (FL) | 105 K | 2.32 M | 43.74 | 5425 |
| soc-google-plus (SG) | 211 K | 1.50 M | 10.82 | 1790 |
| web-google (WG) | 876 K | 4.32 M | 9.87 | 6332 |
| com-youtube (YT) | 1.34 M | 3 M | 5.26 | 28754 |
| RoadNet (RN) | 1.96 M | 2.76 M | 2.81 | 12 |
| Flixster (FL) | 2.52 M | 7.91 M | 6.27 | 1474 |
| Actor-Collab (AC) | 382 K | 15 M | 78.68 | 3956 |
| USA-Road (US) | 23.9 M | 28.8 M | 2.40 | 9 |

MOSER $^{++}$leverages ATAC. As suggested in [13], we use the first $10 \%$ of the samples as the burnout stage ${ }^{2}$.

### 6.1 Method

We begin by presenting the parameter settings for both MOSER and the BASE algorithms. Following this, we conduct a correctness test on the datasets that are supported by the BASE algorithms, by discovering motifs using MOSER and BASE, and comparing these two sets with the Intersection over Union (IoU) similarity measure. Subsequently, we analyze the efficiency improvement of our method, and finally, we perform a case study to demonstrate the effectiveness of our approach on motif-based downstream tasks.

Parameter Settings: Our experiments were conducted on the datasets mentioned above, with motif sizes of $k=3,4,5$. Here we list a few motifs that will be mentioned in the following sections: $\therefore$ Wedge, $\triangle$ Triangle, $\therefore$ 3-star, $\therefore$ 3-path, $\diamond$ 4-cycle, $?$ Tailed Triangle (T.Triangle for short), $\diamond$ Diamond, $\otimes 4$-clique, $\because 4$-star, $\therefore 4$-path, $\because$ Tailed 4-cycle (T.4-cycle for short), Long Tailed Triangle (L.T.Triangle for short). The BASE solutions were executed with $3 \times|E|$ switches to produce one sample, and $n=10 \mathrm{~K}$ samples, and a significance threshold of $p=0.01$. To ensure fair comparison, MOSER was also executed with $t=10 \mathrm{~K}$ samples, and $p=0.01$. All the experiments have been performed with this setup, unless mentioned otherwise.

### 6.2 Accuracy

To compare the effectiveness of our proposed solution with the BASE framework, we conducted experiments using the MOSER framework on the first half datasets with the parameter settings mentioned previously. We refer to the motif set generated using the MOSER as $\mathcal{M}_{\text {MOSER }}$ and the motif set generated using the BASE as $\mathcal{M}_{\text {BASE }}$. To compare the two sets of motifs, we used the Intersection over Union (IoU) metric, also known as the Jaccard distance, defined

[^2]as follows:
$$
\text { IoU }=\frac{\left|\mathcal{M}_{\text {MOSER }} \cap \mathcal{M}_{\mathrm{BASE}}\right|}{\left|\mathcal{M}_{\text {MOSER }} \cup \mathcal{M}_{\mathrm{BASE}}\right|}
$$

The IoU metric ranges between 0 and 1 , where a score of 1 indicates that the motif sets generated using both frameworks are identical, while a lower score indicates more differences between the resulting sets. In our experiments, the IoU score for all the datasets and motif sizes was exactly 1 , indicating that the MOSER framework generates identical results to the BASE framework in a more computationally efficient manner.

### 6.3 Efficiency

Comparison with the BASE We begin by comparing the efficiency of our fastest ${ }^{3}$ solution to the BASE solutions, including Kavosh, G-Tries, QX, and ACC-Motif, as shown in Table 3. The selected parameters used in these experiments are $k=4$ and $n=10 K$. For the $A S$ graph, we ran the algorithm with $n=100$, and scaled the results to match the previous setup since the running time grows almost linearly with the number of random graphs.

Table 3: Runtime (s) Comparison between MOSER and BASE

| Dataset | Fastest $^{2}$ | BASE $^{\text {K }}$ | BASE $^{\text {Q }}$ | BASE $^{\mathrm{G}}$ | BASE $^{\text {A }}$ | Speedup |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SO | $\mathbf{0 . 1 5}$ | 8.09 | 6.05 | 8.22 | 5.33 | 35 X |
| DO | $\mathbf{0 . 3 8}$ | 56.62 | 35.8 | 41.32 | 11.76 | 30 X |
| EL | $\mathbf{0 . 4 0}$ | 8.05 | 13.91 | 8.04 | 5.87 | 14 X |
| YE | $\mathbf{0 . 5 4}$ | 1065.99 | 58.98 | 50.01 | 19.79 | 36 X |
| EC | $\mathbf{0 . 4 8}$ | 56.62 | 35.8 | 41.32 | 11.76 | 24 X |
| AS | $\mathbf{8 . 7 9}$ | 5.6 M | 357 K | 576 K | $100 K$ | $12,486 \mathrm{X}$ |

We can see in Table. 3 that the BASE $^{A}$ outperforms other BASE solutions, it is because it leverages multi-core processing. The downside of the $\mathrm{BASE}^{A}$ is that it suffers from high variability of running times. For this reason, we use the second fastest BASE algorithm (the $\mathrm{BASE}^{Q}$ ) with low variability, in the rest of the experiments.

We have also conducted experiments to compare the performance of our approach w.r.t. to the motif size $k$, illustrated in Fig. 7.


Figure 7: Efficiency comparison between the MOSER ${ }^{\text {Q }^{+}}$and BASE ${ }^{\text {Q }}$ for Motif Discovery.

Comparison on larger graphs It is important to note that none of the available BASE methods are able to scale to the larger graphs used in our experiments. For example, the code provided by the Kavosh[24] and QX[26] papers crashes while loading graphs

[^3]with one million nodes or greater. To enable comparisons on larger graphs, we implemented baseline motif discovery methods (BASE) using the state-of-the-art subgraph counting method, ESCAPE [44], which is faster than previous solutions and capable of scaling to graphs of one million nodes or more. The second part of our efficiency experiments compares our implementation of BASE using ESCAPE (BASE ${ }^{\mathrm{E}}$ ) with MOSER ${ }^{\mathrm{E}+}$ and MOSER ${ }^{++}$.


Figure 8: Comparison of Motif Discovery based on the MOSER $^{\mathrm{E}+}$ and MOSER ${ }^{++}$with BASE ${ }^{\mathrm{E}}$.

Fig. 8 shows that MOSER ${ }^{++}$is up to 5 orders of magnitude faster than BASE ${ }^{\mathrm{E}}$. Our proposed framework and algorithms improve upon the base framework in two dimensions: random graph sampling and subgraph counting. We conduct experiments to demonstrate the improvements in these two dimensions. Firstly, we compare the sampling time improvements of MOSER compared to BASE. Next, we evaluate the impact of $\mathrm{BASE}^{+}$and $\mathrm{BASE}^{++}$on subgraph counting enhancements.


Figure 9: Generating Time of 10 K unbiased samples using the Switching Method on (a) small graphs from the bioinformatics community and (b) large graphs from the data mining community.

Sampling Effect Previous research has predominantly focused on optimizing subgraph counting, given its significant role in motif discovery. As far as we are aware, our study represents the first exploration of sampling complexity in this context. Prior works generally utilize small input graphs where the effect of sampling is negligible. However, as we scale towards graphs in the millions, we will demonstrate that sampling becomes a noticeable factor. Fig .9 shows how sampling becomes a bottleneck on large graphs, and how MOSER is able to overcome this bottleneck.

Counting Effect In this part, we will focus on the efficiency gains on how using TAC incremental counting algorithm can improve over the BASE counting solution. Figs. 10 and 11 show the effectiveness of TAC.


Figure 10: Counting efficiency comparison between the MOSER ${ }^{\mathrm{Q}^{+}}$and BASE ${ }^{\mathrm{Q}}$ on small dataset.


Figure 11: Counting efficiency of $\mathrm{BASE}^{\mathrm{E}}$ and MOSER ${ }^{\mathrm{E}+}$ on large datasets.


Figure 12: Motif Discovery efficiency comparison between the different BASE (BASE ${ }^{2}$, BASE $^{\mathrm{E}}$ ) and MOSER variations (MOSER ${ }^{\text {Q }}$, MOSER $^{\mathrm{E}}$, MOSER ${ }^{\mathrm{Q}^{+}}$, MOSER ${ }^{\mathrm{E}+}$, and MOSER ${ }^{++}$), on the $A S$ dataset.

Fig. 12 fully compares the efficiency of different methods with all the settings. We start by the BASE ${ }^{\mathrm{Q}}$ as the state-of-the-art baseline solution, then we show that how using ESCAPE can improve the baseline shown in BASE ${ }^{\mathrm{E}}$. Next, we compare the effectiveness of using MOSER without the counting optimizations. Then we add the TAC optimization to the setup, and finally we show how MOSER ${ }^{++}$ can improve the efficiency of NMD.

### 6.4 Scalability \& Robustness

Experimental Setup Our method's scalability has been evaluated through two distinct approaches. Firstly, by employing large real-world graphs, we examined how our algorithm responds to increases in graph size within real-world datasets. Secondly, synthetic graphs were employed to regulate experimental conditions, including graph size and average degree, thereby enabling an assessment of our method's robustness across various parameter configurations.

Real-World Graphs We conducted experiments utilizing realworld graphs of sizes up to 20 times greater than those examined
in the previous section. A comprehensive overview of the scalability outcomes is provided in Table 4. An intriguing observation is that a significant portion of the computational time for MOSER ${ }^{++}$ when applied to graphs with low average degrees (RN, FL, US) is consumed by the graph-loading process. For instance, the loading of the RN dataset into memory necessitates approximately 2.88 seconds. Conversely, with denser graphs like AC, the execution of a single sampling and counting step averages a mere 0.67 seconds for 4 -node subgraphs. However, the counting of 4 -node subgraphs within AC takes approximately 570 seconds. This finding highlights the high efficacy of our method, even in the context of dense graphs.

Table 4: Scalability Test on Large Real Graphs

| Graphs | $\|V\|$ | $\|E\|$ | $d_{\text {avg }}$ | 3-node | 4-node |
| :---: | :---: | :---: | :---: | :---: | :---: |
| RoadNet (RN) | 1.96 M | 2.76 M | 2.81 | 3.171 | 3.183 |
| Flixster (FL) | 2.52 M | 7.91 M | 6.27 | 10.78 | 468.7 |
| Actor-Collab (AC) | 382.2 K | 15.0 M | 78.7 | 59.78 | 6926 |
| USA-Road (US) | 23.9 M | 28.8 M | 2.40 | 27.48 | 30.86 |

Synthetic Graphs Additionally, we have investigated the robustness of our method by generating synthetic datasets using the BA model [7]. This allowed us to control the graph parameters and assess the algorithm's performance under different conditions. Specifically, we examined the impact of the average degree on the algorithm's performance, as shown in Figure 13. Specifically, we considered the following setups: graph sizes $|V|$ of $100 \mathrm{~K}, 500 \mathrm{~K}, 1 \mathrm{M}$, $10 \mathrm{M}, 100 \mathrm{M}$, as well as average degrees $d$ of $2,5,10,15$, and 20 . This comprehensive range of setups enabled us to thoroughly evaluate the behavior and performance of our algorithms across a diverse set of graph configurations.

### 6.5 Case Study

We select the top- 5 motifs by both NMD (i.e., the top- 5 most frequent $k$-node subgraphs that pass the significance test with $p=0.01$ ) and Subgraph Counting (SC) approaches (i.e., the top-5 most frequent $k$-node subgraphs) in a subset of the Gavin dataset, which is a standard dataset used in link prediction tasks [30], where each node denotes a yeast cell protein and each edge denotes an interaction between the corresponding proteins. Then these motifs are applied to the Motif-aware Link Prediction task developed by the authors


Figure 13: Robustness and Scalability evaluations on random graphs via BA-model, with respect to (a) average degree from 2 to 20 when $n=1 M$, (b) graph size from $0.1 M$ to $10 M$ when $d=10$, and (c) its trend in logarithmic coordinates.
in [30,51,52], and the effectiveness of each motifs are reported in Table 5 with the Area Under the Curve (AUC) score. $F_{g}(G)$ and $F_{g}(R)$ are also reported to help understand the difference between SC results and NMD results. As show in the table, the top- $5 g_{M D}$ obtain $28 \%$ higher AUC scores on average than the top- $5 g_{S C}$. It is also observed that many of the $g_{S C}$ cannot pass the significance test; hence, we call such frequent $k$-node subgraphs as non-motifs.

Table 5: Link prediction effectiveness of top-5 motifs that selected by NMD (lest side) and MC (right side) respectively.

| Top-5 $g_{M D}$ | $F_{g}(G)$ | $F_{g}(R)$ | AUC | Top-5 $g_{M C}$ | $F_{g}(G)$ | $F_{g}(R)$ | AUC |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| L.T.Triangle | 2.7 K | 120 | 0.65 | 4-path | 19.0 K | 20.0 K | 0.52 |
| T.4-cycle | 870 | 300 | 0.58 | 4-star | 14.0 K | 16.4 K | 0.62 |
| T.Triangle | 650 | 55 | 0.68 | 3-path | 7.1 K | 7.3 K | 0.49 |
| Triangle | 58 | 3 | 0.83 | 3-star | 5.1 K | 5.7 K | 0.52 |
| 4-cycle | 57 | 15 | 0.87 | L.T.Triangle | 2.7 K | 120 | 0.65 |
| Average | 867 | 99 | $\mathbf{0 . 7 2}$ | Average | 9.6 K | 9.9 K | 0.56 |

## 7 RELATED WORKS

The idea of NMD that we use in this work, was first used by Milo et al.[37]. There has been some recent surveys studying state-of-theart network NMD solutions [42, 59, 61]. We categorize the different NMD solutions based on the different Subgraph Sounting (SC) and random graph generation method they use.

Subgraph Counting Based on subgraph counting, the NMD algorithms can be divided into two main categories of Exact Counting, and Approximate Counting. The exact counting methods [10, 16, 24$26,36,41,48,53,58$ ] use the SC methods that return the exact subgraph frequencies. Both [58] and [25] have the support for the Approximate approach that samples subgraphs from the input graph $G$ and the random graphs in $R$, and then identify motifs from those samples. Noga Alon et al. [6] used an approximate approach to find undirected non-induced network motifs. Approximate algorithms do not provide any assurances regarding the quality of the motifs found, so we focus on the exact counting methods in this work.

We can further categorize the exact subgraph counting methods into Subgraph-Centric [10, 16, 41, 53] and Network-Centric [24$26,36,48,58]$. The former counts all the instances of a single given subgraph $g$ in a given graph $G$. The latter counts all the $k$-node subgraph patterns that are present in $G$. The subgraph-centric approach is efficient for testing if a single candidate subgraph $g$ is a motif or not, however for finding all motifs one requires to test all the possible $k$-node candidate subgraphs. This renders the approach infeasible to discover all $k$-node motifs. In contrast, network-centric methods only count all the present $k$-node subgraphs in $G$ with a single pass over $G$, while discovering all the $k$-node motifs from $G$. Note that TAC supports both counting approaches, although our experiments are centered around the network-centric methods. There have been methods to alleviate the bottleneck of counting by parallelizing the counting [49] or utilizing GPU to accelerate the performance [33]. Almost all of the mentioned solutions focused on discovering both directed and undirected motifs except $[6,10]$ which can only support undirected discovery. Depending
on the subgraph counting used, TAC can support both directed and undirected discovery.

There has been recent advancements in the subgraph counting research, according to a survey by Ribeiro et al. [47], the ESCAPE [44] is among the fastest and most recent subgraph counting solutions which has not been used in the network motif discovery prior to this work.

Random Graph generation The null model employed to test the statistical significance of subgraphs is a random graph that is degree-equivalent to $G$. Several techniques have been developed to generate such random graphs. In their study, Milo et al. [38] conducted an empirical analysis comparing three primary algorithms for generating degree-preserving random graphs: (1) The Switching Method [46, 54, 56], (2) The Matching Algorithm [40], and (3) Go With The Winners [4]. The Matching Algorithm starts with an empty graph consisting of $|V|$ nodes, where each node is assigned a set of in-stubs and out-stubs based on its in-degree and out-degree in $G$, respectively. In each iteration, an in-stub and an out-stub are randomly selected and connected by an edge until all in-stubs and out-stubs are used. If the process generates a selfloop or multiple edges, the graph is discarded and the procedure is restarted. However, this algorithm has the drawback of rarely sampling from $\Lambda$ [38]. The Go With The Winners algorithm is an improved version of the Matching Algorithm that aims to converge faster and produces high-quality uniform samples, but it is not very efficient [38]. On the other hand, the Switching Algorithm strikes a balance between efficiency and quality, which is why it is the preferred method for generating degree-preserving random graphs by most state-of-the-art network motif discovery tools.

## 8 CONCLUSIONS

While most prior work using motifs for high-order analytics over large graphs focus on counting given motifs, motif discovery is a more fundamental task which is just as important. Known NMD solutions fail to scale to large graphs and are based on approaches that do not come with any guarantees. To address these limitations, we introduced a novel NMD framework called MOSER based on the serial test, and developed new algorithms (TAC and ATAC) on top of MOSER to achieve up to five orders of magnitude improvement in efficiency. Extensive experimental evaluation demonstrated the efficacy of our approach, and we plan to demonstrate the practical utility of our methods in more downstream tasks [11, 17, 18, 35].
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[^3]:    ${ }^{3}$ By fastest we mean, we used MOSER ${ }^{++}$on the undirected networks, and MOSER ${ }^{\mathrm{Q}^{+}}$ on the directed ones.

