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ABSTRACT

Numerous important applications rely on detailed trajectory data.
Yet, unfortunately, trajectory datasets are typically sparse with large
spatial and temporal gaps between each two points, which is a ma-
jor hurdle for their accuracy. This paper presents KAMEL; a scalable
trajectory imputation system that inserts additional realistic trajec-
tory points, boosting the accuracy of trajectory applications. KAMEL
maps the trajectory imputation problem to finding the missing word
problem; a classical problem in the natural language processing
(NLP) community. This allows employing the widely used BERT
model for trajectory imputation. However, BERT, as is, does not lend
itself to the special characteristics of trajectories. Hence, KAMEL
starts from BERT, but then adds spatial-awareness to its operations,
adjusts trajectory data to be closer to the nature of language data,
and adds multipoint imputation ability to it; all encapsulated in
one system. Experimental results based on real datasets show that
KaMmEL significantly outperforms its competitors and is applicable
to city-scale trajectories, large gaps, and tight accuracy thresholds.
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1 INTRODUCTION

Numerous important applications heavily rely on trajectory data
generated from GPS devices. Such applications include path finding
(routing) [15, 26, 49, 76], traffic monitoring and forecasting [28, 31,
45, 67], location-based services [9, 22, 80]), contact tracing [2, 48,
72], map inference [7, 14, 58, 63], and urban planning [27, 36, 37].
Unfortunately, due to bandwidth, battery, and storage limitations,
trajectory data are inherently sparse, i.e., there are frequent spatial
and temporal gaps between every two consecutive readings. Such
gaps present an inherent uncertainty of the object’s whereabouts
between each two GPS readings. The higher the sparsity (i.e., the
larger such gaps spatially and temporally), the lower the accuracy
and quality of all applications that rely on trajectory data.

As a means of boosting the accuracy of trajectory data and hence
their applications, several techniques have been proposed to im-
pute trajectory data by trying to predict the trajectory whereabouts
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within the gaps (e.g., see 8, 34, 40, 79]). The large majority of such
techniques rely on matching the trajectories on the underlying
road network, where the imputation process becomes mainly about
finding the road network shortest path between each two consecu-
tive trajectory points. Unfortunately, all such techniques have the
implicit assumption that the underlying road network is available
and reliable, which is not always true. Road networks, like any
other type of data, suffer from all sorts of inaccuracy, and may not
be even available in many places [44, 51, 64]. In fact, Microsoft
has recently announced that it has found more than one million
kilometers of roads missing from current maps [47], Amazon has its
own map inference techniques [3], Uber and Lyft build their own
map on top of OpenStreetMaps [43, 65], while Apple has recently
completely rebuilt its map [4]. This is a very practical problem that
triggered a multi-billion dollars industry for constructing accurate
maps [17, 23] and a whole area of industrial and academic research
of map inference, which aims to infer (all or missing parts) of a
road network from trajectory data [7, 14, 58, 63]. This calls for new
trajectory imputation techniques that do not rely on the underlying
road network, and hence can generate accurate trajectories that
can be used to infer the road network. This paper is concerned
with imputing trajectories under this setting, which is when the
road network is not used as an input in any way. There are only a
couple of such approaches [20, 35], but, they are only applicable
for small road networks and assume abundance of trajectory data.
This makes them not applicable to large-scale road networks.

In this paper, we present KAMEL; a new framework for scalable
trajectory imputation that is the first to combine the following
distinct features: (1) does not require the knowledge of the under-
lying road networks as it makes its imputations solely based on
input trajectories, (2) does not require prior highly dense trajectory
data (i.e., large number of trajectories in a small area), (3) scales up
to support large geographical areas beyond junction or small city
areas, and (4) supports trajectory imputation in both offline bulk
mode and online mode for incoming streams of trajectories.

The main idea of KAMEL is to map the trajectory imputation to the
"finding the missing word" in Natural Language Processing (NLP),
which is usually solved using the widely used BERT model [19].
Given a statement like "Paris is the ... of France", where ".." repre-
sents a missing word (due to speech recognition, translation, or
typo), BERT finds out that the missing word is "capital”. To do so,
BERT is first trained by large numbers of statements. KAMEL deals
with trajectories as statements, where a trajectory/statement is com-
posed of an ordered set of points/words drawn from a finite pool of
possible points/words. Also, points/words in a trajectory/statement
are spatially/semantically related and are constrained by rules im-
posed by the underlying road network/language grammar. Hence,
at its core, KAMEL is equipped with a BERT model trained by a set
of trajectories, and then used to impute sparse trajectories.
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Figure 1: KAMEL Architecture

However, using BERT as is within KAMEL is not straightforward
and results in a very poor accuracy and performance. This is mainly
due to three main challenges: (1) Spatial awareness. BERT is not
spatially aware, where it may poorly train its model by including
datasets that are not spatially related and/or produce results that are
not spatially feasible. (2) Training Data factor. This is the average
number of times each word appears in the training dataset. The orig-
inal BERT [19] is trained on ~3.3B word corpus composed of ~30K
distinct words, so each word appears ~100K times on average in the
training set. Meanwhile, trajectory data is no where close to these
numbers. A typical trajectory dataset (e.g., Portland dataset [66])
would have ~2M GPS points with ~1.5M distinct points, so each
point appears only once on average in the training dataset. Such
very low training data factor significantly degrades the quality of
BERT to be almost useless. (3) Multiple missing points. BERT usually
aims to find one missing word in a statement, while trajectory impu-
tation may need to find several missing points between two known
points. Applying BERT repetitively to do so would significantly
degrade the imputation quality and performance.

KaMEL overcomes all the challenges of using BERT through an
architecture composed of five main modules, Tokenization, Partition-
ing, Spatial Constraints, Multipoint Imputation, and Detokenization.
The Partitioning and Spatial Constraints modules address the spatial
awareness challenge by injecting spatial awareness into both BERT
training process and output result, respectively. The Tokenization
and Detokenization modules address the training data factor chal-
lenge by clustering points into tokens to increase their appearance
in the training dataset. The Multipoint Imputation module addresses
the multiple missing points challenge by estimating the probability
of multiple points together to form an imputed segment.

Our goal is to show that NLP models (e.g., BERT), trained with
trajectory data, have the potential to push the state-of-the-art in
trajectory imputation. We do not aim to find the best NLP model
suited for trajectories. We have chosen BERT as it is one of the
most commonly used models. Yet, other BERT variants or language
models can be also used with different adaptations. We opted for
a design that employs BERT as is as an architecture, trained on
trajectories, rather than language, which makes KAMEL attractive
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for industrial and open-source market that are already familiar
with it and would need less disturbance to their systems. The
experimental evaluation based on system deployment of KAMEL
and real datasets shows that KAMEL achieves a high recall score
of 89% of the missing points from the ground truth trajectories,
with high precision. Comparison with other approaches shows that
KaMEL achieves nearly three times the score of the baselines and
the state-of-the-art methods, and can work on various straight and
curved trajectories, with gaps as large as 2.5 km.

The rest of this paper is organized as follows: Section 2 presents
KaMEL architecture. The five modules of KAMEL are described in
Section 3 to 7. Experimental results are presented in Section 8.
Section 9 discusses related work. Section 10 concludes the paper.

2 KAMEL ARCHITECTURE

Figure 1 depicts the architecture of KAMEL, where it takes two
types of input: (1) training data; new trajectory datasets which
does not produce any output, instead KAMEL uses it to enrich its
models. (2) sparse trajectories; the trajectories that the users wants
to impute. KAMEL receives such data either in bulk offline mode or
as a stream of incoming trajectories. In both cases, KAMEL outputs
the set of imputed dense trajectories that correspond to the sparse
input. KAMEL is a BERT-based system, where BERT is used as a core
component and is depicted as a black box at the bottom of Figure 1.
However, as mentioned earlier, using BERT as is results in a poor
accuracy and performance, due to three main challenges, spatial
awareness, training data factor, and multiple missing points. Hence,
internally, KAMEL is composed of five main modules to address these
challenges, namely: Tokenization, Partitioning, Spatial Constraints,
Multipoint Imputation, and Detokenization, described briefly below:
Tokenization. This module is a gateway to KAMEL, where all input
go through it first. It addresses the training data factor challenge by
converting each input point to a token that covers a specific spatial
area. This reduces the number of distinct items and increases their
appearance in the training set. The output of this module is a set of
tokens sent to the Partitioning module. Details are in Section 3.
Partitioning. This module addresses the spatial awareness chal-
lenge as it builds various BERT models based on the spatial coverage
of the input data. It takes its input as a set of tokens produced from
the Tokenization module. In case these tokens represent training
data, the Partitioning module stores such data in its raw trajectory
store. Then, it decides whether to enrich or expand one of its exist-
ing models, or even build a new model, and calls BERT accordingly.
The new or updated models will be stored in a dedicated model
repository. In case the input tokens represent sparse trajectories
that need to be imputed, the Partitioning module finds out which
BERT model needs to be used to impute each trajectory. For each
trajectory gap represented by two end tokens, it calls the selected
BERT model to impute one token between the two end tokens. The
output of BERT is a set of candidate tokens (with probabilities) sent
to the Spatial Constraint module. Details are in Section 4.

Spatial Constraints. This module addresses the spatial awareness
in BERT output. Its input is the set of candidate tokens produced
from BERT. Then, it drops off some of these tokens that do not
satisfy a set of spatial constraints. Remaining tokens are passed to
the Multipoint Imputation module. Details are in Section 5.



Figure 2: Example Output of the Tokenization Module

Multipoint Imputation. This module addresses the multiple miss-
ing points challenge. It converts its input from a candidate imputed
token to a sequence of tokens through calling BERT iteratively. It
outputs the most likely sequence of tokens for each trajectory gap
and sends it to the Detokenization module. Details are in Section 6.
Detokenization. This module addresses the training data factor
challenge, and to some extent it reverses the Tokenization module.
The input to this module is the imputed trajectory, represented as
tokens. The output is the imputed trajectory represented as points,
which is the final output of KAMEL. Details are in Section 7.

3 TOKENIZATION

This module is the gateway for KAMEL where all input data (training
data or sparse trajectories) have to go through before any other
KaMEL module. A typical trajectory input is composed of points,
each represented by its latitude and longitude coordinates. With the
high precision of such coordinates, a certain point does not often
appear more than once or twice in a training dataset, which is not
enough to train a BERT model. Contrast this to the language that
BERT is used to work with, where each word may appear 100+K
times during the training. This module aims to address this chal-
lenge by partitioning the whole space into a set of non-overlapping
cells, where all points located in the same cell are given the same
token, which is the cell ID. This means that a trajectory dataset will
be presented as a set of tokens (cell IDs) instead of a set of points.
So, different points will have the same token, and hence they can
appear more often in the training dataset, which is also composed of
tokens. To increase accuracy and efficiency, the tokenization module
has to decide on how to partition the space into cells (Section 3.1)
and the optimal cell size for each dataset (Section 3.2).

3.1 Hexagonal Space Partitioning

For its tokenization scheme, KAMEL uses a flat hexagonal grid
structure based on Uber’s H3 Hexagonal Hierarchical Spatial In-
dex [10, 24]. In this index, the whole world geographical area is di-
vided into a set of non-overlapping hexagons, where each hexagon
has a unique ID h;. Figure 2 shows an example of the tokenization
process using a hexagonal grid. The upper part of the figure shows
an input trajectory that consists of five points P; to Ps, and the
bottom part shows the output tokenized trajectory which consists
of five tokens t; to t5, where each token corresponds to one of the
input points. It is important to note that the road network in the
background is shown only for illustration, but the imputation pro-
cess does not rely on (or even know about) it. Other tokenization
alternatives such as Google S2 squares [59] partitioning, which is
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Figure 3: Selection Between Different Cell Sizes

basically a form of a grid structure is also a possible alternative.
However, hexagons help achieve more accurate imputations as
confirmed by our experiments in Section 8.5.

The rationale of using hexagons over common traditional square
or rectangular partitioning is that: With a hexagonal grid, all the six
neighbors of each cell C have the same exact properties in terms of
distance to C centroid and the length of the shared border with C.
This is in contrast to rectangular partitioning, where each cell would
have four corner neighbors sharing a point, two neighbors sharing
the length, and two other neighbors sharing the width. Ensuring
that all neighbors have the same properties makes it more suitable
for BERT as going from one token (hexagon) to its neighbor would
not be influenced by our partitioning. Meanwhile, we acknowledge
that unlike rectangles, hexagons are not hierarchical, where we
cannot fit a set of neighbor hexagonal cells into one bigger hexag-
onal cell. Yet, this is not a concern to KAMEL, as there is no need
for such hierarchy. Hexagons are needed only to tokenize points to
cells, and later to detokenize cells to points (Section 7). The cost of
mapping a point to its hexagonal cell has a constant time, as it is
done through a series of coordinate system conversions [25].

3.2 Cell Size Optimization

Deciding on the right cell size would significantly impact KAMEL
accuracy. Figures 3(a)-(c) depict three different sizes, with edge
length H = 25, 75, and 200 meters, respectively, laid on top of the
same part of a road network. The cell size is inversely proportional
to the number of distinct cells (tokens); the larger the size the less
the number of distinct tokens, and hence token will appear more in
the training set. Hence, large sizes would address the training data
factor challenge and push for better imputation accuracy. Mean-
while, with large sizes, each cell becomes not really representative
of the points inside it, as too many points would map to the same
cell, which would negatively affect the accuracy of both the tok-
enization and detokenization modules (Section 7). In addition, large
sizes make it difficult for BERT to learn distinguishable contexts
between trajectories since a large cell would capture trajectories
from many roads and directions. This may call for having small
sizes, which would highly increase the number of distinct tokens
in the dataset. This makes the decision on the right cell size an opti-
mization problem, as illustrated in Figure 3(d), where both ends of
the spectrum lead to low accuracy. KAMEL is shipped with a default
cell size obtained from our exhaustive experiments in Section 8.
However, KAMEL acknowledges that the optimal cell size might be
different for each dataset, as it depends on both the trajectories and
area characteristics. Hence, KAMEL is equipped with an auto tuning
module that sets the system cell size for a given training dataset.
When the input to the tokenization module is a training dataset, we
sample the input data and try training BERT models for various
cell sizes, and then pick the size that achieves the highest accuracy.
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4 PARTITIONING

The original BERT is trained separately for each language. For ex-
ample, the BERT model used for English is pretty different from the
BERT model used for Korean, as each is trained by totally different
datasets. While the boundaries between languages are clear, it is
not the case for spatial areas. Trajectory datasets may come from
nearby, overlapping, or far spatial areas. The Partitioning module
in KAMEL is responsible for having spatial-awareness in BERT mod-
els by maintaining various models for various spatial areas even
though their boundaries are not well defined. One can look at each
BERT model in KAMEL as a model for a different language. Hence,
we maintain two data stores: A simple trajectory store [18, 62] that
maintains the set of tokenized trajectories that KAMEL received as
input training dataset and a model repository that maintains all
BERT models that KaAMEL has built for various spatial areas. Build-
ing and/or updating such models is completely done offline, where
it may take hours depending on the number of models and trajecto-
ries. However, this does not affect the scalability of the imputation
process itself, which is done online and only usees the precom-
puted models in its process. This way, KAMEL scales to support
large geographical areas. The tokenized input trajectories received
by the Partitioning module either represent a set of sparse trajecto-
ries that need to be imputed or training trajectories. In the former
case, the Partitioning module basically consults its model reposi-
tory (Section 4.1) to retrieve the BERT model that is best suited for
the imputation process. For training trajectories, the Partitioning
module uses it to update its model repository (Section 4.2).

4.1 Models Repository Structure and Retrieval

KAMEL maintains its model repository in a disk-based hierarchi-
cal pyramid data structure of H levels [5], where each level h is
decomposed to 4" equal cells. The pyramid root is of height zero
and has only one cell that covers the whole space. The pyramid is
built bottom up, and not all levels have to be maintained. In fact, we
only maintain the lowest L levels of the pyramid, because there is
usually not enough trajectory data to build models for higher levels.
The number of levels H and L are parameters that balance between
the high resolution of the model and the maintenance overhead of
the pyramid structure. Figure 4 gives an example of such structure
with H = 5 and L = 3. Shaded cells are the ones that have models,
while blank ones have nothing to maintain.
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We maintain two kinds of models: (1) Single-cell models, which
are built based on the contents of a single cell, and (2) Neighbor-cells
models, which are built based on the contents of two neighboring
cells sharing an edge, and stored in either the north or west cell
of the two neighbors. The goal of neighbor-cell models is to help
in boundary cases, where we need a model to cross the contents
of two neighboring cells, especially, if they do not share a parent,
or if their parent cell does not have a model. To ensure the model
accuracy, we build a model at cell C at level [ only if there are at
least k x 4(H=D tokens in that cell, where k is a system parameter
(default 20K) and H is pyramid height. This means that we need
at least k tokens to build a model at a leaf node and 4k tokens to
build a model at a cell just above the leaf level. For the neighbor cell
models, we double that threshold. Each cell C contains one or more
of the following: (1) The number of tokens in the trajectory store
that lie within C, (2) A single-cell BERT model for the contents of
C, along with its metadata, which include model statistics and last
update date, (2) Up to two neighbor-cell BERT models (with their
metadata) for the contents of C and its east and/or south neighbor
cells, and (3) Up to two pointers to neighbor-cell BERT models
stored at the north and/or west neighbor cells.

When the input to the Partitioning module is a sparse trajectory
to be imputed, we find the smallest cell C or pair of neighbor cells
C; and C; that fully enclose the trajectory minimum bounding
rectangle, and pick BERT model accordingly for the imputation
process. Calling the model does not scan or read any trajectory
data after it has been trained offline, which makes KameL highly
scalable. In case there is no single or pair of cells with models to
cover the trajectory, we split it into sub-trajectories that can be
enclosed within a model. For those sub-trajectories that cannot fit
in any of our models, we just impute them by a simple straight line.

4.2 Models Repository Maintenance

Whenever a new training trajectory dataset 7~ is received, we first
add it to our trajectory store. Then, we find the pyramid cell C as the
smallest cell that fully encloses the minimum bounding rectangle
of all trajectories in 7~. Then, we enrich 7 by adding to it the set of
trajectories in our trajectory store that are fully enclosed in C. With
C, we do the following four steps: (1) If the number of tokens in 7~
is above the model threshold, we build a BERT model and store it
at C, which will either update an existing model or create a new
one. (2) For each cell C; among the four neighbors of C, if the total
number of tokens in C and C; is above our model threshold, we
retrieve all trajectories in C; and use it with 7~ to build a neighbor-
cell model. The model is stored in the north or west cell of C and
C;, with a pointer to it from the other cell. (3) If the total number
of tokens in C and its three siblings is above the threshold to build
a model at their parent, we do so. This would be done recursively
for C’s ancestors till we reach the lowest maintained level. (4) If C
is a non-leaf node, we split the trajectories in 7~ among the four
children cells of C, and check if this would warrant building a new
model at any of these children cells. We do so recursively till there
are not enough tokens to build a model. Note that this does not need
to happen for every single trajectory. Instead, it is scheduled as a
background process when needed for a batch of new trajectories,
without causing any downtime to the system.
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5 SPATIAL CONSTRAINTS

The original BERT does not have any restrictions in its output
as any word in the vocabulary can be the answer as long as it is
the most likely one. However, in case of trajectory imputation, we
would need to impose some constraints, due to two main reasons:
(1) Imputed points have to respect physical movement constraints.
For example, an imputed point p between two segment end points
S and D should be within a spatial range that respects the loca-
tions and timestamps of both S and D. Unfortunately, BERT as is,
may end up in predicting p outside that range as BERT may have
seen that point following S for another segment that does not end
at D. Moreover, unlike the original BERT that imputes only one
point, and hence only picks the top possibility, we impute multiple
points, and hence we pick the top k possible candidates (details in
Section 6). With large value of k, it is more likely to have candidate
imputed points that do not respect the physical movement con-
straints. (2) Cycles. As we aim to impute multiple points for each
segment, BERT may end up producing points that go into cycles
and hence do not converge to the segment end point.

The Spatial Constraints module takes the output from BERT as
its input and filters out those tokens that (a) do not respect the
physical movement constraints (Section 5.1), or (b) result in cycles
in the imputed segment (Section 5.2). The output of the Spatial
Constraints module is passed to the Multipoint Imputation module.

5.1 Physical Movement Constraints

The physical movement constraints mainly specify an area where
any imputed token ¢ between the two segment end tokens S and
D must be located in. Figure 5 gives examples for applying such
constraints for four road cases, namely, right turn, roundabout, U-
turn, and overpass exit. In all cases, we need to impute a trajectory
segment between tokens S and D, where t; and ¢ are the tokens that
just come before S and after D, respectively. There are two types
of physical movement constraints: speed and direction constraints.
In all four road cases in the figure, the blue dashed ellipse presents
an area computed per the speed constraints, where physically, a
token cannot take place outside such area. The set of red hexagons
(tokens) are picked per the direction constraints, where none of
them can be an imputed token between S and D. This makes the set
of green tokens are the only acceptable ones for any imputed token
between S and D, where they present the set difference between
the tokens within the blue ellipse and the red tokens. Below are the
details of how to compute the area of each constraint.
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Speed Constraints Area. The rationale behind such area is that
travel distance correlates with duration, and a vehicle has a physical
limit on where it can travel to, given a time span. This area is
depicted as a blue dashed ellipse in the four cases of Figure 5,
where the centers of tokens S and D are the ellipse foci points. The
maximum total sum of distances from foci points to any point p
in the ellipse is speedmax X TimeDiff (S,D), where TimeDiff is the
timestamp difference between S and D. While the token timestamps
are already given as part of the input data, there are several ways to
compute the maximum speed. One way is to use a fixed speed limit
based on the city we are trying to impute trajectories in. Another
way is to consider the speed of the preceding imputed segment
multiplied by a conservative factor. KAMEL currently uses a fixed
speed inferred from its training trajectory data. In the four cases
of Figure 5, token t4 would be rejected as it is outside the dashed
ellipse, and hence it is physically impossible to reach there.

Direction Constraints Area. The rationale behind such area is
that an imputed token should respect the direction from S to D,
and not jump ahead of D towards t; or before S towards t;. This
area is depicted as a set of red hexagonal tokens in Figure 5, where
it is computed as all tokens deviated within a certain angle (default
45°) from S towards its previous token #; and from D towards its
next token t,. In the four cases of Figure 5, token ts is rejected as it
is within 45°angle from the direction of D to t5.

5.2 Cycles Prevention

It is important to note that when imputing a gap between two
tokens S and D, it is most likely that we will need to insert multiple
tokens in between. Hence, during the imputation of one segment,
BERT will be called many times, which may result in having cycles.
A cycle is formed if the sequence of the last x tokens are repeated.
A trivial cycle would take place when x=1, which means that BERT
has returned the same token as the last imputed token. In this case,
the Spatial Constraints module would just reject this outcome. For
a non-trivial case of x > 1, the Spatial Constraints module always
checks the last x imputed tokens, and rejects all of them together
if a cycle is detected. KAMEL uses a default value of x=6, which is
very reasonable to detect almost all possible cycles.

Figure 5(d) gives an interesting case for an overpass route, where
four imputed tokens t3, tg, t7, tg are added between S and D. Al-
though t3 appears twice, but this is not considered a cycle as there
is no repeated sequence of any length x. This shows the ability of
KaMEL to impute such non-trivial trajectory.
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Figure 6: Iterative BERT Calling

6 MULTIPOINT IMPUTATION

For each trajectory segment, the input to this module is a set of
candidate tokens returned from BERT and filtered out from the
Spatial Constraints module. Each token is associated with a prob-
ability indicating how likely it is to be the imputed token. Since
BERT is designed to predict only one missing word in a statement,
it just picks the token with the highest probability. However, in
case of trajectories, one token is not enough to impute a segment.
Hence, the goal of the Multipoint Imputation module is to adapt
BERT to support imputing multiple tokens between each two con-
secutive trajectory tokens, such that the distance between any two
consecutive tokens is less than a certain maximum gap distance,
maxgqp. KAMEL employs two approaches: (1) iterative BERT calling
(Section 6.1), which resembles calling BERT, as is, iteratively and
(2) Bidirectional beam search (Section 6.2), which employs a spa-
tially modified version of the classical Beam search algorithm [56]
to guide multiple BERT calls. In both approaches, we put a hard
limit on the maximum number of times that BERT can be called.
If exceeded, we declare failure and resort to linear line imputation
between the segment end points. For each segment, the output of
the Multipoint Imputation module is a complete imputed trajectory
segment as a sequence of hexagonal tokens.

6.1 Iterative BERT Calling

This approach basically calls BERT iteratively to fill in multiple
imputed tokens between the segment end tokens S and D, such
that the distance between any two consecutive tokens is less than
a certain gap distance, maxgqp. Algorithm 1 gives the pseudo code
for this approach, where it starts by initializing the output segment
to its two end tokens, and a GapPointer variable to the starting
token, indicating where to insert our next imputed token. Then, it
calls BERT, which returns a set of candidate tokens to pick one of
them as the next imputed one. The candidate tokens are passed by
the Spatial Constraints module (SConstraints) to filter out tokens
that do not satisfy the speed and direction constraints as described
in Section 5. Then, we insert the candidate token with the highest
probability just after S. Finally, we call the function FindFirstGap to
find the first gap in the segment with a length more than maxgqp.
If such gap exists, we repeat the cycle by calling BERT to find the
next imputed token and so on. The algorithm concludes when there
is no such gap, and returns the complete imputed segment.

Example. Figure 6 gives an example of the iterative BERT calling
approach to impute the trajectory segment between tokens S and
D with maximum allowed gap distance maxgqp=2. In the first itera-
tion, token t; is returned from BERT as the candidate token with
highest probability (0.4) and passed all spatial constraints. Hence, it
is inserted as the first imputed point between S and D. Then, we try
to find if there is still any gap in the segment. Apparently, S and t;
are within two tokens from each other, which means that there is no
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Algorithm 1 Iterative BERT Calling

Procedure IterativeBERT(SourceToken S, DestinationToken D)
1: Segment « {S, D}; GapPointer « S
2. while GapPointer is not null do
3 CandTokens « BERT(Segment, GapPointer)
4 CandTokens « SConstraints(GapPointer, CandTokens)
5 Segment «— Insert(Segment, Top(CandTokens), GapPointer)
6 GapPointer < FindFirstGap(Segment)
7. end while
8: return Segment

gap in between to fill. However, t; and D are still of distance more
than two tokens from each other. Hence, the FindFirstGap function
will return ¢, as the token that we still need to add (at least) one
more point after it. This means that we need to go through a second
iteration, which returns token t;3 as the top candidate valid token
to be inserted between t; and D. Then, calling the FindFirstGap
function will again return ¢, as the distance between t; and #13 is
still within two tokens. Then, in a third iteration, t9 will be added
between t and t13. Then, FindFirstGap will return null as all tokens
are within a distance less than two tokens from each other. Hence,
the algorithm returns the imputed segment as S, t2, to, t13, D.

6.2 Bidirectional Beam Search

The iterative calling approach is kind of a greedy approach as it only
considers the topmost probable token in each iteration. That may
not be the right decision as it may lead to less probable later options.
Hence, we introduce the bidirectional beam search approach that
aims to pick the most probable sequence of tokens between the
source and destination tokens.

Main Idea. Our main idea is to adapt the classical Beam Search [56],
designed for searching graphs, to work for trajectory imputation.
Instead of searching all possible paths in a graph, beam search lim-
its its search to only the top B promising paths, where a higher B
gives more accurate results, but more expensive search. We then
employ the following to adopt the beam search idea for trajectory
imputation: (1) Instead of searching in only one direction, we make
the beam search bidirectional, as trajectory imputation could go
in several directions to impute a given segment. So, we keep track
with the most probable B sequence of tokens of all directions that
can contribute to the final imputed segment. (2) As the probability
of a sequence of tokens is computed by multiplying each token
probability, longer segments are penalized by having smaller prob-
abilities. Since we are looking for the most probable path, not the
shortest one, we counterweight this penalty via length normaliza-
tion [71]. In particular, a segment S with a probability P would
have its normalized probability as P X |S|* where 0<= a <=1 is the
normalization strength, which we set to 1 as a default, and |S| is
the number of tokens in segment S.



Algorithm 2 Bidirectional Beam Search

Procedure BeamBERT(Token S, Token D, BeamSize B)
1: Gap.Segment «— {(S, D), 1}; Gap.Pointer < S
2. AllGaps < {Gap}; ProbLimit < oo; AnswerSet «— ¢;
3: while AllGaps is not null do
4 NewSegments «— ¢

5: for each Gap in AllGaps do
6: CandTokens < BERT(Gap.Segment, Gap.Pointer)
7: CandTokens < SConstraints(Gap.Pointer,CandTokens)
8 for each token T in Top(CandTokens,B) do
9 Segment < Insert(Gap.Segment,T,Gap.Pointer,Prob(T))
10: NewSegments < NewSegments U Segment
11: end for
12: end for
13: NewSegments < TopB(NewSegments,B,ProbLimit)
14: AllGaps — ¢
15: for each Segment in NewSegments do
16: Gaps « FindGaps(Segment)
17: if Gaps is empty then
18: AnswerSet < AnswerSet U Normalized(Segment)
19: ProbLimit < Min(ProbLimit, Segment.Probability)
20: else
21 AllGaps «— AllGaps U Gaps
22: end if
23: end for

24: end while
25: return Top(AnswerSet)

Algorithm. Algorithm 2 gives the pseudo code for our bidirectional
beam search approach. It starts by initializing the list AllGaps by
one gap for the source and destination tokens and a pointer to the
source token, indicating where we need to insert our next token.
Unlike the case for iterative calling, the gap segment is associated
with a probability, initialized by 1. Then, for each gap in AllGaps, we
call BERT followed by the Spatial Constraints module to get the list
of candidate tokens, along with their probabilities. Unlike the case
of iterative calling where we only care about the top token, here we
care about the top B probable tokens (Line 8 in Algorithm 2). Hence,
for each such token T, we construct a new segment by inserting T
in the gap, along with updating the segment probability. Among
all such new segments constructed for all gaps, we pick only the
top B of them according to their probability, bounded by an upper
limit (initially set to co) (Line 13 in Algorithm 2). For each of the
remaining B segments, we aim to find all the gaps that are still there
to address in the next iteration. If any of such segments has no gaps,
we add it to our answer set with its normalized probability score,
and use that score to adjust our upper limit of considering any
further segments. Once there are no gaps in any of the segments,
we conclude by returning the segment with the highest probability.
Example. Figure 7 gives an example of the bidirectional beam
search algorithm to impute the gap between S and D with beam
size B = 3. In the first iteration, we call BERT to get the top-B
probable tokens, which returns fz, t11, and t13, with probabilities
0.4, 0.3, and 0.2, respectively. Having t, between S and D leaves
one gap between t; and D as the distance between them is more
than our maxygp threshold. Meanwhile, having 11 leaves two gaps
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between S and t1; and between t1; and D. Then, having t13 leaves
only one gap between S and #;3. So, in total, we have four gaps to
consider further. Hence, in the second iteration, we make four BERT
calls, one for each gap. The first returns three tokens fs, t13, and
t15 with a probability of 0.1 each. The segment probability is 0.04
as they will be multiplied by 0.4, which is the probability of the
previous iteration. The second gap (between S and t11) returns t4,
t6, and t7 with probabilities 0.1, 0.1, and 0.6, respectively. Multiplied
by 0.3, the segment probability for these tokens are 0.03, 0.03, and
0.18, respectively. Similarly, The third call returns tokens #3 tis,
t16 with segment probabilities 0.24, 0.03, 0.03, and the fourth call
returns tokens f; tg, 15 with segment probabilities 0.04, 0.06, 0.04.
Out of the 12 new segments, we only pick the top 3 probable ones,
namely, segments {S, t7, t11, D}, {S, t11, t13, D}, and {S, t6, t13, D}.

In the third iteration to find if there are still gaps in the three
segments we still have. The first segment has a gap between t1;
and D. Similarly, the second segment has a gap between S and
t11. Meanwhile, there are no gaps in the third segment, and hence
it is concluded as one possible complete imputed segment, with
an updated normalized probability 0.06x2!=0.12. We then use this
probability as a lower limit of any segment to be considered further.
Hence, we call BERT for only two gaps. The first call suggests t13,
t15, and t1¢ with probabilities 0.2, 0.1, and 0.2. To get the segment
probabilities, we multiply each by 0.18 as the probability given
from the previous iteration. To get the normalized probability, we
multiply each segment probability by three as each segment would
have three imputed tokens. This makes the normalized segment
probabilities for these tokens are 0.11, 0.05, and 0.11. Similarly, the
second call suggests tokens t7, t3, and t¢ with normalized probabil-
ities 0.36, 0.14, 0.07. Among these six segments, we pick only the
top three ones that are above our lower limit of 0.12. There are only
two such segments, namely, {S, t7, t11, t11, D} with probability 0.36
and {S, t7, t11, t13, D} with probability 0.14. In the fourth iteration,
we find out that the first segment has no more gaps, hence we add
it to the answer set with its probability 0.36. We call BERT for the
second segment to get a concluded one with a normalized score of
0.15. Finally, among the three concluded segments, we return the
one with the highest probability of 0.36. Contrast this to what we
get from the Iterative Calling approach (Figure 6), where we end up
with a segment with a normalized probability of 0.06, which shows
how powerful is our bidirectional beam search approach.

7 DETOKENIZATION

The output of the Multipoint Imputation module is an imputed tra-
jectory presented as a set of hexagonal tokens. Then, the objective
of the Detokenization module is to take this output and convert
each of its tokens to be a point. The output of the Detokenization
module is a complete imputed trajectory presented as a sequence
of GPS points. The functionality of the Detokenization module is
composed of the below offline and online operations:

Offline Operations. When training data is uploaded to KAMEL
and passed through its Tokenization module, KAMEL triggers the
classical DBSCAN clustering algorithm [21] to spatially cluster the
contents of each token, based on each point’s direction. Since we
do not have any information on the underlying road network, the
clustering would help in understanding where the points in each
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Figure 7: Bidirectional Beam Search

token are usually located within the token. Figure 8 gives three
outcome cases of running a DBSCAN clustering algorithm on a
hexagonal token where the road network within the hexagon has
a right turn. It is important to note that the road network here is
just drawn for illustration, but it is not actually available to KAMEL.
In the first case (Figure 8(a)), there were enough data points that
made the clustering algorithm identify two separate clusters, one
going in a horizontal direction, and one in a vertical direction. In
the second case (Figure 8(b)), there was not enough data to get two
clusters, so, all data in the hexagon is considered as one cluster. In
the third case (Figure 8(c)), there were almost no data in the token
to run a clustering algorithm. In the first two cases, the centroid
of each cluster is presented by a solid dot. In the third case, the
solid dot represents the hexagon centroid. The information for all
clusters along with their centroids are stored per each token as its
metadata, to be used later in the online part.

Online Detokenization. When receiving the output of the Multi-
point Imputation module, the Detokenization module goes through
each token, and replaces it with a centroid point using the following
procedure: If the token T has multiple clusters (Figure 8(a)), we first
compute the token direction angle as the average of the incoming
angle between T and its preceding token and the outgoing angle
between T and its next token. Then, we pick the cluster that has
a closer direction angle to T, and return its centroid point. If the
token has only one cluster (Figure 8(b)), we just return the centroid
point of that cluster. Finally, if there are no clusters in the token
(Figure 8(c)), we just return the hexagon centroid. It is important
to note that this latter case is unlikely to take place, as BERT is
very unlikely to recommend a hexagon token that has not appeared
much in its training data, due to the lack of points there.

532

VAN

a) Cluster Centroid (b) Data Centroid (c) Hexagon Centroid

Figure 8: Three Outcomes for Clustering Points in a Token

8 EXPERIMENTAL EVALUATION

Baselines. KAMEL is designed as a pre-processing step for map in-
ference applications, a practical case where the road network is not
used as input either because it is not available or not trusted. Hence,
we compare KAMEL, based on a real system implementation [50]
against TrImpute [20] as the state-of-the-art and the only trajectory
imputation technique that does not rely on an underlying map and
scale up to large networks. For a baseline, we also compare against
linear interpolation, where trajectories are imputed by a simple
linear line. For complete analysis, we include Map Matching [74]
results as an example of techniques that rely on road networks.
Datasets. (1) Porto, Portugal [54]: 1.7M trajectories for real taxi
trips, composed of ~83M GPS points, driven for a total length of
~8.8M km spanning an area of ~500 km?, and (2) Jakarta, Indone-
sia [30]: 56K trajectories for real ride-sharing trips, composed of
~56M GPS points, driven for a total length of ~500K km spanning
an area of ~660 km?. For each dataset, we use 80% for training and
20% for testing. We sparsify testing trajectories by imposing gaps
where we keep the first trajectory point, then, remove all points
within distance Sparseg;ssance Keep the next point, and so on.



Performance metrics. (1) Recall. We discretize ground truth tra-
jectories by placing points P as one point every maxyqp distance
(same threshold used in the imputation process). The Recall is the
ratio of points in P that the algorithm has correctly recalled within
the accuracy threshold § from the imputed trajectory. (2) Precision.
We discretize imputed trajectories by placing points Q as one point
every maxyqp distance. Precision is the ratio of points in Q that are
within accuracy threshold § from the ground truth. (3) Failure Rate.
An imputation technique fails to impute a trajectory segment when
it just inserts a linear line between the segment end points. Failure
rate is the ratio of segments imputed by a linear line. (4) Time Over-
head. Training and imputation time overhead of each algorithm.
Default values and parameter tuning. Unless mentioned oth-
erwise, we set the maximum allowed gap maxgqp to 100m, the
accuracy threshold § to 50m for Porto and 25m for Jakarta, and the
imposed sparsity distance Sparsegissance to 1km. For KAMEL param-
eter tuning, our experiments for both datasets (omitted for space
constraints) show that setting hexagon size H to 75m, beam size 8
to 10, and pyramid levels L and H to 3 and 10 give the best trade-offs
between accuracy and overhead. For Porto, we only needed to build
three single-cell models, as one in each of the lowest three pyramid
levels. For Jakarta, we had to build 20 models as 7 single-cell and 7
neighbor-cells models in the lowest level, two single-cell and one
neighbor-cell models in each of the other two levels. We use BERT
original architecture as described in [19] and its open-source imple-
mentation [6], with 768 hidden dimensions, 12 attention heads, and
12 hidden layers. The average vocabulary size in our experiments
is ~80K, which creates ~165M trainable parameters.
Experiments Design. Sections 8.1 and 8.2 study the impact of
sparse distance Sparseg;s;ance and accuracy threshold &, respec-
tively. The overhead of training and imputation time is discussed in
Section 8.3. Section 8.4, 8.5, and 8.6 study the impact of road type,
grid type, and training data properties, respectively. Section 8.7
performs an ablation study for KAMEL components. Training was
conducted using a single Google Cloud TPU. All other experiments
were conducted using an Intel(R) Xeon(R) Silver 4112 CPU running
@ 2.60GHz, with 196GB of memory and 1TB of SSD storage.

8.1 Impact of Data Sparseness

Figure 9 gives the impact of data sparseness on the recall, precision,
and failure rate of KAMEL and its competitors for both datasets.
For reference, we also report the performance of map matching
techniques that have the knowledge of the full underlying network,
however, we do not consider map matching as a competitor, as
KaMEL, and its competitors, work on the environments where road
network is not reliable. For all experiments, we vary Sparsegistance
from 500 to 4,000m. For Porto data in Figures 9(a) and 9(b), KAMEL
consistently achieves much higher accuracy than competitors. It is
even very close to the performance of map matching, which shows
how powerful is KAMEL where it acts as if it knows the underlying
road network, while it really has no knowledge about it.

For lower gaps (e.g., 500m), KAMEL gives the best performance,
but other techniques, even linear interpolation, still give acceptable
performance, as it is not that hard to impute small gaps. For medium
gaps (e.g., 1,500 - 2,500m), KAMEL is 1.5 to 3 times better than its
competitors. TrImpute was unable to cope with such gaps as it
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only works when there are highly dense prior trajectories, which
is not practical. It is important to note that these medium gap sizes
are the most practical ones, given the current sampling rates of
location-tracking devices. We stretched our experiments to very
large sparse gaps for up to 4km, which is analogous to asking BERT
to predict a full 200 words paragraph given only the first and last
words. Even with this, KaAMEL still gives more than 50% recall and
precision, while TrImpute and linear interpolation gives around
25% and 10% recall, respectively. This shows that KameL is still able
to do some useful imputation even for unusually very large gaps.

Figures 9(c) and 9(d) repeat the same experiments for Jakarta.
Similarly, KAMEL consistently outperforms its competitors. How-
ever, KAMEL has a better performance than Porto, both in terms of
absolute recall and precision and in its relative performance to its
competitors. The main reason is that even though Jakarta dataset
has significantly less number of trajectories than Porto, each trajec-
tory, on average, has 1,000 points compared to 50 points in Porto.
Longer trajectories give more semantics on what points could come
after others, and only KaMEL takes full advantage of this.

Figures 9(e) and 9(f) give the impact of data sparseness on the
failure rate for both datasets. By definition, linear interpolation has a
100% failure rate. KAMEL significantly outperforms Trimpute in both
datasets and for all sparse gaps. For Porto, KAMEL has consistently
less than 1% failure rate, compared to up to 2.5% for TrImpute. For
Jakarta, as the data is more sparse, failure rate is higher for both
with up to 3% for KAMEL and 6% for TrImpute. In all cases, failure
rate is still within 2% for KaMEL for the medium practical gaps,
which is highly acceptable for the trajectory imputation.

8.2 Impact of Accuracy Threshold

Figure 10 gives the impact of varying the accuracy threshold § from
5 to 100m on the recall and precision of KAMEL and its competitors
for both Porto and Jakarta datasets. We also plot the performance
of map matching as a point of reference. The objective is to under-
stand the accuracy of each method when used for either relaxed
applications that can entertain large thresholds or sensitive ap-
plications that require few meters of accuracy. For Porto dataset,
KaMEL consistently achieves higher accuracy than its competitors,
with a performance that is almost identical to map matching. For
high § (e.g., 75-100m), though KamEL gives higher recall and pre-
cision than its competitors, the difference is not that much. The
main reason is that by increasing J, lower accuracy techniques like
TrImpute would still be able to catch. However, a 100m accuracy
threshold may not be practical to consider, especially in dense cities
where 100m distance may just lead to a different road. For medium
d (e.g., 25-50m), which are more practical and acceptable by the
large majority of trajectory applications, KAMEL has ~80% recall
and precision, which is significantly higher than that of Trlmpute
and linear interpolation. We stretched our experiments to very tight
accuracy threshold less than 10m. While TrImpute and linear in-
terpolation become almost useless, KAMEL is still able to cope with
~40% recall and precision. For Jakarta dataset, we get a similar anal-
ysis and conclusion. The only difference is that all techniques give
higher accuracy for the corresponding § for Porto. The main reason
is that Jakarta spans a large area, hence a higher value of § would
be acceptable as roads are not as close to each other as in Porto.
However, for lower §, KAMEL has significantly higher accuracy.
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Figure 10: Impact of Accuracy Threshold on Recall and Precision

8.3 Training and Imputation Time

Figure 11 gives the training and imputation time for Porto and
Jakarta datasets. For training time, apparently KAMEL takes more
time than TrImpute, with 680 minutes for Porto and 780 minutes for
Jakarta. This is mainly because KaMEL inherits the complex training
model from BERT, while TrImpute training basically computes a
simple set of stats and lookup indices. However, we do not see this
as a major issue since training is an offline process and only happens
periodically whenever a bulk of new trajectories is received, and
without affecting the imputation or causing any system downtime.
Figure 11(b) gives the average imputation time for trajectories.
KaMEL takes longer with 540 seconds for Porto and 220 seconds for
Jakarta, which is mainly due to the Multipoint Imputation module
that trades-off accuracy with imputation time. Since our main goal
in KaMEL is higher accuracy, we tune our modules to achieve higher
accuracy, while accepting the imputation time overhead.

8.4 Impact of Road Type

This section aims to understand the behavior of KAMEL and its
competitors for straight and curved road segments.Hence, as we
have the ground truth for our test trajectories, we classify each test
trajectory segment into two types: straight and curved. A segment
is identified as straight if the Euclidean distance between its two
end points is within a very small threshold (5m by default) from
their road network distance, otherwise, the segment is identified as
curved. Figures 12-1 and 12-II repeat the same experiments of Sec-
tions 8.1 and Section 8.2, when only focusing on straight and curved
segments, respectively. Experiments are only shown for Jakarta
dataset. Porto dataset gives a similar analysis and conclusion.

For straight segments (Figure 12-I), KAMEL outperforms its com-
petitors in all measures, sparsity gaps, and accuracy thresholds. For
sparsity gaps (Figures 12-I(a)-(b)), TrImpute gives the worst perfor-
mance, as it gets distracted with various directions of surrounding
GPS points and misses the easiest case of going in a straight direc-
tion. KAMEL outperforms linear interpolation, mainly due to our
definition of a straight segment, which allows for a 5m threshold.
For failure rate (Figure 12-I(c), KAMEL significantly outperforms
others. For various thresholds § (Figures 12-1(d)-(e)), both KAMEL
and linear interpolation exhibit similar high performance, while
TrImpute has a much worse performance for lower é.
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Figure 11: Timing Analysis

For curved segments (Figure 12-II), KAMEL consistently has the
highest performance in all measures. For the most practical medium
gaps, KAMEL significantly outperforms TrImpute, which shows the
resilience of KAMEL towards curved segments. For failure rates
(Figure 12-1I(c)), KAMEL consistently outperforms its competitors.
For various thresholds § (Figures 12-II(d)-(e)), it is expected that the
performance of TrImpute and linear interpolation catch with KAMEL
for large 8, which is a very relaxed value that is not practical in
most applications. For practical medium §, KAMEL is clearly better,
showing its applicability to most trajectory applications. For very
tight values of § < 10m, both TrImpute and linear interpolation are
useless, while KAMEL has more than 50% recall and precision.

8.5 Impact of Grid Type

Figure 12-III compares two tokenization alternatives for KAMEL,
namely, Uber H3 Hexagons [24] and Google S2 Squares [59]. For S2,
we set the edge length to 120m to ensure a similar area coverage
as that of hexagons with edge length of 75m. In all measures, a
hexagonal grid gives better performance due to its unique prop-
erties. In particular, all neighbors of a certain hexagonal cell have
identical properties in terms of the length of shared borders and
the distance between their centroids, which makes the transition
patterns between cells more consistent and easier to learn.

8.6 Impact of Training Data Properties

Figure 12-1V studies the impact of the training data size for Jakarta
dataset (Porto dataset gives similar behavior), where we compare
four variants of KAMEL trained on 100%, 75%, 50%, and 25% of the
available training trajectories. In all metrics, the three variants 100%,
75%, and 50% perform almost identically with only some minor
differences. Only the 25% variant shows a noticeable reduction
in performance. This shows that KAMEL can still achieve its good
results even with as little as half of the data it has. Figure 12-V
studies the impact of the density of training data. We train KAMEL
using four variations of Jakarta dataset, all have the same number
of trajectories but differ in their GPS density. Those variants include
the original dense dataset which has a sampling rate of 1 second,
and three other sparse variants with sampling rates 15, 30, and
60 seconds. For all metrics, KAMEL still achieves almost the same
performance for the 1 and 15 seconds sampling rates. It is important
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to note that the 15 seconds sampled data is basically 15 times less
(7%) of the original data. While having dense data is much better for
training, this experiment shows that KAMEL can still work perfectly

Figure 12: Performance Analysis Under Various Scenarios

fine with only 7% of its available data for Jakarta.

8.7 Ablation Analysis

Figure 12-VI performs an ablation study of KAMEL using Jakarta
dataset, to understand the impact of each of its components by
disabling them one at a time and then measure all performance
metrics. In particular, we compare four system variants: (a) KAMEL:
our full system as explained in this paper, (b) No Part.: disables the
Spatial Partitioning module (Section 4) by training one BERT model
for the entire data, (c) No Const.: disables the Spatial Constraints
module (Section 5) by accepting any BERT prediction, and (d) No

Multi.: disables the Multipoint Imputation module (Section 6) by
calling BERT only once to get a single imputation point.
For recall and precision across various Sparseg;ssance (Figures 12-

VI(a) and (b)), removing any of KAMEL components significantly
reduces its accuracy. For the recall, removing the multipoint impu-
tation affects the performance the most because the system now
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predicts only one point for each gap and leaves the rest of it, hence
reduces the recall. In contrast, removing the spatial constraints af-
fects the precision the most while affecting the recall the least. This
is because removing these constraints does not prevent the system
from still predicting some accurate imputations, but will allow it to
predict so many noisy points. For the failure rate (Figure 12-VI(c)),
removing any module causes KAMEL to fail more except when re-
moving the spatial constraints, which causes less failure rate. This



is because BERT is now allowed to make any prediction regardless
of how imprecise it is. Removing the multipoint imputation module
causes KaMEL to fail the most as this makes KaMEL predict only
one point for each gap. Similarly, in Figures 12-VI(d) and (e), the
recall and precision for the full KaMEL for all accuracy thresholds §
is higher than it is when removing any of its components. For the
recall, one observation here is that the variant with no spatial par-
titioning starts lower than other variants at lower thresholds &, but
then outperforms them with the increase of 8. This shows the max-
imum effect of the spatial partitioning is at lower thresholds. This
is where the locally trained models are mostly needed to improve
the accuracy. For precision, without the spatial constraints module,
the precision is consistently low around 10% or less regardless of 8.

9 RELATED WORK

Trajectory Imputation with Road Network. The immense need
for high resolution trajectories motivated the efforts to insert points
between each two consecutive trajectory points. Such a process
had various names, including trajectory interpolation [39, 79], com-
pletion [35], cleaning [77], restoration [34], recovery [69, 70], and
imputation [20, 50]. The large majority of such work mainly rely on
matching trajectory points on the underlying road network [8, 40],
followed by a shortest path algorithm between consecutive points.
Unfortunately, none of this work is applicable to us as they all rely
on an underlying road network. In our case, we aim for imputation
without road network knowledge as our target applications include
map inference, which needs to infer the unknown road network.
Trajectory Imputation without Road Network. Motivated by
the unreliability of road networks [17, 23] and the need to develop
trajectory-based map inference techniques [1], it becomes highly
important to develop trajectory imputations techniques that do
not rely on the road network, and hence can be used as a prepa-
ration step before any map inference technique [7, 14, 58, 63]. Un-
fortunately, existing techniques suffer from one or more of the
following: (1) only impute one or two points between each two
trajectory points [69], (2) only applicable to impute high gran-
ularity zones [32, 55], (3) only applicable to junction-level road
network [35]. Our proposed KAMEL system overcomes all of these
issues as it scales up to impute tens of points between each two
trajectory points, applicable to a very fine granularity of GPS points,
and applicable to a city-scale road network. The closest work to
ours is TrImpute [20], which uses historical data to find the most
likely imputed points for each trajectory segment. However, it only
works when there are significant amounts of highly dense historical
data, which is not a practical case. We consider TrIlmpute as our
direct competitor and compare against it in our experiments.
NLP Models and Trajectories. The BERT language model was
introduced in 2018 [19] as an infrastructure for a myriad of com-
plex linguistic tasks, including sentence completion. It utilizes the
Transformer neural network [68], trained on vast textual corpora
by removing random words from sentences and tasks the model
with predicting each missing word based on surrounding context
(left and right words). Since then, several new models and varia-
tions were proposed, including XLNet [75], RoBERTa [38], Distil-
BERT [60], ALBERT [33], and GPT [11], each focusing on a certain
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aspect such as training size, objectives, and masking procedures. Re-
search efforts in employing language models for the spatial domain
mainly utilize it as a pretrained model in its lingual form by verbally
asking it questions of spatial nature [29, 53, 73]. Our system KaMEL
does not use a pretrained BERT model. Instead, it trains BERT with
trajectory data through its system architecture and five components
built around BERT. We have chosen the BERT model as it is the
first and most commonly used language model, yet other BERT
variants can be also used. Our goal is not to find which language
model is best suited for trajectories. Instead, our goal is to show that
language models, in general, trained with trajectory data, can be
adopted to solve trajectory imputation with higher accuracy than
state-of-the-art techniques. We opted for a design that employs
BERT as is. Another design alternative would be to embed spatial
awareness inside the core of each internal BERT component, as
outlined in our recent vision paper [52]. Our rationale is that our
design is more attractive to a large sector of systems that already
deploy the BERT model and would need less disturbance to their
systems. Future work would explore the second design option by
carefully looking into the internal components of BERT one by one.
Time-series Imputation. In the same way we have mapped the
trajectory imputation problem to the missing word problem and
used NLP models to solve it, one can also consider mapping it
to the multivariate time series imputation problem, and use any
of its solutions that are based on Generative Adversarial Net-
works [41, 42, 61], Generative Learning Models [13, 46, 57], Re-
current Neural Networks [12], Graph Neural Networks [16], or
attention mechanisms [78]. Similar to the case of language models,
solutions to the multivariate time series imputation: (a) assume only
few missing data points, hence to support trajectory imputation, it
would need to go through a multipoint imputation module similar
to that of Section 6, (b) mainly impute sensor readings, which have
a very limited domain of values, hence to support trajectory im-
putation, it would need Tokenization and Detokenization modules
similar to that of Sections 3 and 7, (c) are not spatially-aware, hence
to support trajectory imputation, it would need spatial partitioning
and spatial constraints modules similar to that of Sections 4 and 5.
In essence, an orthogonal approach to ours is to start from a multi-
variate time series imputation algorithm and adopt it in a similar
way to what we have done in KaMEL for NLP models.

10 CONCLUSION

This paper has presented KAMEL; a scalable BERT-based system
for trajectory imputation. KAMEL maps the trajectory imputation
problem to finding the missing word problem in natural language
processing (NLP). Hence, KaAMEL starts from using BERT, the widely
used language model for NLP problems. However, BERT, as is,
does not lend itself to the special characteristics of the trajectory
imputation problem. Hence, KAMEL architecture is composed of five
main modules to make BERT applicable for trajectory imputation.
These modules adapt the nature of trajectory data to be more fit for
BERT, and inject the spatial-awareness in both the input and output
of BERT. Experimental results based on real system implementation
and real datasets show that KAMEL significantly outperforms its
competitors. In addition, unlike all related approaches, KAMEL was
able to impute city-scale trajectories, large sparse gaps that need
tens of imputed points, all within tight accuracy thresholds.
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