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ABSTRACT
Anomaly detection in time series data has been studied for dec-
ades in both statistics and computer science. Various algorithms
have been proposed for different scenarios, such as fraud detec-
tion, environmental monitoring, manufacturing, and healthcare.
However, there is a lack of comparative evaluation of these state-
of-the-art approaches, especially in the same test environment and
with the same benchmark, making it difficult for users to select an
appropriate method for real-world applications. In this paper, we
present a taxonomy of anomaly detection methods based on the
main features, i.e., data dimension, processing technique, and an-
omaly type and six inner classes. We perform systematic intra- and
inter-class comparisons of seventeen state-of-the-art algorithms on
real and synthetic datasets with a point metric commonly used in
classification problems and a range metric specifically designed for
subsequence anomalies in time series data. We analyze the prop-
erties of these algorithms and test them in terms of effectiveness,
efficiency, and robustness to anomaly rates, data sizes, number of
dimensions, anomaly patterns, and threshold settings. We also test
their performance in different use cases. Finally, we provide a prac-
tical guide for detecting anomalies in time series and discussions.
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1 INTRODUCTION
Time series is one of the most commonly used data types in recent
decades. Time series analysis involves methods of data analysis to
gain valuable insights. Anomaly detection aims to find rare obser-
vations that deviate significantly from the majority of data [23] and
is the most important part of time series analysis (mining). It has
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been studied in various applications, such as fraud detection [9],
environmental monitoring alerting [18] and industrial manufac-
turing [10], cyber attack identification [36], etc. Unfortunately, an
anomaly is rather challenging to define, especially in the context
of time series data [54]. For the following reasons, it is difficult to
evaluate the performance of an anomaly detection method and to
select the suitable one (with appropriate parameters) for handling
anomalies in real-world scenarios.

The first reason is the complexity and diversity of time series
data [29]. A single timeseries data may be univariate or multivari-
ate, and the latter may have a number of dimensions. Moreover,
the anomalies encountered may be of different types [22]. Several
algorithms have been proposed to detect anomalous behavior using
different techniques, but they often focus on a specific case. For
instance, [25] is only able to find anomalous data points in uni-
variate time series. [7] can handle univariate data streams, but can
only detect anomalous patterns of a certain length. Therefore, after
analyzing the state-of-the-art anomaly detection algorithms, we
classify them into three facets representing the three main features
[5], i.e., data dimension, processing technique, and anomaly type.
We can further divide them into classes under a particular facet, as
shown in Figure 1, to make more detailed comparisons.

The second reason is the lack of thorough testing with the same
datasets on the same platform and with the same metrics. Different
works provide comparisons with different scores, even with the
same basic precision-recall-F1 metric [2]. For example, [52] calcu-
lates F1 score using average precision and average recall, whereas
[1] considers F1 score after threshold adjustment. In addition, the
baselines being compared may be written in a different language
or use different data structures. Therefore, for a fair performance
comparison, systematic experiments should be performed between
methods of the same class in the same test environment, which is
called intra-class comparison.

The third reason arises from the observation that some recent
papers [1, 3, 52, 58] evaluate their methods under point metrics on
datasets with subsequence anomaly. These are essentially point
methods, as an anomaly score is assigned to each data point and
those points whose score is above a threshold are reported as an
anomaly. In addition, to interpret the detection on a subsequence,
they modify the prediction results before evaluation using the point-
adjust [62] method. However, a comprehensive experiment should
be employed to analyze the effects of these measures. In terms of
efficiency, especially in big data applications where time series data
have high dimensions (more than 50) and large scales (more than
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100k), the trade-off between effectiveness and efficiency should be
considered. In particular, the possibility of implementing univariate
models on each data dimension [28] and finding out to what extent
online detectors approximate the performance of batch methods
[12, 44] could receive special attention. Therefore, comparisons
between classes in the same facet, which we call inter-class com-
parisons, are also useful. Finally, the essential features of anomaly
detection algorithms, including robustness in terms of threshold
setting, should be captured in terms of practical applications. Sys-
tematic experiments with different real cases and analysis of the
behavior of these algorithms will be helpful for users.

1.1 Contributions
To the best of our knowledge, this is the first in-depth experimental
study to provide both intra-class and inter-class evaluations. Our
main contributions in this paper are summarized as follows.
(1) We propose a taxonomy of methods for detecting anomalies in

time series based on their essential features in three facets and
six inner classes in Section 2.

(2) We present brief descriptions of 17 state-of-the-art methods
in Section 3. Furthermore, we re-implement 10 of them with
JAVA, refactor all methods with the same code structure, and
build a testing framework to avoid the potential impact.

(3) We provide systematic intra-class comparisons under different
scenarios with real-world and synthetic datasets in Section 4.2,
including (a) effectiveness with point- and range-based metrics,
(b) anomaly rates, (c) data sizes (scalability), (d) dimensions, (e)
anomaly patterns.

(4) We employ inter-class comparisons and draw interesting find-
ings in Section 4.3, like (a) point anomaly methods can also
performwell under subsequence anomaly cases, (b) using range
metrics on subsequence data can lead to more reasonable and
robust results, (c) point-adjust method tends to report ‘false’
higher accuracy results and may mislead analysis.

(5) We analyze the capability of methods under different applic-
ation cases, consisting of (a) the false positives and negatives
they generate, (b) whether they can detect anomalies as early
as possible and provide recommendations in Section 5.

1.2 Related Work

Table 1: Comparison of TAD Experimental Surveys

Exp Survey Dimension
<Uni, Mul, Inter>

Processing
<Batch, Online, Inter>

Anomaly Type
<Point, Range, Inter>

Threshold
Robustness

Application
Guideline

DODDS [57] <%,!,%> <%,!,%> <!,%,%> % %

MD [12] <!,%,%> <%,!,%> <!,!,%> % !

TUD [8] <!,%,%> <!,%,%> <!,%,%> % !

TODS [31] <%,!,%> <!,%,%> <!,!,!> % %

Exathlon [29] <%,!,%> <!,%,%> <%,!,%> ! !

TSB-UAD [47] <!,%,%> <!,%,%> <!,!,%> % %

Meta [44] <%,!,%> <!,!,!> <!,!,%> % !

HPI [49] <!,!,%> <!,%,%> <!,!,%> % !

Our work <!,!,!> <!,!,!> <!,!,!> ! !

We summarize 8 previous experimental studies on time series
anomaly detection and our work in Table 1. The first three columns
represent the fundamental facets covered in the study, e.g., in the
first column, Uni indicates that the work includes univariate detec-
tion methods, Mul stands for multivariate detection methods, while

Inter represents the consideration of comparisons between uni-
variate and multivariate methods. Similarly, <Batch, Online, Inter>
refers to the processing technique, while <Point, Range, Inter>
focuses on the type of target anomaly. Thresholds Robustness in-
dicates whether the work examines the robustness of the compared
methods to thresholding. Finally, Application Guideline indicates
whether the work provides practical guidelines for method selection
in real-world scenarios with different requirements.

In [57], distance-based online detection methods of point out-
liers in data streams are evaluated. However, only efficiency factors
such as CPU time and leakage memory are tested under different
parameters. MD [12] compares runtime and efficacy of different
detection methods for four types of anomalies in real streaming
cases. It serves as a guide for selecting the ‘best’ univariate tech-
nique in terms of real-time and accuracy, but lacks considerations
for the characteristics of the datasets and the type of application.
TUD [8] focuses on supervised methods for univariate data. TODS
[31] revises outlier definitions and proposes a new taxonomy for
anomaly types. It tests batch methods under different anomaly
rates for different types of anomalies, but omits evaluations under
other factors such as data dimensions. Exathlon [29] generates a
novel benchmarking platform. Three deep learning methods are
tested on the proposed datasets with range anomalies and eval-
uated by range metrics [53]. Its major difference to others is the
capability of evaluating explanation discovery results, which is not
covered by our work. Nevertheless, it fails to compare more types
of anomaly detection methods and provide more comprehensive
analysis. TSB-UAD [47] establishes a new benchmark to facilitate
the evaluation of univariate methods and evaluates several batch
methods to demonstrate the robustness of the proposed benchmark,
but does not address multivariate time series cases. The aforemen-
tioned TODS, Exathlon, and TSB-UAD provide novel benchmarks
based on different techniques that present the main contributions
and differences from other studies. Meta [44] presents a qualitative
review of online detectors from different families and proposes a
fair evaluation environment for online and offline detectors over
multivariate data. The goal is to find out to what extent online de-
tectors approximate the performance of offline detectors. However,
it focuses only on unsupervised methods for detecting point anom-
alies (including range anomalies with point metrics) and leaves out
(semi)supervised methods.

HPI [49] makes an exhaustive evaluation of 71 anomaly detec-
tion methods and evaluates them on various datasets with different
types of anomalies. Although it provides a comprehensive evalu-
ation, it still has some untouched areas, which we extend as follows:
(1) They optimize the parameters of all methods globally over the
same well-labeled synthetic dataset, but we tune these parameters
per dataset to get a fairer evaluation with their best performance;
(2) They do not consider the translation of anomaly scores to an-
omaly labels via thresholding, however, we analyze the robustness
of using different thresholding techniques since anomaly identi-
fication is crucial in most real-world scenarios; (3) They simply
implement point and range metrics for point and subsequence an-
omalies, respectively, without deeper analysis. We also perform
the inter-class comparison using a point metric for subsequence
anomalies, which has been widely used in previous studies, and
find insightful results; (4) Their research insights can help users
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Figure 1: Facets and classes of anomaly detection algorithms
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Figure 2: (a) time series and (b) online processing technique

select the optimal algorithm for specific anomaly types, such as
extremum anomalies. We also analyze real-world applications that
are more interested in positive, negative, and early detection cases,
and provide a practical guide for method selection.

The above papers investigate problems of time series anomaly
detection (TAD) from various aspects, but leave room for further
analysis. Theoretical surveys [5, 11, 14, 22] provide a structured
overview of research methods with different emphases. In contrast,
we consider the state-of-the-art methods not covered in these stud-
ies, perform a comprehensive analysis on wider ranges as shown
in Table 1, and obtain contributions as indicated in Section 1.1.

The original papers proposing anomaly detection algorithms
that we compare in our work [1, 3, 6, 7, 17, 19, 24–26, 39, 42, 50,
52, 55, 58, 66, 67] also consist of empirical comparisons. However,
these experiments are limited in terms of datasets, competitors, and
thorough analyzes of precision/recall, efficiency, and sensitivity
compared to our study. We use datasets from these works and
benchmarks from Numenta [34], Exathlon [29], and TODS [31].

2 PRELIMINARIES
2.1 Problem Definition
Anomaly detection in time series data can be defined as follows.

Definition 2.1 (Time series). A time series is a series of data points
indexed in time order. Consider a time series of 𝑛 observations,𝑿 =

{𝒙1, . . . , 𝒙𝑛}. The 𝑖-th observation (data point) 𝒙𝑖 ∈ R𝐷 consists
of 𝐷 dimensions {𝑥1

𝑖
, . . . , 𝑥𝐷

𝑖
} and is observed at timestamp 𝑡𝑖 . A

subsequence 𝑿𝑖,ℓ = {𝒙𝑖 , . . . , 𝒙ℓ−𝑖+1} is a subset of consecutive time
points from time series 𝑿 starting at position 𝑖 with length ℓ .

Definition 2.2 (Anomaly Detection in Time Series). An anomaly
is an observation (or subset of observations) which appears to be
inconsistent with the remainder of that set of data [4]. Anomaly
detection in time series involves finding the abnormal data points
𝒙𝑖 or subsequences 𝑿𝑖,ℓ in the given time series.

2.2 Analysis Facets
The anomaly analysis problems can be categorized in various ways
[22]. In this work, we propose a comprehensive taxonomy consist-
ing of the following three facets, i.e., data dimension, processing
technique, and anomaly type, as shown in Figure 1. For each facet,
we further divide detection methods into classes. The details of
these facets and classes are presented in this section.

2.2.1 Data dimension. The number of time-dependent variables
that an anomaly detection method can consider simultaneously is
its essential feature [5]. Following Definition 2.1, 𝑿 is called as a
univariate time series if 𝐷 = 1 while 𝑿 is a multivariate time
series if 𝐷 > 1.

Scenario 1: High dimension. Theoretically, multivariate methods
can exploit correlations between dimensions, resulting in better
accuracy than univariate methods, which can only treat each di-
mension separately. However, multivariate methods require much
more time, as univariate methods can achieve high efficiency by
parallelizing each dimension. The test on Swat (51 dimensions)
shows that, the univariate method IDK costs 16.50s, while the mul-
tivariate method PBAD takes 125.17s, almost 10 times the time. On
the other hand, [28] implements the LSTM model on each dimen-
sion of the satellite dataset, since LSTMs have difficulty predicting
m-dimensional results accurately when m is large. Therefore, a
systematic inter-class comparisons should be performed to test the
possibility of using univariate methods on multivariate data.

2.2.2 Processing Techniques. A time series can also have an infinite
number of data points (stream). Methods that can handle infinite
time series are called online methods, while those that cannot are
called batch methods. The sliding window is the technique most
commonly used by online methods [57].

Scenario 2: Large Scale. Theoretically, batch methods have higher
accuracy because they can compare all data simultaneously. In con-
trast, online methods can run faster because they process only the
data points in the current window.On the one hand, online meth-
ods can continuously update their models for incremental anomaly
detection to account for the fact that time series characteristics
evolve over time [21, 44]. On the other hand, the efficiency gap,
especially for large datasets, should also be taken into account[40].
Therefore, like [44], we are interested in the extent to which online
methods approximate the performance of batch methods and what
the trade-off between effectiveness and efficiency is.

2.2.3 Anomaly Types. In a time series, data points that deviate
significantly from other observations are called point anomalies.
Subsequences of the time series with less similarity compared to
others are called as subsequence anomalies. The capability of a
method must be evaluated by an appropriate metric related to the
type of anomaly, otherwise misleading results may be obtained
[45, 53]. To compare methods in different cases, we further divide
point and subsequence anomalies into the following patterns [31].

Point Anomaly. Given a time series 𝑿 = {𝒙1, . . . , 𝒙𝑛}. Let |𝒙𝑡 −
𝒙 �̂� | > 𝛿 , where 𝛿 is a threshold and 𝒙 �̂� is the expected value. Global
anomaly indicates that 𝛿 ∼ 𝜎 (𝑿 ), where 𝜎 (𝑿 ) is the standard
deviation of the whole time series. Contextual anomaly with 𝛿 ∼
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Table 2: Anomaly detection methods considered here

Algorithm Mul Process Anomaly Threshold Code Speedup

D
is
ta
nc
e NETS [66] ✓ online point \𝑘 JAVA -

STARE [67] ✓ online point top-\𝐾 JAVA -
NP [24] - batch subsequence top-\𝐾 python 1.5

MERLIN [42] - batch subsequence top-\𝐾 matlab 60

Pa
tte

rn

PBAD [19] ✓ batch subsequence top-\𝐾 python 2.5
LRRDS [26] ✓ batch subsequence cluster r 1
SAND [7] - online subsequence top-\𝐾 C & python 0.3
NormA [6] - batch subsequence top-\𝐾 C & python -

GrammarViz [50] - batch subsequence top-\𝐾 JAVA -
IDK [55] - batch subsequence top-\𝐾 python 20

SHESD [25] - batch point \𝑘 , top-\𝐾 JAVA

D
ee
p
Le
ar
ni
ng

BeatGAN [39] ✓ batch subsequence top-\𝐾 python -
Omni [52] ✓ batch point \𝜏 python -
USAD [3] ✓ batch point \𝜏 python -
GDN [17] ✓ batch point \𝜏 python -
RCoder [1] ✓ batch point \𝜏 python -
TranAD [58] ✓ batch point \𝜏 python -

𝜎 (𝑿𝑡−𝑘,𝑡+𝑘 ) denotes that the such anomaly point is different from
its neighbors in a specific range (window size 𝑘).

Subsequence Anomaly. Here, we assume that the subsequence
𝑋𝑖, 𝑗 = 𝜌 (2𝜋𝜔𝑇𝑖, 𝑗 ) + 𝜏 (𝑇𝑖, 𝑗 ), where 𝜌,𝜔 and 𝜏 represents the basic
shape, trend and seasonality, respectively.Global(shapelet) anomaly
refers to the subsequences with dissimilar basic shapes, which can
be defined as 𝑠 (𝜌, �̂�) > 𝛿 , where 𝑠 is the similarity function [31].
Seasonal anomaly with 𝑠 (𝜔, �̂�) > 𝛿 means that those subsequences
have unusual seasonality compared to the whole series. Trend an-
omaly indicates the subsequences that significantly alter the trend
of the time series, leading to a permanent shift in the mean of the
data, which can be denoted as 𝑠 (𝜏, 𝜏) > 𝛿 .

Scenario 3: Parameter relaxation. Nevertheless, it is difficult to
find a specific pattern of an anomaly in real datasets. Current sub-
sequence methods require the length of the target subsequence
as input [5–7]. However, it is rather difficult to determine such
a parameter without sufficient prior knowledge. In contrast, the
point methods do not require such additional input (the length is
1). Hence, we wonder (1) how powerful point methods are in the
presence of anomalies in subsequences; (2) how well the methods
can detect different patterns of anomalies.

Example 2.3. Point and subsequence anomalies can be univariate
or multivariate. Figure 2(a) shows two univariate point anomalies,
𝑂1 (global) and 𝑂5 (contextual). In terms of patterns, 𝑂3 is a trend
anomaly as it leads to a permanent shift with a lower mean, 𝑂2 is
a seasonal anomaly and 𝑂4,𝑂6 are global anomalies. Data points
in univariate time series 𝑋 = {𝑥1, . . . , 𝑥6} are observed at time
1, 2, 3, 5, 7, 8 in Figure 2(b).Let us set the window size \𝑊 = 4, slide
size \𝑆 = 2. The online method will first process the data points
{𝑥1, . . . , 𝑥4} in the current window. After the processing, {𝑥1, 𝑥2}
in the first slide will be expired and {𝑥5, 𝑥6} in the new slide will
come in, forming a new window containing {𝑥3, . . . , 𝑥6}.

3 ALGORITHMS
Following the proposed taxonomy, we choose the latest represent-
atives for each class: 11/17 of these methods are published since
2020 and 12/17 are not compared in prior works in Section 1.2. We
will briefly introduce them in the class of detection techniques,
i.e., distance, pattern, and deep learning-based and extract their
critical factors. Table 2 lists the properties of each algorithm. The
‘threshold’ column indicates how the threshold for anomalies is set.

3.1 Distance-based Methods
Distance-based algorithms [57] in the literature can detect both
point and subsequence anomalies, but for simplicity we only refer
to point anomalies in the following definitions.

Definition 3.1 (Neighbor). Given a distance threshold \𝑅 , a data
point 𝑥𝑖 is a neighbor of data point 𝑥 𝑗 (𝑥𝑖 ≠ 𝑥 𝑗 ) if the distance
𝑑 (𝑥𝑖 , 𝑥 𝑗 ) ≤ \𝑅 .

Definition 3.2 (Distance-based Outlier). Given a time series 𝑋 ,
a count threshold \𝑘 and a distance threshold \𝑅 , distance-based
outliers are set of data points that have less than \𝑘 neighbors.

The key factors are the distance threshold \𝑅 and the count
threshold \𝑘 , determining the neighbors for each data point and the
anomalies. For online methods, the factors window size \𝑊 and the
slide size \𝑆 affect the performance and are usually set depending
on the size of the dataset. Distance methods for point anomalies
often focus on the scalability problem [57] and utilize different
structures to save running times. NETS [66] employs a set-based
approach following net effect, that data points in a short period of
time are likely to be concentrated in a set of small regions in the
data space. STARE [67] observes that data distributions in many
regions of the data space change little across window slides and
thus skips updating densities in local regions that do not change
significantly.NP [24] uses bagging to robustly discover frequent and
rare subsequences. A nearest neighbor ball technique that replaces
the nearest neighbor distance which is too small with the radius of
such a ball is proposed to provide a robust estimation and solve the
twin freak problem [24], which is not solved in matrix profile [65].
DRAG [64] creates a candidate discord set𝐶 and then searches it for
a list of discords whose nearest neighbor distance is greater than a
hyper-parameter 𝑟 .MERLIN [42] provides a structured search to
set such 𝑟 . Since NETS andMERLIN dominates DRAG, respectively,
in almost all the datasets and hence we only report the former two
here.

3.2 Pattern-based Methods
The so-called pattern represents the regularities in the data, such
as an ordered set of data points that occur frequently in the data,
or a particular distribution. Pattern-based methods [14] are usu-
ally proposed to find subsequence anomalies, which we use in the
following definitions. Point anomalies can be found if the pattern
indicates a distribution.

Definition 3.3 (Pattern-based Outlier). Given a time series 𝑋 , an
anomaly length ℓ and a count threshold \𝐾 , pattern-based outliers
are the set of top-\𝐾 subsequences with length ℓ and the lowest
similarity to the patterns extracted from 𝑋 .

The factors for pattern methods vary depending on how they
define patterns, support, and threshold for anomalies. In general, the
key factors are the support threshold \𝑠𝑢𝑝 , the anomaly threshold
\𝜏 , or the count threshold \𝐾 , which represent the minimum occur-
rence of a pattern, the border of an anomaly, and the rank of scores
that an anomaly achieves, respectively.

ESD [48] computes the Extreme Studentized Deviate test stat-
istic to find anomaly points. SHESD [25] extends ESD by using

486



STL decomposition [13] and replacing the mean and standard de-
viation with more robust median and median absolute deviation.
Considering the seasonality, SHESD outperforms ESD and hence
we only report SHESD. NormA [6], SAND [7] and IDK [55] learn a
normal model (clustering the distribution of normal patterns) and
the similarity distance to the normal model is used as the anomaly
scores for target subsequences. SAND further extends the k-Shape
clustering [46] so that the normal model can be updated from one
batch to the next, making itself an online method. IDK uses Isol-
ation Distributional Kernel [56] to compute the similarity. PBAD
[19] and GrammarViz [50] use rules to extract the normal patterns.
The former presents frequent pattern mining research [68] to find
frequent patterns (whose support is greater than \𝑠𝑢𝑝 ) while the
latter implements two grammar induction methods [33, 43] to gen-
erate a context-free grammar. LRRDS [26] uses recurrence plot
[69] and extracts the subsequence set from the local recurrence
rates (LREC) [63]. The anomaly score is computed by comparing
similarities between statistics in the LREC curve.

3.3 Deep Learning-based Methods
Recently, several deep learning-based methods have been proposed
to detect anomalies in time series [15]. Various architectures have
been developed to capture latent information from temporal and
dimensional aspects.

For reconstruction based methods, after learning a model of the
normal data in the latent space, the test time series is first trans-
formed to the latent space and then reconstructed to the data space.
Finally, the reconstructed values that have a larger distance from
observations will be identified as anomalies. OmniAnomaly(Omni)
[52] proposes a stochastic recurrent neural network by using GRU
to capture complex temporal dependencies between multivariate
observations in data space, and a variational autoencoder (VAE)
to map observations to stochastic variables. USAD [3] presents an
encoder-decoder architecture within a two-phase adversarial train-
ing system (GAN). BeatGAN [39] also provides an interpretable
method that combines autoencoders and GAN to detect anom-
alous subsequences. RCoder [1] introduces an encoder-decoder
framework to learn the bounds of reconstructed signals. The key
difference is that its size of latent space is 1 and a spectral ana-
lysis with Fast Fourier Transform is then applied. TranAD [58]
combines transformer-based encoder-decoder networks with ad-
versarial training. Prediction base methods learn a model from nor-
mal data and then predicts the target value based on the model and
observations before the target time. Finally, the difference between
the predicted value and observation is used as the anomaly score.
GDN [17] employs the Graph Neural Network to learn the de-
pendency relationship between different dimensions and use graph
attention mechanism to make predictions.

3.4 Implementation Notes
Some widely used systems, such as Apache IoTDB [59], can only
support JAVA as built-in functions, and hence we rewrite all non-
deep learning methods in JAVA (except NormA, the existing toolkit
runs differently). We also refactor NETS, STARE, GrammarViz, and
SHESD (in JAVA) and deep learning methods (in Python) with our
data structures to avoid potential impact on efficiency. We remove

Table 3: Real-world and synthetic datasets summary

Real-world Size #Dim Rate% Pattern Avg Length

Po
in
t

Yahoo [35] 1.5k 1 0.7 Contextual -
Twitter [25] 14k 1 0.7 Global -
Stock [57] 10k 1 5 - 25 Mixed -
Tao [57] 568k 3 5 - 25 Mixed -
SMTP [38] 95k 3 0.03 Mixed -
DLR [67] 23k 9 2.2 Contextual -
ECG [67] 112k 32 16.3 Global -

Su
bs
eq
ue
nc
e

Power [30] 35k 1 8.6 Seasonal 750
Sed [7] 100k 1 3.0 Global 64
Taxi [53] 10k 1 10 Global+Seasonal 207
Machine [53] 22k 1 10 Global+Seasonal 567
Exercise [19] 10k 3 15.1 Mixed 140.2
Exathlon [29] 3k 19 17.4 Mixed 64.1
Swat [41] 90k 51 12 Mixed 317.2
Smd [52] 28k 38 9.5 Mixed 336.8

Synthetic Size #Dim Rate% Pattern Avg Length

Po
in
t Uni-point-g 1k-100k 1 5 - 25 Global -

Uni-point-c 1k 1 5 - 25 Contextual -
Mul-point 1k-100k 32 5 - 25 Global -

Su
bs
eq
ue
nc
e

Uni-sub-g 1k-100k 1 5 - 25 Global 50
Uni-sub-s 1k-100k 1 5 - 25 Seasonal 50
Uni-sub-t 1k-100k 1 5 - 25 Trend 50
Mul-sub-g 1k-100k 3/50 5 - 25 Global 50
Mul-sub-s 1k-100k 3/50 5 - 25 Seasonal 50
Mul-cor-g 5k 3 10 Global 50
Mul-ncor-g 5k 3 10 Global 50

POT [51] (selecting threshold automatically) and point-adjust [62]
(modifying predictions before evaluation) to make a fair compar-
ison. Analysis on these changes can be found in Section 4.3.4 and
4.3.5, respectively. The ’Code’ column in Table 2 shows the original
language in which each method was written, while the ‘Speedup’
column shows the increase in efficiency after our implementation
(except SAND, the decomposition tools runs far more slowly). We
verify that the reported anomalies of the methods before and after
our refactor are identical and guarantee reproducibility.

4 EXPERIMENT
This section will first show the experimental settings. Then, insights
found over intra-class and inter-class comparisons are explained.
Similar to [49], we try our best to describe findings from experi-
mental results. However, if a method performs poorly in our evalu-
ation, it does not necessarily mean that its theory is bad, because
the metric and the situation are quite different.

4.1 Settings
We run experiments on a Windows 10 server with a 3.79GHz 12
Core CPU and 128GB RAM. Deep-learning methods are employed
with GPUwithout comparing the efficiency. Others are tested under
a single-core environment to compare running times.

4.1.1 Datasets. We employ widely used real-world datasets with
labels as benchmarks, 7 with point and 8 with subsequence anom-
alies with various sizes, dimensions, anomaly rates (lengths) and
patterns. We also generate synthetic datasets whose base type is
sine, with different anomaly patterns (See Section 2.2.3) according
to the guideline in [31] for the case of the unreliability of anomaly
labels [61]. For point anomaly, we inject global(g) and contextual(c)
outliers. For subsequence anomaly, we add global(g), seasonal(s)
and trend(t) outliers, respectively. The average length is set to 50 by
default, so any algorithm is applicable. In order to avoid the effect
of randomness, we run experiments on synthetic datasets 10 times
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Figure 3: Time cost over various datasets

with different generating seeds and report the average results. The
summary of all datasets can be found in Table 3.

4.1.2 Evaluation Metrics.

Accuracy. Different metrics are used with respect to anomaly
types. 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃

𝑇𝑃+𝐹𝑃 and 𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃+𝐹𝑁 [2] are utilized as

point metrics, where TP, FP, FN are the number of true positives,
false positives, and false negatives, respectively. We choose a re-
cent metric proposed for subsequence anomaly which focuses on
the overlap of predicted anomaly and true anomaly [53] as range
(or subsequence) metric. Specifically, given a set of real anomaly
ranges 𝑅 = {𝑅1, . . . , 𝑅𝑁𝑟

} and a set of predicted anomaly ranges

𝑃 = {𝑃1, . . . , 𝑃𝑁𝑝
}, we have 𝑅𝑒𝑐𝑎𝑙𝑙𝑇 (𝑅, 𝑃) =

∑︁𝑁𝑟
𝑖=1 𝑅𝑒𝑐𝑎𝑙𝑙𝑇 (𝑅𝑖 ,𝑃 )

𝑁𝑟
and

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑇 (𝑅, 𝑃) =
∑︁𝑁𝑝

𝑖=1 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑇 (𝑅,𝑃𝑖 )
𝑁𝑝

. In general, the default set-

ting Flat bias [53] is employed. 𝐹 −𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙

applies for both metrics.

Efficiency. Apart from loading the data from the file and result
evaluation, the total time of all the other procedures will be added
and reported as the time cost of the target method.

4.1.3 Parameter Search. In order to compare methods fairly and
precisely (under best configurations), though all of them are unsu-
pervised methods, we still employ a systematic (hyper)-parameter
search process. Specifically, we design a search space for each para-
meter (including threshold) according to the suggestions in their
paper, e.g., for USAD we tune the latent size with {2, 5, 10, 20} [3]
or based on the distributions of the target dataset. We then split
the dataset into training, validation and test set with a ‘4:1:5’ ra-
tio. It’s worth noting that the training sets are anomaly-free, as
required by [3, 17, 52, 58]. The parameter with the best performance
in validation set will be settled for testing.

4.2 Intra-class Comparisons
Asmentioned earlier, articles presenting newmethods often include
such comparisons, but the variety of cases with respect to factors
and datasets is often limited. For simplicity, we use "Point" to
denote the results of point methods and "Sub" of subsequence
methods. "Summary" stands for the take-away conclusions.

4.2.1 Varying Datasets. We first evaluate the performance of all
methods on different datasets with their best parameters. To obtain
the results of the univariate methods on multivariate data, we run
them separately on each dimension (similar to [52]), and combine
all the reported anomalies. Results are shown in Table 4.
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Figure 4: Varying rates on (a-b) Uni-point-g (c-d) Tao

Point. We can see that NETS always have high accuracy across
all datasets. Stare relies heavily on the parameter indicating the
number of anomaly points in each window. Complex distributions
of real anomalies results in its relatively lower accuracy. As for
deep learning methods, all except RCoder are close to NETS on
Yahoo and perform worse on others. RCoder, which cannot be
used for univariate data due to its mechanism, performs best on
ECG with 32 dimensions but poorly on others whose dimensions
are smaller than nine. Overall, it is surprising that deep learning
methods do not behave well. The possible reason is that the number
of data instances and dimensions are not sufficient to learn a good
model. Figure 3(a) shows the efficiency of each method. We only
show the first 4 datasets, since others are similar. NETS computes
on a selected sub-dimension, making it the most efficient method.
TranAD shows the best time efficiency due to its architecture.
Sub. Multivariate methods PBAD and BeatGAN achieve higher
accuracy than univariate methods on multivariate data. In partic-
ular, univariate methods have high recall but very low precision.
LRRDS performs better than PBAD and BeatGAN only on Sed. This
is because the mean of abnormal patterns in Sed is obviously lower
than that of normal patterns, so LRRDS is easier to identify with
embedding techniques than simple mean and length features. As for
univariate methods,NormA can perform quite well on all univariate
data. MERLIN performs exceptionally well on Power, showing the
capability over seasonality. SAND does not perform well on long
anomalies (e.g., the length of the anomaly in Power is 750). It has to
decompose a large matrix many times if the anomaly has a large
length. We note that it takes much more time when the length of
the anomaly is greater than 100. Both GrammarViz and PBAD use
a pattern mining approach to identify sequence patterns, so they
are comparable on univariate datasets.
Summary. (1) There is no super-algorithm that is suitable for all
cases. (2) Given proper parameters, NETS can perform best in most
cases. (3) PBAD and BeatGAN have better overall accuracy but cost
more time. (4) Deep learning methods do not outperform others on
datasets with complex anomaly patterns.
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Table 4: Accuracy over various datasets

Dataset NETS Stare SHESD TranAD USAD GDN Omni RCoder
P R F P R F P R F P R F P R F P R F P R F P R F

Yahoo 0.727 1 0.842 0.429 0.375 0.400 1 0.625 0.769 0.368 0.875 0.519 0.368 0.875 0.518 0.368 0.875 0.519 0.471 1 0.64 - - -
Twitter 0.739 0.878 0.802 0.203 0.959 0.335 0.260 0.176 0.210 0.737 0.189 0.301 0.205 0.412 0.274 0.484 0.419 0.449 0.079 0.878 0.145 - - -

SMTP 0.400 0.375 0.387 0.294 0.313 0.303 0.001 1 0.003 0.001 0.188 0.003 0.001 0.222 0.002 0.004 0.022 0.007 0.250 0.375 0.300 0.001 0.312 0.001
DLR 0.468 0.424 0.445 0.109 0.517 0.179 0.061 1 0.115 0.115 0.224 0.152 0.115 0.224 0.154 0.118 0.852 0.060 0.180 0.180 0.180 0.030 0.252 0.053
ECG 0.484 0.441 0.462 0.239 0.267 0.252 0.373 0.430 0.399 0.160 0.557 0.248 0.280 0.293 0.286 0.232 0.328 0.272 0.347 0.165 0.224 0.640 0.426 0.512

Dataset PBAD LRRDS BeatGAN SAND NP MERLIN GrammarViz NormA IDK
P R F P R F P R F P R F P R F P R F P R F P R F P R F

Power 0.262 0.758 0.389 0.415 0.248 0.310 0.498 0.340 0.404 0.159 0.156 0.157 0.575 0.575 0.575 0.936 0.998 0.966 0.453 0.222 0.298 0.868 0.810 0.838 0.343 0.244 0.285
Sed 0.310 0.800 0.446 0.597 0.972 0.739 0.690 0.723 0.706 0.657 0.769 0.708 0.695 0.814 0.750 0.505 0.829 0.627 0.435 0.533 0.479 0.435 0.669 0.527 0.938 0.938 0.938
Taxi 0.143 0.664 0.235 0.164 0.463 0.242 0.354 0.437 0.391 0.250 0.242 0.246 0.468 0.498 0.482 0.460 0.460 0.460 0.333 0.135 0.192 0.441 0.533 0.482 0.498 0.373 0.427
Machine 0.227 0.500 0.312 0.073 0.500 0.127 0.521 0.471 0.495 0.100 0.106 0.103 0.009 0.018 0.012 0.143 0.429 0.215 0.197 1 0.33 0.171 0.332 0.226 0.429 0.454 0.441

Exercise 0.495 1 0.662 0.283 0.656 0.396 0.756 0.760 0.758 0.293 0.672 0.408 0.309 0.983 0.470 0.377 0.971 0.543 0.553 0.745 0.635 0.292 0.743 0.420 0.171 0.405 0.245
Exathlon 0.515 0.856 0.643 0.197 0.341 0.250 0.299 0.694 0.418 0.206 1 0.341 0.149 0.993 0.259 0.200 1 0.334 0.147 1 0.256 0.095 0.849 0.170 0.169 1 0.289
Swat 0.185 0.566 0.279 0.286 0.124 0.173 0.340 0.233 0.276 0.082 0.993 0.151 0.055 1 0.104 - - - 0.137 1 0.242 0.063 0.529 0.113 0.041 1 0.079
Smd 0.294 0.303 0.298 0.676 0.098 0.171 0.273 0.235 0.253 0.070 0.925 0.129 0.082 0.980 0.151 0.063 0.732 0.116 0.018 1 0.035 0.088 0.742 0.157 0.085 0.799 0.154
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Figure 5: Varying rates on (a-b) Uni-sub-g (c-d) Mul-sub-s

4.2.2 Varying Anomaly Rate 𝑎%. [61] claims that current datasets
contain too few anomalies for even a simple method to find them.
However, the majority of the data should be normal. Therefore, we
vary anomaly rates from 5% to 25% to test the sensitivity of the
methods on synthetic datasets. The data size is 10k for point and
5k for subsequence anomalies.
Point. As illustrated in Figures 4(a, c), all non-deep learning meth-
ods are relatively stable.NETS perform a bit worse on Tao when the
anomaly rate achieves 25%. Since it is difficult to set an appropriate
\𝑘 and \𝑅 to identify the anomalous points because they also have
a similar number of neighbors as normal points. On the contrary,
most deep learning methods achieve a better result with increasing
anomaly rate. This may be because TranAD, USAD, andGDN fail to
learn a good model (even with the best parameter via grid search)
and tend to predict more points as anomalies. Therefore, more false
positives become true positives when the anomaly rate increases.
Omini and RCoder manage to learn a better model and perform
well on Uni-point-g and Tao, respectively.
Sub. Figures 5(b, d) show that, the time costs of all methods re-
main constant for both univariate and multivariate data, except
for MERLIN and GrammarViz, which is due to the fact that the
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Figure 6: Varying sizes on (a-b) Uni-point-g (c-d) Tao

time complexity of MERLIN and GrammarViz is linearly related
to the number of anomalous subsequences. When we compare the
results of the different methods, we find that most of them, such as
PBAD, remain stable or perform better when the anomaly rate is
lower, but gradually become worse as the anomaly rate increases.
In contrast, LRRDS and BeatGAN performs even better at a higher
anomaly rate, which is due to the reduction of false positives caused
by rough recognition of anomaly point.
Summary. (1) Methods are stable when anomaly is rare (< 25%),
which is different to the statements about random detection in [44].
(2) A method may perform better as anomaly rate increases since
the large number of the reported false positives can become true
positives. (3) Anomaly rate shows little effect on the efficiency.

4.2.3 Varying Data Size 𝑛. To check the sensitivity and scalability
against the data size, we run experiments by varying data sizes
from 1k to 100k on real and synthetic datasets with 10% anomalies.
Point. The results in Figures 6(b, d) show that all methods cost
more time as the data size increases. In terms of accuracy, they
show consistent results against the data size. It is noted that SHESD
makes exceptions in some cases. Stare and NETS are the two fastest
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Figure 8: Varying dimensions on (a-b) ECG (c-d) Swat

methods. The latter two algorithms take advantage of the “set effect"
that skips additional updates when new data arrives.
Sub. As can be seen in Figure 7, most pattern-based methods show
unstable results for small (e.g., 5k) because it is difficult to extract
patterns. When the data is large enough, the results of the sub-
sequence methods are usually quite consistent. LRRDS reflects the
same trend in Section 4.2.2. We do not report the results of LRRDS
after 20k because it is out of memory and do not report the results
of MERLIN after 10k because it takes more than a day to run. Both
of them show poor scalability.
Summary. (1) Stare, NETS, and NormA have good efficiency (also
referred to the results in Figure 3). (2) Small data size (< 10k) may
lead to unstable results for subsequence methods. (3) We recom-
mend IDK when the data size is more than 50k because it provides
good scalability and stable performance.
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4.2.4 Varying Data Dimension |𝐷 |. Here we perform experiments
on real datasets by varying the dimensions of the data.
Point. Figures 8(a-b) show that all methods have better results with
larger dimensions. Besides, we need to adjust the parameter \𝑅 with
the change in dimension to get a reasonable result. We also retrain
the models of the deep learning methods, which results in all but
RCoder remaining stable as the data dimension increases. RCoder
has more reference data and estimators with more data dimensions,
which significantly increases its accuracy. In terms of efficiency, all
distance-based methods cost more time as the dimension increases,
since it is more expensive to compute the distance.
Sub. The result of the subsequence anomaly can be checked in
Figure 8(c-d). LRRDS applies dimensional compression and exhibits
great scalability. In contrast, PBADmust extract the features in each
dimension, which results in a significantly higher time overhead as
the dimension increases. Since the anomaly is localized differently
in each dimension of Swat, it is not surprising that performance
varies widely across all methods, including BeatGAN.
Summary. (1)LRRDS scales well with data dimension, while NETS,
Stare, and PBAD are significantly affected by it. (2) The sparsity
problem can be handled by a good parameter setting. (3) Since the
number of estimators increases with the data dimension, RCoder
achieves better results with higher dimensions. (4) NETS is recom-
mended when data dimension is limited (< 30). (5) RCoder is a good
choice when data dimension is large (> 30).

4.2.5 Varying Anomaly Patterns. Finally, we test the selected al-
gorithms for different patterns of anomalies.
Point. As shown in Figures 9(a-b), all methods achieve better ac-
curacy for global anomaly (0.618) than contextual anomaly (0.551),
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which is consistent with the common sense. They have similar
efficiency for these two anomaly patterns.
Sub. The result for the subsequence case is shown in Figures 9(c-d).
The average f-measures are 0.550, 0.619, and 0.398 for global, sea-
sonal, and trend anomaly, respectively. Consistent with previous
observations, PBAD and NormA has stable performance across all
patterns. SAND andNP perform particularly well on global and sea-
sonal outliers. Detecting trend outliers is challenging for BeatGAN
and IDK, reflecting the need for improvement of non-stationary
time series. To find out whether there are methods that fit all pat-
terns, we apply the Friedman test [20] and a post-hoc Wilcoxon
test [60] (with 𝛼 = 0.05) to the f-measures for different anomaly pat-
terns. First, the Friedman tests yield a p-value greater than 0.05 and
thus do not indicate that these methods are significantly different.
Figure 10 shows the critical difference diagram[16] for the global
anomaly as an example. Methods that are not connected by a bold
line differ significantly in their average ranks. This proves that for
a single anomaly pattern there is a particular method that clearly
outperforms the others. For example, NP not only achieves first
place for global outliers, but also significantly outperforms others.
Summary. (1) In point methods, global anomalies are easier to
detect than contextual ones. (2) In subsequence methods, seasonal
anomalies are easiest to find, while trend anomalies are hardest
to find. (3) No one method fits all patterns. But certain methods
are clearly better than others for a particular anomaly pattern, e.g.,
NP performs best for the global anomaly. (4) SAND and IDK are
not suitable for non-stationary time series (with trend anomaly).
(5) Distance-based methods are well suited for global and seasonal
anomalies. (6) IDK can also work well for global anomaly, which is
different from RI(8) in [49].

4.3 Inter-class Comparisons
In this section, we will test the performance of methods between
different classes under the same facet. In the data dimension facet,
we run univariate methods separately for each dimension of the
multivariate data and then combine the results. In the processing
technique facet, we run onlinemethods across different window and
slide sizes on datasets larger than 100k and with dimensions larger
than 30. In the anomaly type facet, as mentioned in Section 1, we run
both point and subsequence methods on datasets with subsequence
anomalies under different evaluation metrics to analyze the impact
of the metrics and the adjustment in predictions. In addition, we
also test the impact of thresholds and performance under different
application aspects.

Table 5: Performance on single dimension and combination

Dataset PBAD BeatGAN SAND NP
P R F P R F P R F P R F

Exercise 0.495 1 0.662 0.756 0.760 0.758
Combination 0.220 1 0.360 0.332 0.997 0.498 0.293 0.672 0.408 0.309 0.983 0.47
E_A1 0.357 1 0.526 0.708 0.72 0.714 0.483 0.513 0.498 0.894 0.943 0.918
E_A2 0.389 1 0.560 0.505 0.498 0.501 0.27 0.275 0.272 0.222 0.224 0.223
E_A3 0.352 0.719 0.473 0.249 0.248 0.248 0.192 0.204 0.197 0.196 0.202 0.199

Mul_ncor_g 0.684 1 0.813 0.514 0.753 0.611
Combination 0.097 1 0.178 0.215 0.861 0.344 0.250 0.897 0.391 0.279 0.941 0.431
M_A1 0.092 0.300 0.140 0.219 0.246 0.232 0.315 0.329 0.322 0.377 0.463 0.416
M_A2 0.083 0.390 0.137 0.222 0.355 0.273 0.261 0.353 0.300 0.245 0.368 0.294
M_A3 0.107 0.402 0.168 0.223 0.358 0.275 0.311 0.42 0.357 0.217 0.325 0.260
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Figure 11: Varying (a-b) window sizes (c-d) slide sizes on ECG

4.3.1 Univariate Methods in Multivariate Datasets. As reported in
Section 4.2.1, the point method SHESD lags far behind multivariate
ones, therefore, we focus on the subsequence case.
Settings. If the detected anomalies in different dimensions overlap
after combination, we merge them into a large range(subsequence)
as the final result. Following the same logic, we also runmultivariate
methods (PBAD and BeatGAN) for each dimension separately and
combine the detected anomalies for direct comparison, the results
of which are displayed in the ‘Combination’ column in Table 5.
We note that anomalies in Exercise (similar results are observed
in other real datasets) always occur in all dimensions at the same
position. Therefore, we test the effects of such ‘overlap’ on another
synthetic data. The ‘ncor’ indicates that positions of the generated
anomalies are different in each dimension. ‘A1-A3’ denote the three
dimensions.
Results. Compared with the results on each dimension and after
combination, most of the methods have a promotion on recall but
a sharp reduction on precision, since the aggregation in each di-
mension will involve in more predicted anomalies (cover more real
anomalies but also much more false positives). Compared with
combined results on the synthetic data, we find out that anomaly
positions (co-occur or not) do not clearly impact the effectiveness
and efficiency. Univariate methods can achieve good results on
some specific dimensions but acts poorly overall, while multivariate
ones perform the opposite, showing the advantage of considering
relationships over dimensions.
Summary. Promotion on efficiency cannot compensate for the
sharp drop in accuracy (we omit efficiency results and show one in
motivating scenario 1). Multivariate methods are better, unless we
have sufficient prior knowledge about specific dimensions.

4.3.2 Online Methods in Batched Time Series. As explained in Sec-
tion 4.2.1, the online method SAND suffers from the iterations of
eigenvalue decompositions and its efficiency is significantly af-
fected. Thus, we focus on the point case.
Settings. We run two experiments in ECG varying window sizes
\𝑊 and slide sizes \𝑆 . Similar results are observed in other datasets.
\𝑆 = 150 in the first case and \𝑊 = 3𝑘 in the second. It should be
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Figure 12: Varying lengths on (a-b) Uni-sub-g (c-d) Uni-sub-s

noted that \𝑆 ≤ \𝑊 always holds. The batch method SHESD is
used as a baseline.
Results. Figure 11(a) shows that the accuracy of NETS first in-
creases and then decreases with increasing window size. The reason
is that if the window size is too small, it is difficult to find enough
neighbors even for a normal data point, leading to false positives.
If the window size is too large, the number of neighbors for a local
anomaly point may exceed the predefined threshold \𝑘 , leading to
false negatives. As can be seen in Figure 11(b), as expected, a lar-
ger window size causes the methods to consume more data points,
which costs more time. One possible explanation for Figure 11(c) is
that a larger slide size increases the variation in the number of an-
omaly points, which decreases the accuracy of Stare. On the other
hand, if the slide size is too large, the intermediate information
stored for NETS changes too much, which also negatively affects
the accuracy. Regarding the efficiency shown in Figure 11(d), Stare
take less time as the slide size increases. NETS cannot exploit the
‘net effect’ when the slide size is equal to the window size. There-
fore, it can take the least time for a medium \𝑆 . It is noted that even
the fastest online method NETS will be ten times slower than the
simple batch method SHESD when \𝑊 = 10𝑘 .
Summary. (1) Larger sizes do not necessarily produce better res-
ults, but cost more time. (2) Online methods can outperform batch
methods under a proper setting, due to the evolvement character-
istic of time series.

4.3.3 Point Methods in Subsequence Anomalies. Subsequence meth-
ods always consider the anomaly length ℓ as an input parameter [7].
However, this affects accuracy to some extent, since subsequence
anomalies in real time series data rarely have a fixed length. In con-
trast, point anomaly methods require no such input (the length is 1).
Therefore, we would like to know the effect of anomaly length and
whether we can perform point methods for subsequence anomalies.
Settings. We use univariate data with injected global and seasonal
anomalies to avoid the effect of dimensions. We omit trend because
they have similar results to seasonal. For brevity, we report only
NETS and TranAD, as other point methods perform similarly.
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Figure 14: Point-adjustmethod

Results. Figure 12 shows the sensitivity of the methods to the
anomaly length ℓ . PBAD does not identify the subsequence whose
length is exactly ℓ , making it different from others. Other methods
claim to achieve the best accuracy when ℓ is similar to the actual
length (ℓ = 50) of the anomalies, which can be seen in Figures 12(a,
c). IDK demonstrates robustness for the input length, while the best
input length at NormA is difficult to predict. It is interesting that
NETS under global patterns (in Figure 12(a)) can also give good
results with much less time (in Figure 12(b)). In Figure 13(a), we
zoom in on 400 data points in the Uni-sub-g dataset and highlight
the actual anomaly in green, while the anomaly identified by the
different methods is highlighted in red. We find out that PBAD
and SAND can cover the whole anomaly subsequence. NETS is
also able to match some true anomaly (on the right), while the
subsequence methods usually have a lag in the result. We perform
another experiment with Uni-sub-s and find similar results for the
subsequence methods in terms of length ℓ . However, point methods
can not give accurate results in such complex cases (in Figure 12(c)).
Combining these two observations, we argue that point methods
facilitate the detection of some global outliers, while anomalous
patterns requiring long-term context are hard to detect.
Summary. (1) Point methods can also work well for global sub-
sequence anomalies with extreme values, which may help relax
the length input requirement. (2) The length parameter ℓ , which
is close to the actual anomaly length, gives good results. Adaptive
input length are needed to deal with real-world situations.

4.3.4 Effect of Metrics and Adjustment. Using point metrics for
datasets with subsequence anomaly will bias the accuracy of many
time series anomaly detection systems by not capturing specific
properties [53]. For a real-time application, it might be more im-
portant to detect the earlier part of an anomaly to reduce response
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Table 6: F-measure w/o point-adjust under different metrics

Algorithm Point Metric Range Metric

Twitter ECG inc/alg Exathlon Uni-sub-g inc/alg Exathlon Uni-sub-g inc/alg

TranAD 0.455 0.224 39.7% 0.245 0.299 6.1% 0.484 0.345 -68.9%
TranAD∗ 0.466 0.397 0.246 0.414 0.246 0.039
USAD 0.274 0.286 31.0% 0.246 0.330 6.1% 0.245 0.365 -44.8%
USAD∗ 0.289 0.448 0.246 0.452 0.245 0.038
Omni 0.138 0.318 36.4% 0.245 0.267 14.3% 0.409 0.240 -53.5%
Omni∗ 0.166 0.483 0.246 0.553 0.246 0.079
RCoder - 0.441 43.0% - - - - - -
RCoder∗ - 0.631 - - - -
GDN 0.449 0.274 26.9% 0.238 0.267 14.7% 0.851 0.239 -69.1%
GDN∗ 0.460 0.410 0.246 0.554 0.246 0.079

NETS 0.802 0.461 25.3% 0.286 0.942 42.8% 0.217 0.942 -28.5%
NETS∗ 0.852 0.666 0.754 1 0.080 1
Stare 0.334 0.252 66.6% 0.253 0.653 14.5% 0.189 0.438 -85.0%
Stare∗ 0.334 0.589 0.312 0.725 0.018 0.090
SHESD 0.209 0.339 82.8% 0.257 0.978 43.8% 0.227 0.979 -29.0%
SHESD∗ 0.510 0.488 0.776 1 0.090 1

inc/data 23.1% 58.3% 18.5% 12.5% -53.4% -54.8%

time [32]. Therefore, the overlap of predicted anomalies and ac-
tual anomalies should be addressed. To deal with interpretations of
such overlaps and the problem of label imbalance, some methods
[3, 52, 58] use a point-adjust method [62] that converts false negat-
ives to true positives. As shown in Figure 14, for each point in the
anomaly segment of the ground truth, if it is detected as an anom-
aly by the proposed algorithm, all observations in the subsequence
will be considered to have been correctly detected as anomalies.
Therefore, such a method ignores latency and reports much higher
accuracy than it actually is. RCoder proposes a different way to
adjust predictions [1]. However, we focus on analyzing the more
widely used point-adjust method in this work.
Settings. We conduct experiments with both point (Twitter, ECG)
and subsequence datasets (Exathlon, Uni-sub-g). The results of point
datasets are evaluated by the point metric and the results of sub-
sequence datasets are evaluated by both point and range metrics.
Results with the point-adjust method are denoted by ∗.
Results. Table 6 shows the f-measure in different cases. ‘inc/alg’
gives the average promotion after applying point-adjust method
per method and ‘inc/data’ shows this promotion per data. Point-
adjustmethod can have a great impact on the evaluation as follows:
(1) Overall, the algorithm will have an average promotion of 27.0%
for point datasets and a higher promotion of 31.2% for subsequence
datasets under point metrics. (2) For subsequence datasets with
range metrics, the algorithms have an average negative promotion
of −67.6%. (3) TranAD and Omni have a higher f-measure (0.245)
than GDN (0.238) under the point metric, but GDN performs far
better (0.851) than TranAD (0.484) and Omni (0.409) on Exathlon
under range metric. (4) Stare has a higher f-measure (0.334) than
SHESD (0.209), but after the adjustment, SHESDwill perform better
(0.510) than Stare (0.334) on Twitter. Such inversions can confuse an-
omaly detection systems and influence user preferences in selecting
appropriate methods..
Summary. (1) point-adjust method tends to report ‘false’ higher
results for algorithms and can lead to misleading analyzes. (2) The
use of range metrics on datasets with subsequence anomalies is
preferable as it leads to more reasonable and robust results.

4.3.5 Effect of Threshold. Threshold is a key hyper-parameter for
anomaly detection problems whose effect has seldom been dis-
cussed in existing works, as stated in Section 1.2. We will test the
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Figure 15: Varying thresholds on (a-b) ECG (c-d) Uni-sub-g

Table 7: F-measure w/o POT method

Data Set TranAD TranAD-P USAD USAD-P Omni Omni-P GDN GDN-P

ECG 0.248 0.350 0.286 0.338 0.224 0.345 0.271 0.353
DLR 0.152 0.007 0.154 0.070 0.065 0.070 0.060 0.069
TAO 0.181 0.181 0.180 0.181 0.181 0.181 0.012 0.181
UNI 0.179 0.182 0.158 0.182 0.660 0.181 0.181 0.183

robustness of each algorithm w.r.t. threshold and the impact of the
POT [51] method for automatic threshold selection.
Settings. We unify the threshold setting for all methods in the
following way: let the threshold be the ratio of points/sequences
identified as anomalies. 0% means all are normal, while 100% means
all are anomalies. However, NETS , Stare, and SHESD have different
logic in identifying anomalies (more than one factor is considered),
so we report only other methods in this part. The overall perform-
ance is the area included by the recall and precision curves. Besides,
the results of using POT method are presented in Table 7.
Results. Figure 15(c, d) show the results on Uni-sub-g. We note
that NP, despite having a better best F-measure than NormA, drops
sharply as the threshold approaches 20%. In contrast,NormA shows
better robustness as the curve is smoother. It is interesting to note
that IDK performs best in this experiment, but does not outperform
in Figure 9. The reason for this is that in all other experiments
we perform a grid search on the validation set to find the proper
(hyper)-parameters, but there is a small difference between the
validation set and the test set. As for the point methods shown in
Figures 15(a, b), RCoder shows the overall best performance among
all the deep learning methods, while Omni shows better robustness.

In terms of the impact of POTmethod,GDN always have a better
result after using it. Other methods show different preferences on
different datasets. In around 55% cases, POT can achieve similar or
slightly better results than grid search on validation set.
Summary. (1) Automatic threshold selection methods can still be
improved to take effect in practical uses. (2) IDK has the best overall
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Figure 17: Early detection under Front metric

performance, while NormA is more robust, specifically when the
threshold is above 20%. (3) RCoder has the best overall performance,
while Omni is more robust.

4.3.6 Application. In this section, we focus on anomaly detection
in real-world applications. Scenario 1: Some applications are more
interested in positive outcomes, such as cancer detection, where
we do not want cancer patients to go undetected. Others are more
interested in negative outcomes, such as when we do not want a
good email to become spam. Scenario 2: In the previous study, we
assumed that all positions of an outlier range are equally important.
Therefore, larger overlaps lead to a higher score of the metric. How-
ever, in practice, there are many situations where early response is
critical, e.g., cancer detection or real-time systems.
Settings. We employ experiments on all real datasets with point
and subsequence methods for Scenario 1, where 𝐹𝑃𝑅 = 𝐹𝑃

𝑇𝑁+𝐹𝑃 ,
𝐹𝑁𝑅 = 𝐹𝑁

𝑇𝑃+𝐹𝑁 . Scenario 2 is particularly suitable for subsequence
methods. Flat denotes the metric with the same score for all posi-
tions, while Front assigns more weight to the early positions of the
subsequence anomaly [53].
Results. All algorithms generally have a higher false negative rate
and a lower false positive rate, as can be seen in Figure 16. This
suggests that they are more suitable for negative applications (not
reporting false anomalies) and are more capable of detecting normal
samples than abnormal samples. In particular,NETS andOmni have
low FPR and are recommended for negative cases such as spam de-
tection. On the other hand, TranAD and RCoder are recommended
for positive applications since they manage to report all anomalies.
Similarly, PBAD is more suitable than BeatGAN for such cases due
to its lower FNR.

Figure 17(a) shows the performance of the algorithms under Flat
and Front metrics on Power. (Similar results are observed on other
real-world datasets.) BeatGAN has a higher f-measure than PBAD
under the Flat metric, but achieves a lower score when the Front
metric is used, indicating that it is not suitable for early detection.
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Figure 18: A practical guide for timeseries anomaly detec-
tion

We see similar results in Figure 17(b), where the average compar-
ison is tested over all real datasets. BeatGAN scores a 49% drop
compared to its performance under the Flat metric, showing that it
captures outliers with latency.NP appears to be the best performing
algorithm for early detection, with a performance improvement of
10.99%.
Summary. (1) Specific metrics are required for different scenarios.
(2) All subsequence methods are better suited for negative applica-
tions and PBAD can be selected for positive cases. (3) NP is recom-
mended for early detection. (4) Omni is recommended for negative
applications, while RCoder is better for positive ones.

5 DISCUSSIONS
In this paper, a taxonomy of anomaly detection methods is presen-
ted and systematic experimental intra- and inter-class comparisons
are proposed. Detailed findings are shown in the Summary part of
Section 4. We first summarize these findings into a practical guide
and finally highlight some research opportunities below.
A Practical Guide. A practical guide for timeseries anomaly de-
tection is presented in Figure 18 based on the experimental findings
on various aspects like type of anomaly, dimensionality, type of
application etc. Such a guide is formed according to current work
and future work is still encouraged.
Explainability. The explainability of anomaly detection methods
has raised many concerns in recent years [37]. A decision maker
may be more interested in the cause of the occurrence of outliers so
that they can take appropriate action, especially in the area of IoT
data [27]. Developing a method that provides both high accuracy
and reasonable explainability may be of interest for future work.
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