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ABSTRACT
Existing Graph Neural Network (GNN) training frameworks have

been designed to help developers easily create performant GNN

implementations. However, most existing GNN frameworks assume

that the input graphs are static, but ignore that most real-world

graphs are constantly evolving. Though many dynamic GNN mod-

els have emerged to learn from evolving graphs, the training process

of these dynamic GNNs is dramatically different from traditional

GNNs in that it captures both the spatial and temporal dependencies

of graph updates. This poses new challenges for designing dynamic

GNN training frameworks. First, the traditional batched training

method fails to capture real-time structural evolution information.

Second, the time-dependent nature makes parallel training hard to

design. Third, it lacks system supports for users to efficiently im-

plement dynamic GNNs. In this paper, we present NeutronStream,

a framework for training dynamic GNN models. NeutronStream

abstracts the input dynamic graph into a chronologically updated

stream of events and processes the streamwith an optimized sliding

window to incrementally capture the spatial-temporal dependen-

cies of events. Furthermore, NeutronStream provides a parallel

execution engine to tackle the sequential event processing chal-

lenge to achieve high performance. NeutronStream also integrates

a built-in graph storage structure that supports dynamic updates

and provides a set of easy-to-use APIs that allow users to express

their dynamic GNNs. Our experimental results demonstrate that,

compared to state-of-the-art dynamic GNN implementations, Neu-

tronStream achieves speedups ranging from 1.48X to 5.87X and an

average accuracy improvement of 3.97%.
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1 INTRODUCTION
Graph Neural Networks (GNNs) [6, 18, 26, 30, 52, 60, 62, 64, 69] are

a class of deep learning models designed to learn from graph data.

GNNs have been widely adopted in various graph applications, in-

cluding social networks analytics [8, 59], recommendation systems

[35, 67], and knowledge graphs [39, 49]. Most of the existing GNN

models assume that the input graph is static. However, real-world

graphs are inherently dynamic and evolving over time. Recently,

many dynamic GNN models [20, 27, 28, 34, 45, 51, 57, 63, 79] are

emerged as a promising method for learning from dynamic graphs.

These models capture both the spatial and temporal information,

which makes them outperform traditional GNNs in real-time ap-

plications, such as real-time fraud detection [57], real-time recom-

mendation [20], and many other tasks.

In dynamic GNNs, the dynamic graph is modeled as a sequence

of time-stamped events, each event representing a graph update

operation. Each event is associated with a timestamp indicating

when it occurs and an update type, e.g., an addition/deletion of a

node/edge or an update of a node/edge’s feature. Dynamic GNNs

encode the information of each event into dynamic node embed-

dings chronologically. The training process of dynamic GNNs is

dramatically different from traditional GNNs in that it has to con-

sider the temporal dependency of events. Existing dynamic GNNs

[19, 28, 51] are implemented on top of general DNN training frame-

works, e.g., Tensorflow [5] and PyTorch [41]. However, the complex

spatial-temporal dependencies among events pose new challenges

for designing dynamic GNN frameworks.

First, the traditional batched training mode adopted by exist-

ing DNN frameworks may fail to capture the real-time structural

evolution information. Batched training mode periodically packs

new arrival events into a training batch and trains the model using

these batches incrementally. However, this method forcibly cuts

off the stream and ignores the spatial locality between events in

two consecutive batches, which may lead to a decrease in model

accuracy. Figure 1(a) illustrates a motivating example on a dynamic

social network graph, which contains six consecutive interaction
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Figure 1: Traditional batched training vs. sliding-window based training for graph streams.

events concentrated in the rectangular area. In the batched training

mode, as shown in Figure 1(b), these six events with spatial locality

are split into two independent batches. With an initial parameter

matrix𝑊 (0) , the first batch with events {𝑒1, 𝑒2, 𝑒3} is trained in

two epochs, and the parameter matrix is updated twice to obtain

𝑊 (2) . The second batch with events {𝑒4, 𝑒5, 𝑒6} is then trained in

two epochs to obtain𝑊 (4) . In this way, the spatial dependency

between cross-batch events (e.g., 𝑒3 and 𝑒4) cannot be captured,

thereby impacting the model accuracy.

Second, the sequential nature of time-dependent events makes

parallelism optimization hard to design. The existing open-source

dynamic GNN implementations [19, 28, 51] are based on the ma-

ture DNN or GNN frameworks (e.g., Pytorch [41] and DGL[55]).

They adopt vanilla sequential iterative processing, which suffers

from sub-optimal performance and can hardly benefit from modern

parallel architectures. For example, the DyRep [51] implementation

in PyTorch takes 60.45 seconds with a single thread for an epoch on

the GitHub dataset [4], but it takes 60.89 seconds with 20 threads,

which is even longer than single-thread execution, indicating the

lack of parallelization support.

Third, there lacks a user-friendly programming abstraction for

implementing dynamic GNNs. The training of dynamic GNNs

highly relies on efficient dynamic storage for maintaining dynamic

graphs, which is not a standard module in traditional GNN frame-

works. Users have to implement their own store to maintain graph

topology and multi-versioned embeddings. For example, in the

Dyrep [51] model, users have to implement data structures to sup-

port the storage of timestamps, the update of graph and node em-

beddings, and complex graph operations such as accessing a node’s

neighbor nodes and their embeddings. This requires much redun-

dant coding work and is error-prone. Therefore, it is desirable to

have a set of specific APIs for implementing dynamic GNNs and

an efficient framework that supports common modules used in

dynamic GNN training.

To address the above problems for dynamic GNN training, we

make the following contributions.

Contribution 1. We propose a new incremental learning mode

with a sliding window for training on graph streams. We rely on a

sliding window to select consecutive events from the graph stream

feeding to the model training. The window is sliding as new update

events arrive and the processed stale events outside of the window

can be dropped, so that the freshness of themodel can be guaranteed

and the evolving information and temporal dependencies can be

well captured. For example, in Figure 1(c), a window of 3 events as

training samples are trained for one epoch, and then the window

slides with a sliding stride of 1. The window size can be adaptively

adjusted for capturing the complete spatial dependencies.

Contribution 2. We propose a fine-grained event parallel exe-

cution scheme. We leverage the observation that each event only

affects a small subgraph, and there is no read-write conflict between

multiple events if their affected subgraphs do not intersect. Based

on this observation, we build a dependency graph analysis method

that identifies the events having no node-updating conflicts and

processes them in parallel. In this way, training performance can

be enhanced through fine-grained event parallelism.

Contribution 3. We deliver a dynamic GNN training framework

NeutronStream. NeutronStream integrates sliding-window training

method and dependency-graph-driven event parallelizing method.

Moreover, NeutronStream integrates a built-in graph storage struc-

ture that supports dynamic updates and provides a set of easy-to-

use APIs that allow users to express their dynamic GNNs with

lightweight engineering work.

We evaluate NeutronStream on three popular dynamic GNN

models, DyRep, LDG, and DGNN. The experimental results demon-

strate that our optimized sliding-window-based training brings

0.46% to 6.31% accuracy improvements. Compared with their open-

sourced implementations on PyTorch, NeutronStream achieves

speedup ranging from 1.48X to 5.87X.

2 PRELIMINARIES
2.1 Graph Neural Networks
GNNs operating on graph-structured data aim to capture the topol-

ogy and feature information simultaneously. Given the input graph

𝐺 = (𝑉 , 𝐸) along with the features of all nodes 𝑧 (0) , GNNs stack
multiple graph propagation layers to learn a representation for

each node. In each layer, GNNs aggregate the neighbor informa-

tion from the previous layer, following an AGGREGATE-UPDATE

computation pattern:

ℎ
(𝑙 )
𝑣 = AGGREGATE

(
{𝑧 (𝑙−1)𝑢 | (𝑢, 𝑣) ∈ 𝐸},𝑊 (𝑙 )𝑎

)
, (1)

𝑧
(𝑙 )
𝑣 = UPDATE

(
𝑧
(𝑙−1)
𝑣 , ℎ

(𝑙 )
𝑣 ,𝑊

(𝑙 )
𝑢

)
, (2)

where 𝑧
(𝑙 )
𝑣 represents the embedding of node 𝑣 in the 𝑙-th layer.

The AGGREGATE operation collects and aggregates the embedding

of 𝑣 ’s incoming neighbors to generate the intermediate aggregation

result ℎ
(𝑙 )
𝑣 . The UPDATE operation uses ℎ

(𝑙 )
𝑣 and the (𝑙 − 1)-th layer
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embedding of 𝑣 to compute node 𝑣 ’s new embedding in the 𝑙-th

layer, where𝑊
(𝑙 )
𝑎 and𝑊

(𝑙 )
𝑢 are model parameters in the 𝑙-th layer.

2.2 Graph Streams
A graph stream is used to abstract the dynamic behavior of a graph

over time. It can be formalized as a pair (𝐺 (0) , 𝐸𝑣𝑡), where 𝐺 (0) =
(𝑉 (0) , 𝐸 (0) ) is the initial state of a graph at time 𝑡0 and 𝐸𝑣𝑡 is a

streaming of graph update events {𝑒 [0], 𝑒 [1], 𝑒 [2], . . .} ordered by

occurrence time. Each update event can be represented as a tuple

(𝑢, 𝑣, 𝑡,𝑇 ) where 𝑢 and 𝑣 are the nodes involved in the event (an

edge update involves two nodes and a node update only involves a

single node), 𝑡 is the event occurred timestamp, and𝑇 indicates the

type of update operations, such as node/edge’s addition/deletion

and the update of node/edge’s feature.

Another commonly used method for modeling a dynamic graph

is to represent it as a sequence of static graph snapshots, denoted as

𝐺 = (𝐺 (𝑡0 ) ,𝐺 (𝑡1 ) ,𝐺 (𝑡2 ) , · · · ). Each snapshot 𝐺 (𝑡𝑖 ) = (𝑉 (𝑡𝑖 ) , 𝐸 (𝑡𝑖 ) )
denote the graph consisting of nodes 𝑉 (𝑡𝑖 ) and edges 𝐸 (𝑡𝑖 ) formed

before time 𝑡𝑖 . Each snapshot 𝐺 (𝑡𝑖 ) is created by incorporating

dynamic information Δ𝐺 (𝑡𝑖 ) between time intervals 𝑡 (𝑖−1) and
𝑡 (𝑖−1) + Δ𝑡 on the previous snapshot 𝐺 (𝑡𝑖−1 ) .

This snapshot-based method cannot represent the complete evo-

lution process of a graph [17, 37, 45, 79]. A snapshot only represents

the structure at one particular time period, which can result in the

loss of dynamic information. For example, if there are two update

operations to add and then delete an edge between two nodes, the

snapshot can only record that there is no edge between them, with-

out capturing the dynamic change. In addition, this method cannot

capture temporal dependency information within time intervals Δ𝑡
because the temporal dependency of intra-snapshot updates is not

maintained. The temporal dependency information is important

for modeling and prediction of dynamic graphs [36]. For example,

in user-item networks, recent purchases and browsing records are

more likely to represent a user’s latest favor, which can provide

more accurate real-time recommendations for this user [20]. Com-

pared with the snapshot-based method, graph streams can record

all dynamic information of a graph and the temporal dependency

between them, so graph streams are more general. Therefore, in

this work, we focus on dynamic GNNs on graph streams.

2.3 Dynamic GNN Training Abstraction
We find that the dynamic GNN models [20, 27, 28, 34, 45, 51, 57, 63,

79] designed for graph streams adopt the traditional batched train-

ing mode to learn parameters. Each batch consists of a sequence of

historical events {𝑒 [1], 𝑒 [2], . . . , 𝑒 [𝑛]}. The learning process can be

abstracted as an event-based dynamic GNN training process, which

is summarized in Algorithm 1.

It starts from a initial state with graph 𝐺 (0) and the correspond-

ing node embedding 𝑍 (0) at time 𝑡0. During training, the events

are processed sequentially chronologically (Line 1-14). First, the

algorithm updates the graph topology based on the event nodes

and event type of the currently scheduled event (Line 2-3) and gets

the event-affected subgraph (Line 4). The computation of an event

involves a subgraph, including the event nodes and their neighbors.

Neighbors typically consist of one-hop neighbors, while a few al-

gorithms consider neighbors up to 𝑘-hop neighbors such as JODIE

Algorithm 1: Event-based Dynamic GNN Training (Per

Epoch)

Input : Initial parameters𝑊 = {𝑊𝑎,𝑊𝑢 ,𝑊𝑝 } for aggregation, update, and
propagation, respectively, initial graph𝐺 (0) = (𝑉 (0) , 𝐸 (0) ) , initial
node embeddings 𝑍 (0) = {𝑧 (0)𝑣 | 𝑣 ∈ 𝑉 (0) }, a sequence of events
{𝑒 [1], 𝑒 [2], . . . , 𝑒 [𝑛] } where 𝑒 [𝑖 ] = (𝑢, 𝑣, 𝑡𝑖 ,𝑇 ) , and a set of

training sample labels 𝑌

Output :Updated parameters𝑊 ′ = {𝑊 ′
𝑎,𝑊

′
𝑢 ,𝑊

′
𝑝 }, updated graph𝐺 (𝑛) ,

and updated node embeddings 𝑍 (𝑛)

Forward:
1 for 𝑒 [𝑖 ] ← 𝑒 [1] to 𝑒 [𝑛] do
2 {𝑢, 𝑣, 𝑡𝑖 ,𝑇 } = 𝑝𝑎𝑟𝑠𝑒 (𝑒 [𝑖 ] ) ;
3 𝐺 (𝑖 ) = UpdateGraph

(
𝐺 (𝑖−1) , (𝑢, 𝑣) ,𝑇

)
;

4 E𝑒 (𝑉𝑒 , 𝐸𝑒 ) = GetSubgraph
(
𝐺 (𝑖 ) , (𝑢, 𝑣)

)
;

5 Δ𝑡𝑢 = 𝑡𝑖 − 𝑡𝑢 ; Δ𝑡𝑣 = 𝑡𝑖 − 𝑡𝑣 ; 𝑡𝑢 = 𝑡𝑖 ; 𝑡𝑣 = 𝑡𝑖 ;

6 ℎ𝑢 = Aggregate
(
{𝑧 (𝑖−1)𝑤 | (𝑤,𝑢 ) ∈ 𝐸𝑒 },𝑊𝑎

)
;

7 ℎ𝑣 = Aggregate
(
{𝑧 (𝑖−1)𝑤 | (𝑤, 𝑣) ∈ 𝐸𝑒 },𝑊𝑎

)
;

8 𝑧
(𝑖 )
𝑢 = UpdateEmb

(
ℎ𝑢 , 𝑧

(𝑖−1)
𝑢 , ℎ𝑣 , Δ𝑡𝑢 ,𝑇 ,𝑊𝑢

)
;

9 𝑧
(𝑖 )
𝑣 = UpdateEmb

(
ℎ𝑣 , 𝑧

(𝑖−1)
𝑣 , ℎ𝑢 , Δ𝑡𝑣 ,𝑇 ,𝑊𝑢

)
;

10 for each 𝑤 ∈ 𝑉𝑒 \ {𝑢, 𝑣} do
11 𝑧

(𝑖 )
𝑤 =PropUpdate (𝑧

(𝑖−1)
𝑤 , 𝑧

(𝑖 )
𝑢 , 𝑧

(𝑖 )
𝑣 ,𝑊𝑝 )

12 for each 𝑤 ∈ 𝑉 (𝑖 ) \𝑉𝑒 do
13 𝑧

(𝑖 )
𝑤 = 𝑧

(𝑖−1)
𝑤

14 �̂� (𝑖 ) = Predict
(
𝑧
(𝑖 )
𝑢 , 𝑧

(𝑖 )
𝑣

)
;

15 L = 𝑙𝑜𝑠𝑠_𝑓 𝑢𝑛𝑐
(
{�̂� (1) , �̂� (2) , . . . , �̂� (𝑛) }, 𝑌 }

)
;

Backward:
16 {∇𝑊𝑎, ∇𝑊𝑢 , ∇𝑊𝑝 } ← L.𝑏𝑎𝑐𝑘𝑤𝑎𝑟𝑑 ( ) ;
17 update {𝑊 ′

𝑎,𝑊
′
𝑢 ,𝑊

′
𝑝 } based on {∇𝑊𝑎, ∇𝑊𝑢 , ∇𝑊𝑝 };

[20], TGN [45]. Next, the algorithm computes the time intervals

of the event nodes 𝑢, 𝑣 and updates their time points, respectively

(Line 5). Δ𝑡𝑢 and Δ𝑡𝑣 represent the time elapsed since 𝑢’s previ-

ous interaction and 𝑣 ’s previous interaction, respectively, and are

used as input to indicate the frequency of their interaction. Then,

the algorithm computes the aggregated neighborhood embedding

for each event node (Line 6-7). The aggregated neighborhood em-

beddings capture rich structural information, which is key to any

representation learning task over graphs. The algorithm then com-

putes the new embeddings {𝑧 (𝑖 )𝑢 , 𝑧
(𝑖 )
𝑣 } for the event nodes based on

the aggregated neighbor representation {ℎ𝑢 , ℎ𝑣}, old embeddings

{𝑧 (𝑖−1)𝑢 , 𝑧
(𝑖−1)
𝑣 } and the time interval {Δ𝑡𝑢 ,Δ𝑡𝑣} (Line 8-9).

The updated embeddings are then propagated to their neighbors

(Line 10-11). This step is specific to dynamic GNN diffusion models

like DGNN [28]. The updated event node embeddings are used as

the input for downstream tasks such as link prediction and node

classification (Line 14). The set of predicted labels 𝑦 (𝑖 ) and the

set of ground-truth labels 𝑌 are used to calculate the loss value

after executing 𝑛 events (Line 15). The link prediction task refers

to predicting new edges between nodes based on historical events,

typically without ground-truth labels. A common approach is to

use negative sampling to construct negative samples and take the

edge between event nodes as the positive sample. After generating

positive and negative samples, the training of link prediction can be

transformed into a binary classification problem. The parameters

of the model are updated based on the loss (Line 16-17). Compared

with traditional GNNs, learning dynamic node embeddings is more

challenging due to complex time-varying graph structures.
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Algorithm 2: Incremental Training with Sliding Window

Input :𝑊 (0)
,𝐺 (0) , 𝑍 (0) , {𝑒 [1], 𝑒 [2], . . . , 𝑒 [𝑚] }, 𝑌 , fixed window size 𝑠 ,

and stride 𝑑

Output :𝑊 (𝑚)
,𝐺 (𝑚) , and 𝑍 (𝑚)

1 𝑖 ← 0; //window start position

2 while 𝑖 ≤ 𝑚 do
3 𝑗 = (𝑖 + 𝑠 <𝑚)?(𝑖 + 𝑠 ) :𝑚; //window end position

4 {𝑊 ( 𝑗 ) ,𝐺 ( 𝑗 ) , 𝑍 ( 𝑗 ) } = DyGNN
(
𝑊 (𝑖 ) ,𝐺 (𝑖 ) , 𝑍 (𝑖 ) , {𝑒 [𝑖 ], 𝑒 [𝑖 + 1],

. . . , 𝑒 [ 𝑗 ] }, 𝑌
)
; //Algorithm 1

5 𝑖 ← 𝑖 + 𝑑 ; //window start position in next round

2.4 Limitations of Existing Frameworks
In many applications, a graph stream is a sequence of events that

grows over time. To keep the model fresh, continuous training is

crucial. However, existing dynamic GNN models are mainly imple-

mented on general DNN or GNN frameworks [5, 41, 55]. They only

support offline training based on events within a past time window

because they lack an effective data structure to support the evolv-

ing graph topology. TGL [75] is a training framework designed for

temporal GNNs, but it is also an offline training framework that

requires storing the entire dynamic graph statically before training.

Therefore, TGL needs to obtain all event information in advance

to build the graph structure, which loses the flexibility to support

dynamic graph updates. Additionally, TGL adopts an intra-batch

parallel method, which breaks temporal dependencies between

events and reduces model accuracy. To address these limitations,

we propose NeutronStream, the first dynamic GNN framework

supporting graph streaming training. We also propose a parallel

execution scheme that guarantees temporal dependencies between

events to accelerate model training.

3 DYNAMIC GNN TRAININGWITH SLIDING
WINDOW

In this section, we propose an event-based training mode with

a sliding window, which helps capture the spatial and temporal

dependencies between events in a timely manner. Furthermore, we

improve the basic sliding window method by adaptively adjusting

the window size, aiming to include all relevant events in a window.

3.1 Incremental Mode with Sliding Window
In a streaming scenario, we assume update events are coming con-

tinuously. The key design to support training in this scenario is that

we design a sliding window to select a set of training events chrono-

logically from the input event stream. This training method is a

continuous process until all events are trained or can be designed

as an online process continuously accepting new update events.

Algorithm 2 depicts the training process on a finite event stream

{𝑒 [1], 𝑒 [2], . . . , 𝑒 [𝑚]} given the initial model parameters𝑊 (0) , the
initial graph structure 𝐺 (0) , and the initial node embeddings 𝑍 (0) .

There are two key parameters to control the sliding window,

including the window size 𝑠 and the stride 𝑑 . For example, in Figure

2 (a), the size 𝑠 = 4 and the stride 𝑑 = 2. The stride 𝑑 determines

how far the window slides each time. The setting of 𝑑 needs to

balance training efficiency and retaining information. Specifically,

when 𝑑 is larger, the model trains faster but loses more information.

The window size 𝑠 determines how much data can be fed into the

Dynamic graph
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Figure 2: Fixed window vs. adaptive window.

model. The naive idea is to set the window size to a fixed value,

and we have a fix-sized event set from the event stream each time.

The algorithm first determines the start and end positions (𝑖 and

𝑗 ) of a window. Then the sequence of events in this window as input,

i.e., {𝑒 [𝑖], . . . , 𝑒 [ 𝑗]}, are fed into the dynamic GNN model DyGNN as

described in Algorithm 1. The model parameters𝑊 (𝑖 ) , the graph
topology𝐺 (𝑖 ) , and the node embeddings 𝑍 (𝑖 ) at time 𝑡𝑖 are also the

input of DyGNN, which will output the updated model parameters

𝑊 ( 𝑗 ) , the updated graph topology 𝐺 ( 𝑗 ) , and the updated node

embeddings 𝑍 ( 𝑗 ) . Then the window slides with a stride 𝑑 to obtain

the start position and end position of the next window. We repeat

the above process until meeting the stream end position𝑚. For an

infinite stream, it will keep receiving new events and launch the

DyGNN for a new window of events continuously.

3.2 Adaptive Adjustment of Window Size
The setting of the window size 𝑠 is a key issue. If 𝑠 is too small, the

window contains little information. If 𝑠 is too large, the windowmay

also introduce noise information, disturbing inference performance

[44]. We notice that there is spatial locality among continuous

events. A continuous segment of events is usually concentrated in

a local area in the graph. For example, in a user-item network, a

person may focus on browsing and purchasing certain items in a

certain period of time, which will generate continuous interaction

events. The model needs to encode the information of these highly

related events into the user’s embedding in time, so this sequence

of correlated events should all be contained in a window, which

cannot be satisfied by a fixed window size. As shown in Figure

2, there are 9 events where event set {𝑒1, 𝑒2, 𝑒3, 𝑒5} occurs in the

green area and event set {𝑒4, 𝑒6, 𝑒7, 𝑒8, 𝑒9} occurs in the orange area.

However, if the window size is a fixed value of 4, the model cannot

learn the spatial locality relations among these events. Figure 2 (a)

shows that none of the three windows can contain one of the event

sets. Therefore, the window size should be dynamically adjustable

to capture the spatial locality, as shown in Figure 2 (b). Therefore,

we propose an algorithm to adaptively adjust the window size for

capturing the spatial locality as shown in Algorithm 3.

The idea of Algorithm 3 is to iteratively judge whether there is

a correlation between the following event outside the window and

the events already contained in the window. The inputs include

an event stream {𝑒 [𝑖], 𝑒 [𝑖 + 1], . . . , 𝑒 [𝑚]}, minimum window size 𝐿,

and maximum window size 𝐻 . 𝐿 and 𝐻 are two hyperparameters

that limit the number of events the window can contain. We adopt

these two hyperparameters to control the amount of events input

into the model training each time. If there is no association between

a sequence of events, we use the minimum size 𝐿 to ensure the

least amount of training data. If there are many associations among

sequential events, this results in more and more events being added
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Algorithm 3: Determination of a Window of Events

Input :Event stream {𝑒 [𝑖 ], 𝑒 [𝑖 + 1], . . . , 𝑒 [𝑚] }, minimum window size 𝐿,

and maximum window size 𝐻

Output :A window of events {𝑒 [𝑖 ], 𝑒 [𝑖 + 1], . . . , 𝑒 [𝑖 + 𝑠 ] }
1 𝑠 ← 0; //window size

2 𝑛𝑜𝑑𝑒𝑠 ← ∅; //a node set for capturing event dependencies

3 while 𝑠 ≤ 𝐻 do
4 𝑗 ← 𝑖 + 𝑠 ; //window end position

5 {𝑢, 𝑣, 𝑡 𝑗 ,𝑇 } = 𝑝𝑎𝑟𝑠𝑒 (𝑒 [ 𝑗 ] ) ;
6 if 𝑠 ≤ 𝐿 then
7 𝑛𝑜𝑑𝑒𝑠 ← 𝑛𝑜𝑑𝑒𝑠 ∪ {𝑢, 𝑣}; //not enough events

8 else if {𝑢, 𝑣} ∩ 𝑛𝑜𝑑𝑒𝑠 ≠ ∅ then
9 𝑛𝑜𝑑𝑒𝑠 ← 𝑛𝑜𝑑𝑒𝑠 ∪ {𝑢, 𝑣}; //spatial dependent event

10 else
11 break;

12 𝑠 ← 𝑠 + 1; //updated window size

13 return {𝑒 [𝑖 ], 𝑒 [𝑖 + 1], . . . , 𝑒 [𝑖 + 𝑠 ] }

to the window, and the window can be infinitely long. Therefore,

we use the maximum size 𝐻 to limit the maximum length of the

window. The output is a window of events {𝑒 [𝑖], 𝑒 [𝑖+1], . . . , 𝑒 [𝑖+𝑠]}.
The algorithm first initializes the set 𝑛𝑜𝑑𝑒𝑠 and 𝑠 , where 𝑛𝑜𝑑𝑒𝑠

represents a set of event nodes already in the window and 𝑠 rep-

resents the number of events already added (Line 1-2). Then the

algorithm sequentially detects whether each event has spatial lo-

cality to events already in the window (Line 3-12). We get an event

𝑒 [ 𝑗] from the event stream based on the index 𝑗 each time (Line

4-5). Next, we perform a judgment for the event 𝑒 [ 𝑗]. If the number

of added events in the window is less than the minimum size 𝐿, this

event is directly added to the window, and the event nodes {𝑢, 𝑣}
are added to the set 𝑛𝑜𝑑𝑒𝑠 (Line 6-7). Otherwise, the algorithm

judges whether there is an intersection between event nodes {𝑢, 𝑣}
of event 𝑒 [ 𝑗] and the set 𝑛𝑜𝑑𝑒𝑠 . If there is an intersection, it means

a locality exists between the 𝑒 [ 𝑗] and the events already in the

window. Therefore, this event should be added to the window (Line

8-9). If neither condition is met, break out of the loop (Line 10-11). If

the number of events in the window reaches the maximum size 𝐻 ,

break out of the loop (Line 3). Finally, we can get the range [𝑖, 𝑖 + 𝑠]
of events in this window, and then we return the window (Line 13).

Based on Algorithm 3, we can put a segment of events with

spatial locality into a window so that the model can learn the local-

ity between events. This algorithm can replace the fixed window

size in Algorithm 2. Another method is to check whether there

is an intersection between consecutive events based on the event

subgraph. However, this method makes dependency analysis more

time-consuming. Moreover, most dynamic GNNs only update event

nodes and do not update their neighbors. Therefore, it is reasonable

to use Algorithm 3 to determine the window.

4 DEPENDENCY-GRAPH-DRIVEN EVENT
PARALLELIZING

When training the dynamic GNN model with a window, the events

in the window are executed chronologically, as shown in Algorithm

1. For example, in Figure 3 (a), a window contains five events. Figure

3 (b) illustrates that the model executes these events sequentially,

leading to a long training time. However, we notice that the com-

putation of an event only involves a subgraph, typically consisting

of the event nodes and their neighbors. If there is no intersection of

subgraphs between two events, they can be executed in parallel. For

example, in Figure 3 (a), the purple area is the subgraph of events

𝑒1 and 𝑒3, and the green area is the subgraph of events 𝑒2 and 𝑒4.

The two areas are disjoint, so events 𝑒1 and 𝑒3 can be executed in

parallel with events 𝑒2 and 𝑒4. This fact brings the opportunity of

parallelism in event processing. In this section, we first analyze the

conditions of event parallelism and give related definitions. We then

propose an algorithm to automatically analyze the dependencies of

events and identify the events that can be executed in parallel.

4.1 Dependency Analysis of Event Processing
The parallel processing of events can be explained by answering

two questions.

Question 1: Why are there dependencies among events?
If there are no read-write conflicts between two operations, the

two operations can be processed in parallel. Therefore, we first

define an event’s read set and write set. As shown in Algorithm 1,

An event 𝑒 = (𝑢, 𝑣, 𝑡,𝑇 ) involves event nodes {𝑢, 𝑣} and their 𝑘-hop
neighbors where 𝑘 is determined by the model. The computation

of an event requires reading and writing information about these

nodes from the graph topology and node embeddings. For example,

Aggregate requires reading the node embeddings of neighbors,

while UpdateEmb requires updating the embeddings of event nodes.

As shown in Figure 3 (a), the event 𝑒1 involves event nodes 1, 2

and their one-hop neighbors 3, 4. Therefore, Aggregate requires
reading the embeddings of neighbors 3, 4, while UpdateEmb requires
writing the embeddings of event nodes 1, 2.

Based on the above analysis, we define Event-Affected Sub-
graph and Event-Triggered Update Set to denote the read range

and the write range of an event, respectively.

Definition 1. Event-Affected Subgraph. For an event 𝑒 =

(𝑢, 𝑣, 𝑡,𝑇 ), it generally needs to read the information of the subgraph
composed of the 𝑘-hop neighbors of the event nodes {𝑢, 𝑣}. We refer
to this subgraph as the 𝑘-hop Event-Affected Subgraph E𝑘𝑒 (𝑉𝑘

𝑒 , 𝐸
𝑘
𝑒 ),

where 𝑉𝑘
𝑒 = {N𝑘

𝑢 ∪ N𝑘
𝑣 } and 𝐸𝑘𝑒 is the set of edges between them.

Definition 2. Event-Triggered Update Set. After processing an
event 𝑒 = (𝑢, 𝑣, 𝑡,𝑇 ), the embeddings of the nodes around𝑢 and 𝑣 need
to be updated. This set of nodes is referred to as the event-triggered
update set and is denoted byU𝑒 .

For example in Figure 3 (a), the 1-hop event-affected subgraph of

event 𝑒1 is E1𝑒1 and𝑉
1

𝑒1
= {1, 2, 3, 4}. Its event-triggered update set is

U𝑒1 = {1, 2}. The 1-hop event-affected subgraph of event 𝑒2 is E1𝑒2
and 𝑉 1

𝑒2
= {5, 6, 7, 8}. Its event-triggered update set isU𝑒2 = {5, 8}.

Based on Definition 1 and Definition 2, we define a dependency

between two events as having a read-write conflict as follows.

Definition 3. Dependencies between events. For any two
events 𝑒𝑖 = (𝑢𝑖 , 𝑣𝑖 , 𝑡𝑖 ,𝑇𝑖 ) and 𝑒 𝑗 = (𝑢 𝑗 , 𝑣 𝑗 , 𝑡 𝑗 ,𝑇𝑗 ) where 𝑡𝑖 < 𝑡 𝑗 , we
have their corresponding event-affected subgraphs, i.e., E𝑘𝑒𝑖 (𝑉

𝑘
𝑒𝑖
, 𝐸𝑘𝑒𝑖 )

and E𝑘𝑒 𝑗 (𝑉
𝑘
𝑒 𝑗
, 𝐸𝑘𝑒 𝑗 ), and event-triggered update sets, i.e.,U𝑒𝑖 andU𝑒 𝑗 .

If 𝑉𝑘
𝑒 𝑗
∩ U𝑒𝑖 ≠ ∅, we say that event 𝑒 𝑗 depends on event 𝑒𝑖 , i.e.,

𝑒 𝑗 ⇒ 𝑒𝑖 .

For example, in Figure 3 (a), the 1-hop event-affected node set

of event 𝑒3 is 𝑉
1

𝑒3
= {1, 2, 3, 4}. The event-triggered update set of 𝑒1
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Figure 3: Execution flow comparison of sequential execution events and parallel execution events. The red arrows represent the newly added
edge. FP represents forward propagation, while BP represents backward propagation. Figure (a) is the 1-hop event-affected subgraph E1𝑒 of
event 𝑒1, 𝑒2, 𝑒3, 𝑒4, 𝑒5. The purple area is the affected subgraph of events 𝑒1 and 𝑒3, and the green area is the affected subgraph of events 𝑒2 and 𝑒4.

is U𝑒1 = {1, 2}. 𝑉 1

𝑒3
∩ U𝑒1 = {1, 2}, which is not an empty set, so

event 𝑒3 depends on event 𝑒1, marked as 𝑒3 ⇒ 𝑒1.

The dependency relationship 𝑒 𝑗 ⇒ 𝑒𝑖 indicates that event 𝑒 𝑗
must wait for event 𝑒𝑖 to complete before executing. Similarly, if

another event 𝑒𝑘 depends on event 𝑒 𝑗 , event 𝑒𝑘 must also wait for

event 𝑒 𝑗 to complete. Therefore, Event 𝑒𝑘 must also wait for event

𝑒𝑖 . Event 𝑒𝑘 further depends on event 𝑒𝑖 , resulting in a dependency

chain, ie. 𝑒𝑘 ⇒ 𝑒 𝑗 ⇒ 𝑒𝑖 . The dependencies between events satisfy

the transitivity theorem. The theorem is as follows.

Theorem 1. Dependency transitivity. For any three events 𝑒𝑖 ,
𝑒 𝑗 and 𝑒𝑘 , if 𝑒 𝑗 ⇒ 𝑒𝑖 , 𝑒𝑘 ⇒ 𝑒 𝑗 , then 𝑒𝑘 ⇒ 𝑒𝑖 .

For a dependency chain 𝑒𝑘 ⇒ 𝑒 𝑗 ⇒ 𝑒𝑖 , non-adjacent events do

not necessarily satisfy Definition 3. For example, in Figure 3 (a), the

event-triggered update set of 𝑒2 isU𝑒2 = {5, 8}. The event-affected
node set of event 𝑒4 is𝑉

1

𝑒4
= {5, 6, 7, 8}.U𝑒2 ∩𝑉 1

𝑒4
= {5, 8}, which is

not an empty set, so event 𝑒4 depends on event 𝑒2. Similarly, the

event-triggered update set of 𝑒4 isU𝑒4 = {7, 8}. The event-affected
node set of event 𝑒5 is 𝑉

1

𝑒5
= {7, 9, 10}. U𝑒4 ∩ 𝑉 1

𝑒5
= {7}, which is

not an empty set, so event 𝑒5 depends on event 𝑒4. Therefore, the

dependencies of these three events form a dependency chain, ie.

𝑒5 ⇒ 𝑒4 ⇒ 𝑒2. However, event 𝑒2 has no read-write conflict with

event 𝑒5, ie.U𝑒2 ∩𝑉 1

𝑒5
= ∅. Therefore, Definition 3 is a sufficient

condition for the dependency. Two adjacent events in a dependency

chain always satisfy Definition 3, so we refer to this dependency as

a direct dependency.

Question 2: Under what conditions can events be paral-
lelized?

Definition 3 and Theorem 1 indicate that if two events are not

in the same dependency chain, they can be executed in parallel.

As shown in Figure 3, the 1-hop event-triggered update set of

event 𝑒1 isU𝑒1 = {1, 2}. The event-affected node set of event 𝑒3 is

𝑉 1

𝑒3
= {1, 2, 3, 4}. Since U𝑒1 ∩𝑉 1

𝑒3
= {1, 2}, which is not an empty

set, so event 𝑒3 depends on event 𝑒1. Therefore, these two events

form a dependency chain, ie. 𝑒3 ⇒ 𝑒1. Similarly, event 𝑒2, event 𝑒4
and event 𝑒5 form another dependency chain, ie. 𝑒5 ⇒ 𝑒4 ⇒ 𝑒2.

Therefore, the events of these two chains can be executed in parallel,

as shown in Figure 3 (c). Parallel training can obviously speed up

model training. However, existing frameworks [5, 41, 55] cannot an-

alyze the dependencies between events and can only process these

events sequentially, causing degraded performance. Therefore, we

propose an algorithm to automatically analyze event dependen-

cies, achieving parallel execution between events while strictly

guaranteeing temporal dependency.
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Figure 4: Event dependency graph. The red arrows represent the
newly added edge, and the dotted line represents the newly added
node. The upper right corner is the evolved Event DependencyGraph.
The lower right corner is the complete event dependency graph,
where nodes of the same color represent a dependency chain.

4.2 Parallelization based on Event Dependency
Graph

We define the Event Dependency Graph to represent dependen-

cies between events as follows.

Definition 4. Event Dependency Graph. An event dependency
graph is denoted as GE = (V, E). HereV is a set of nodes where each
node represents an event. E ⊆ V × V is a set of edges where each
edge represents a dependency. For example, a directed edge (𝑒 𝑗 , 𝑒𝑖 )
indicates that event 𝑒 𝑗 directly depends on event 𝑒𝑖 , i.e., 𝑒 𝑗 ⇒ 𝑒𝑖 .

We introduce a super-node marked 𝑆 as the root node in GE , and
all events depend on it. For example, in Figure 4, a window contains

nine events. Figure 4 depicts the event dependency graph G9E of

these events. For example, edge (1, 𝑆) indicates that 𝑒1 depends on
𝑆 . Similarly, edge (4, 1) indicates that 𝑒4 depends on 𝑒1, and edge

(6, 4) indicates that 𝑒6 depends on 𝑒4. Since event dependencies

are transitive, 𝑒6 also depends on 𝑒1 and 𝑆 . Therefore, these three

events form a dependency chain, i.e., 𝑒6 ⇒ 𝑒4 ⇒ 𝑒1 ⇒ 𝑆 . Similarly,

event set {𝑒2, 𝑒5, 𝑒7, 𝑒8} forms a dependency chain, and event set

{𝑒3, 𝑒9} forms another chain. Therefore, these nine events form

three dependency chains. We can execute events in parallel based

on this dependency graph. Events can be executed in parallel if

they do not belong to the same dependency chain. Therefore, the

events in these three chains can be executed in parallel. To infer the

event dependency graph, we propose an event dependency graph

generation algorithm, as shown in Algorithm 4.

In a dependency chain, the direct dependencies between two

adjacent events always satisfy Definition 3. Therefore, the idea of
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Algorithm 4: Generate Event Dependency Graph

Input :A window of events {𝑒 [1], 𝑒 [2], . . . , 𝑒 [𝑠 ] }
Output :Event dependency graph G

1 initialize G with a root 𝑒 [0]; //for any 𝑒 [𝑖 ], 𝑒 [𝑖 ] ⇒ 𝑒 [0]
2 for 𝑒 [𝑖 ] ← 𝑒 [1] to 𝑒 [𝑠 ] do
3 for 𝑒 [ 𝑗 ] ← 𝑒 [𝑖 − 1] to 𝑒 [0] do
4 if 𝑒 [𝑖 ] ⇒ 𝑒 [ 𝑗 ] then
5 add event dependency (𝑒 [𝑖 ] ⇒ 𝑒 [ 𝑗 ] ) to G;
6 add 𝑒 [ 𝑗 ] to 𝑒 [𝑖 ] .𝑑𝑒𝑝𝑠 [ ];

7 return G;
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Figure 5: Dynamic graph storage design.

Algorithm 4 is to construct a dependency graph by identifying all

direct dependencies. The input is a window of events, and the output

is the event dependency graph of this window. The algorithm first

initializes the dependency graph with a root event 𝑒 [0], where all
events depend on 𝑒 [0] (Line 1). Next, the algorithm sequentially

detects dependencies between each event 𝑒 [𝑖] and the preceding

events 𝑒 [𝑖 − 1] to 𝑒 [0] (Line 2-6). The algorithm iteratively judge

the dependencies between 𝑒 [𝑖] and the events 𝑒 [𝑖 − 1] to 𝑒 [0] (Line
3-6). If 𝑒 [𝑖] depends on 𝑒 [ 𝑗], we add an edge from 𝑒 [𝑖] to 𝑒 [ 𝑗] in the

graph and add 𝑒 [ 𝑗] to 𝑒 [𝑖]’s the dependency set 𝑒 [𝑖] .𝑑𝑒𝑝𝑠 []. Finally,
we can obtain the dependency graph of this window (Line 7).

Next, we can execute in parallel based on this generated depen-

dency graph. We maintain a flag for each event indicating whether

it has been completed. We use two queues, UnExec and Exec, to
manage the execution state of events. UnExec stores events that

have not been executed, while Exec stores events that can be ex-

ecuted in parallel. First, we traverse the generated graph and put

all events into UnExec. Then, the scheduling thread continuously

detects whether the dependency set 𝑑𝑒𝑝𝑠 [] of each event in UnExec
is empty. If the dependency set of an event is empty, it indicates

that the event can be executed immediately. The scheduling thread

moves the event to Exec. Multiple execution threads take events

from Exec and execute them in parallel.

5 NEUTRONSTREAM
5.1 Dynamic Graph Storage
As shown in Algorithm 1, the complex computations of dynamic

GNNs require storage structures that can provide efficient read

and write operations. In the graph streaming training process, the

storage structure also needs to support dynamic updates, such as

node additions and edge additions. However, the mature DNN/GNN

frameworks [5, 41, 55] lack support for dynamic graphs, requiring

users to design and manage dynamic graphs, increasing the burden.

Manually implemented dynamic graphs are typically inefficient

and inflexible. Although there are some dynamic graph storages

[10, 22, 77], they focus on graph analysis workloads and do not na-

tively support storing node vectors. Dynamic GNNs require storage

structures supporting node embedding storage and multi-version

embedding storage for backpropagation. Therefore, we design a

dynamic graph data structure in-out-edge-separated indexed adja-
cency lists and a node embedding data structure multi-version node
embedding to address these requirements, as shown in Figure 5.

Dynamic Graph Storage. We propose a dynamic graph storage

as shown in Figure 5 (a). It efficiently and flexibly stores incoming

and outgoing edges separately for each node because some models

need to access both incoming and outgoing edges like DGNN [28].

Each node has two dynamic arrays to store the incoming and out-

going edges, including source/destination node IDs, edge weights,

and timestamps. Two dynamic arrays ensure that a node’s incoming

and outgoing edges can be visited continuously. However, arrays

suffer from edge lookups by scanning for fine-grained access. For

example, when an event needs to update the timestamp of a spec-

ified edge, we need to scan this array sequentially, and the time

complexity is 𝑂 (𝑛). To accelerate lookups, we maintain Key-Value

pairs of ⟨𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝐼𝐷 → 𝑂𝑓 𝑓 𝑠𝑒𝑡⟩ for edges, indicating edge loca-
tions in arrays. We use Hash Table as the default index because our

data structure with Hash Table provides an average𝑂 (1) time com-

plexity for each fine-grained access. Furthermore, the index does

not hurt the analysis performance of traversing a node’s neighbors

because we can directly access the dynamic array to get all neigh-

bors without involving the index. The structure indexes can directly

locate edges without scanning, which is friendly for insertions and

deletions of an edge. Since we use dynamic arrays to store nodes

and edges, dynamic graph updates are naturally supported.

Multi-Version Node Embedding Storage. To support batch

backpropagation, storing multiple versions of node embeddings

for nodes that are updated multiple times within a batch is neces-

sary. Figure 5 (b) illustrates our proposed multi-version embedding

storage structure, which optimizes storage usage and enables effi-

cient read and write operations. The embedding storage contains

three components: initialized embedding array, updated embedding

arrays, and node version array.

Before training starts, the initial node embeddings are stored in a

dynamic array 𝑍 (0) , marked as version 0. The version number is in-

cremented when the node embedding is updated. We store updated

embeddings with the same version together. Each embedding is

stored as a key-value pair ⟨𝑁𝑜𝑑𝑒𝐼𝐷 → 𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔⟩. We use Hash

Table as the default index to speed up access. The node version

array records the latest node version, indicating in which dynamic

array the latest embedding of each node is stored. For example,

the latest version of node 0 is 0, meaning that we need to find the

latest embedding in 𝑍 (0) . Similarly, the latest version of node 2 is

2, meaning that we need to find the latest embedding in 𝑍 (2) .
Based on this structure, we can quickly access and store the spe-

cific node embedding through two indexes with a time complexity
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of 𝑂 (1). For example, if we want to query the embedding of node

2 with version number 1. We first need to get the latest version

number of node 2 according to the node ID in the node version

array. We can get that the version is 2, which indicates that there is

an embedding with version number 1. We can then locate the em-

bedding in 𝑍 (1) according to the node ID. The multi-version node

embedding storage can support efficient access and modification,

avoid redundant storage and provide users with more flexibility.

5.2 Programming Model and APIs
Implementing dynamic GNN models based on existing NN/GNN

frameworks [5, 41, 55] requires users to implement storage struc-

tures and various complex graph operators manually, which re-

quires high human efforts and is also tedious and error-prone. To

facilitate the management of dynamic graphs, we provide a set of

APIs for accessing the underlying graph storage and node embed-

ding storage. To enable users to focus on implementing the algo-

rithm logic, we abstract the execution process of an event into four

programming interfaces according to Algorithm 1: UpdateGraph,
Aggregate, UpdateEmb, and PropUpdate. Users only need to cus-

tomize these four functions to implement the execution logic of an

event. The details of these APIs are listed in the following.

• DynGraph is the underlying graph storage. It provides various

functions, such as adding an edge (add_edge(uid, vid)), delet-
ing an edge (del_edge(uid, vid)), adding a node (add_node(nid)),
getting an event subgraph (get_subgraph(evt)), and querying

the latest interaction time of a node (query_time (nid)).
• DynEmb is the underlying node embedding storage. It provides

various functions, such as querying a node embedding (index
(nid)) and updating a node embedding (update(nid, upd_emd)).
• UpdateGraph is a user-defined function that updates the graph

structure based on event types, such as adding/removing edges.

The parameters include the dynamic graph dynGraph and an

event evt.
• Aggregate is a user-defined function that computes aggregated

neighbor information for an event node. The parameters include

event subgraph dynSubgraph, the node embedding dynEmb, and
an event node nid.

• UpdateEmb is a user-defined function that computes updated

embedding for an event node. The parameters include event

subgraph dynSubgraph, the node embedding dynEmb, an event

node nid, aggregated neighbor information h_agg, and event

timestamp time.
• PropUpdate is a user-defined function that propagates an event

node’s embedding to neighbors. This function appears in dif-

fusion models, such as DGNN [28]. The parameters include

dynSubgraph, dynEmb, and an event node ID nid.

We can easily represent existing dynamic GNN models with the

above interfaces. For each event node, DyRep [51] needs to update

its embedding based on three parts: Localized Embedding Propaga-

tion, Self-Propagation, and Exogenous Drive. We use UpdateGraph
to update the graph structure based on the update event. Localized

Embedding Propagation needs to aggregate neighbor information,

which can be represented by Aggregate. Self-Propagation and Ex-

ogenous Drive refer to computations based on previous embedding

information and time interval of event nodes, respectively. We

Class DyRep(nn.module):
def __init__(self, h_dim):

# initial parameters include W_h, W_struct, W_rec, W_t 
and attention martix S

# update graph structure based an event
def UpdateGraph(evt, dynGraph):

# compute intensity
# update attention matrix self.S
if evt.type == 'Association’

dynGraph.add_edge(evt.u,evt.v, undir=True)
return dynGraph.get_subgraph(evt)

# compute aggregated neighbor information of an event node
def Aggregate(dynSubgraph, dynEmb, nid):

nbr = dynSubgraph.get_nbr(nid, dir=’in’)
nbr_emb = self.W_h(dynEmb.index(nbr))
q_ni = torch.exp(self.S[nid, nbr])
q_ni = q_ni/(torch.sum(q_ni) + 1e-7)
agg = torch.max(nn.sigmoid(q_ni.view(1,1)*nbr_emb),dim=0)[0]
return self.W_struct(agg)

# compute updated embedding of an event node
def UpdateEmb(dynSubgraph, dynEmb, nid, h_agg, time):

delta_time = time - dynSubgraph.query_time(nid)
h_exogenous = self.W_t(delta_time)
h_self = self.W_rec(dynEmb.index(nid))  
upd_emb = nn.sigmoid(h_agg + h_self + h_exogenous)
dynEmb.update(nid, upd_emb)   

# forward function
def forward(evt_list, dynGraph, dynEmb):

for evt in evt_list:
dynSubgraph = UpdateGraph(evt, dynGraph)
h_u_agg = Aggregate(dynSubgraph, dynEmb, evt.u)
h_v_agg = Aggregate(dynSubgraph, dynEmb, evt.v)
UpdateEmb(dynGraph, dynEmb, evt.u, h_v_agg, evt.time)
UpdateEmb(dynGraph, dynEmb, evt.v, h_u_agg, evt.time)

Figure 6: DyRep implementation with NeutronStream APIs.

can use UpdateEmb to compute Self-Propagation and Exogenous

Drive and combine the three parts to obtain the updated event node

embeddings. Figure 6 shows the logic of computing event node

embeddings in the Dyrep model on NeutronStream. Users only

need to define UpdateGraph, Aggregate, and UpdateEmb.

5.3 Event Processing Engine and Pipelining
The Event Processing Engine is responsible for window determina-

tion and parallel training. The framework consists of four modules:

Adaptive sliding window module, Event parallel analysis module,

Event parallel scheduling module, and Event execution module.

Each module performs different training tasks. First, the adaptive

sliding window module determines a window of events from the

event stream according to Algorithm 3. Then, the event parallel

analysis module generates the event dependency graph of the win-

dow according to Algorithm 4. Based on the generated dependency

graph, the event parallel scheduling module generates a parallel

execution plan and dispatches executable events to the event execu-

tion module. Next, the execution module utilizes the thread pool to

execute events in parallel. The sequential nature of time-dependent

events requires that events be processed sequentially, making it dif-

ficult to divide training tasks and implement pipeline optimization.

Based on our event parallel approach, we can divide the training

process into different tasks, making pipeline optimization possible.

We propose a pipelining optimization to fully use each module,

as shown in Figure 7. The pipeline enables concurrent execution

of different windows. Once the first window is obtained, the adap-

tive sliding window module can continue to determine the second

window. After the event analysis module has generated the event

dependency graph of the first window, it can continue to analyze
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Figure 7: Pipeline optimization. The colors green, blue, and yellow
indicate different windows of training events.

the second window. Similarly, the event parallel scheduling module

can generate a scheduling plan for the second window without

waiting for the first window to complete. The design can reduce the

waiting time of each module and speed up training. Furthermore,

dependency is important. Ignoring dependencies and executing

events completely in parallel could cause the model to fail to cap-

ture dynamic information correctly and reduce accuracy.

Evaluation of the Impact on Temporal Dependency. We eval-

uate the impact of temporal dependency on DyRep [51] and DGNN

[28] with the Social dataset, as shown in Table 1 and Figure 8. With

Temporal Dependency indicates that the model executes events

according timestamps. We use our parallel approach to run this

pattern because our approach can strictly guarantee dependency

among events (Algorithm 4). Without Temporal Dependency indi-

cates ignoring the temporal dependency among events and execut-

ing them completely in parallel. We perform training on the first

80% of events and testing on the final 20%. As shown in Table 1,

Without Temporal Dependency achieves a higher speedup. How-

ever, the speedup is limited due to conflicts in reading and writing

node embeddings. As shown in Figure 8, Without Temporal Depen-

dency completely loses time information and therefore has lower

accuracy. With Temporal Dependency retains accurate dependency

information, enabling the model to capture dynamic information

correctly and achieve higher accuracy. Therefore, it is necessary to

maintain the dependencies among events. We also record the time

of performing dependency analysis according to Algorithm 4, as

shown in Figure 9. The execution time of Algorithm 4 only takes up

a small ratio of the total time, but the training can be parallelized.

(Note that this time is recorded when the pipeline optimization is

turned off. With pipeline optimization, this dependency analysis

process will be overlapped.) Therefore, the dependency analysis

will not become a bottleneck.

Table 1: Performance comparison with dependency and without
dependency

Dataset Runtime of 80 epochs (s) Speedup
With Temporal Dependency Without Temporal Dependency

DyRep 8592.48 4544.05 1.89X

DGNN 25521.12 16714.96 1.53X

 

Figure 8: AUC Comparison with depen-
dency and without dependency.

 

Figure 9: Ratio of depen-
dency analysis time.

Table 2: Dataset statistics

Dataset |𝑉 | |𝐸 | .init |𝐸 | .final 𝑒𝑣𝑡 .𝑛𝑢𝑚

Social Evolution [29] 84 575 794 54,369

Github [4] 284 298 4,131 20,726

DNC [21] 2,029 0 5,598 39,264

UCI [21] 1,899 0 20,296 59,835

Reality [7] 6,809 0 9,484 52,052

Slashdot [12] 51,083 0 131,175 140,778

6 EXPERIMENTAL EVALUATION
6.1 Experimental Setup
Environments. Our experiments are conducted on an Aliyun ECS

server (ecs.g5.6xlarge instance) equipped with 24 vCPU cores, 96GB

DRAM. The server runs Ubuntu 18.04 LTS OS with GCC-7.5 as the

host compiler. Libraries OpenMP-4.0.3, PyTorch v1.12.1 backend

[41] are used in the server.

Models. We select three Dynamic GNN models: DyRep [51] , LDG

[19] and DGNN [28]. Most existing stream-based dynamic GNNs

models can be divided into two categories: temporal point-based
model and RNN-based model. DyRep and LDG are two representa-

tive temporal point-based models, while DGNN is a representative

RNN-based model. In our experiments, we focused on the one-hop

neighbors of event nodes because DyRep [51] and LDG [19] ag-

gregate the one-hop neighbor information through the attention

mechanism, while DGNN [28] diffuses the updated event node em-

bedding to one-hop neighbors. We set the dynamic node embedding

size to be 64.

Datasets. Table 2 shows the six datasets used in our experiments.

Social Evolution [29] and Github [4] are two social network datasets.

DNC [21], UCI [21], Reality [7] and Slashdot [46] are communi-

cation network datasets. In Social Evolution and Github, nodes

represent users, and edges represent various type of interaction

events. In DNC, UCI, Reality, and Slashdot, nodes represent users,

and edges represent communication events. For Social Evolution

graph, we followed DyRep [51] and LDG [19], configuring Close-
Friend events as association events and other types of events as

communication events. For Github, We use Follow events as associ-

ation events and other types of events as communication events.

Baselines. We implement three training methods on Neutron-

Stream: batch, sliding window, and adaptive sliding window. Batch

training refers to accumulating a batch of new events from the event

stream as the training set input to the model, denoted as NS-Batch.
We set the batch size to 200. Sliding window refers to sliding a

certain stride each time and selecting a fixed window event as a

training set, denoted as NS-Slide (Algorithm 2). We set the stride

to 40 and the window size to 200. The adaptive sliding window

refers to adaptively adjusting the window size based on the sliding

windowmethod to capture continuous events with locality, denoted

as NS-AdaSlide (Algorithm 3). We set the range of a window from

100 to 300, with a stride of 20 % of the window size.

In NS-Batch, we take the 200 events adjacent to each batch as

the test set and divide it into 5 test units. We feed a test unit into the

model for testing after every 20 epochs of training. Subsequently,

we feed these 200 events into the model as the next training batch.

In NS-Slide and NS-AdaSlide, we perform 20 training epochs

on each window. In the sliding window, we select the 40 events

adjacent to each window as the test set. Subsequently, we add these
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40 events to the next window for training. In NS-AdaSlide, we
select the last 20% of events within a window as the test set. Based

on the above settings, we ensure equal training iterations for each

event in each method for fair comparison. We use link prediction

as the downstream task and set the number of negative samples to

5. In performance experiments, we also compare the batch method

based on the open-source implementations of the three models: [1],

[2], [3]. These models are implemented based on PyTorch [41], so

we denote them as Torch-Batch. NeutronStream also uses the C++

version LibTorch of PyTorch as the underlying operator library.

Therefore, it is fair to compare NeutronStream with PyTorch. The

open-source codes cannot be further optimized in PyTorch, because

the key to affecting the training performance of dynamic GNNs is

the sequential nature of time-dependent events.

6.2 Runtime Comparison
Wefirst compare the overall performance of the three trainingmeth-

ods implemented based on NeutronStream and the batch method

implemented based on open-source codes. Figure 10 reports the run-

time of training one epoch on different datasets. All the per-epoch

runtime results are measured by averaging results of 10 epochs.

Compared to Torch-Batch, NS-Batch can achieve 1.53X-2.26X

speedups over DyRep, 1.48X-2.33X speedups over LDG, and 3.01X-

5.87X speedups over DGNN, demonstrating the effectiveness of our

system optimization. LDG and DyRep share the same underlying

code and storage structures, so their performances are similar. How-

ever, DGNN involves more complex computations and performs

more read and write operations, so the speedup of our system is

more obvious. In NS-AdaSlide, the window captures the locality

between events, resulting in lower parallelism, thus requiring a

longer training time. However, thanks to our system optimization,

NS-AdaSlide can also achieve speedup improvements compared to

Torch-Batch. NS-AdaSlide achieves 1.28X-1.71X speedups over

DyRep, 1.27X-1.72X speedups over LDG, and 2.53X-4.44X speedups

over DGNN. DyRep and LDG use uncompressed matrices to store

graph topology and node embeddings. They need to perform mul-

tiple memory allocation and copy operations to store the updated

embeddings. Therefore, they report the “Out-Of-Memory” error

on two large datasets “Reality” and “Slashdot”. Compared with the

open-source codes of DGNN, NS-Batch achieves speedup 3.20X

and 5.87X on these two datasets, respectively. Our framework can

support training on larger datasets with more events, which demon-

strates the scalability of our approach.

6.3 AUC Comparison
We use the Area Under the ROC Curve (AUC) metric on the test set

to evaluate the performance of models. We sum the highest AUC for

each batch or window and compute the average as a result, as shown

in Table 3. Torch-Batch and NS-Batch represent the batch training
implemented based on PyTorch and our system, respectively. They

use the same trainingmethod, so their AUC performance is identical.

Among the three methods, the batch method has the lowest AUC

because it cuts off the data stream, resulting in the loss of training

information. The sliding window method reduces information loss

and improves AUC compared with the batch method. The adaptive

sliding method achieves the highest AUC by effectively capturing

the spatial-temporal locality between events. The experimental

Table 3: AUC comparison of three training methods

Model Dataset Training Method
Torch-Batch NS-Batch NS-Slide NS-AdaSlide

DyRep

Social 83.01% 83.01% 86.15% 89.32%
Github 73.46 % 73.46% 77.54% 79.28%
DNC 63.15% 63.15% 63.49% 66.18%
UCI 62.46% 62.46% 63.53% 65.68%

LDG

Social 87.07% 87.07% 88.52% 92.98%
Github 74.34% 74.34% 78.10% 79.16%
DNC 64.62% 64.62% 66.50% 69.41%
UCI 62.16% 62.16% 64.38 % 66.57%

DGNN

Social 97.21% 97.21% 97.61% 97.67%
Github 81.94% 81.94% 82.54% 84.45%
DNC 86.04% 86.04 % 87.72% 88.81%
UCI 78.45% 78.45% 81.14 % 82.09%

results demonstrate the effectiveness of the sliding window method

and the adaptive sliding window method.

6.4 Performance Gain Analysis
We quantify the gains of event-parallel execution and pipeline op-

timization separately in the adaptive window method. We take

the non-optimized version (Base) as the baseline and gradually

integrate these two optimization methods into the baseline ver-

sion. DyRep, LDG, and DGNN show similar trends, so we show

the results of DyRep. Figure 12 shows the normalized speedup

over the raw base processing. Compared with Base, the parallel
optimization (Base+Parallel) achieves 1.19X-1.43X speedups. On

the Social dataset, the parallel speedup is lower because it is a

small dataset with more dependencies between events. On the DNC

dataset, the parallel speedup is higher because the dataset is sparse,

and there are fewer dependencies between events. In addition, since

our experiments are performed in the adaptive window method,

this further limits parallel optimization. The pipeline optimiza-

tion (Base+Parallel +Pipeline) can further achieve 1.08X-1.28X

speedups compared to the parallel optimization. As the graph size

increases, the time required for dependency analysis also increases,

making the pipeline speedup more obvious. Therefore, the speedup

from pipelining is more significant on the UCI dataset. Regarding

the Social dataset, the speedup is relatively low due to its small size.

6.5 Evaluation the Impact on Parameters

Varying Sliding Stride in NS-AdaSlide. The stride determines

the sliding stride of the window each time. We set the sliding stride

as 0.2, 0.5, and 0.8 of the window size𝑊 respectively to study the

effect of sliding stride. As shown in Figure 15, the smaller the sliding

stride, the less information is lost in model training. Therefore, the

model AUC is the highest when the stride is 0.2 ∗𝑊 , and the model

AUC is the lowest when the stride is 0.8 ∗𝑊 . Although a smaller

stride leads to higher model AUC, it also results in a longer training

time. Our results show that setting the stride to 0.5 ∗𝑊 achieves an

average speedup of 2.55X compared to setting the stride to 0.2 ∗𝑊 .

The stride of 0.8 ∗𝑊 achieves an average speedup of 4.09X over

the stride of 0.2 ∗𝑊 . Therefore, the sliding stride setting balance

the training efficiency and the training accuracy.

Varying Sliding Stride in NS-Slide. We set the sliding stride

as 0.2, 0.5, and 0.8 of the window size 𝑊 , where 𝑊 equals 200.

NS-AdaSlide and NS-Slide show the same trends in accuracy and

performance when varying sliding stride. The smaller the stride,

the less information is lost and the accuracy is higher, but it also
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Figure 10: Runtime comparison.
Figure 11: Varying window
size in NS-Slide.

Figure 12: Performance breakdown
analysis.

Figure 13: Varying sliding
stride in NS-Slide.

Figure 14: Pipeline ablation.

results in longer training time. As shown in Figure 13, the accu-

racy is the highest when the stride is 0.2, but it also takes the most

training time. The accuracy is the lowest when the stride is 0.8,

but it takes the shortest training time. In addition, the accuracy of

varying stride is 84.45%, 79.60%, and 74.58% in NS-AdaSlide, respec-
tively. The accuracy of varying stride is 82.54%, 77.85%, and 73.19%

in NS-Slide, respectively. NS-AdaSlide achieves higher accuracy

than NS-Slide when the ratio of stride is the same, which demon-

strates the effectiveness of the adaptive sliding window method.

VaryingWindow Size. We vary the window size between 100 and

300, and set the sliding stride to 0.2 of the window size. We show the

AUC and the per-epoch runtime of DGNN on Github, as shown in

Figure 11. The accuracy increases when the window size decreases

from 300 to 100. This is because Github has low spatial-temporal

locality, and smaller windows can sufficiently capture the locality

among events. Smaller windows also have a smaller stride, reducing

information loss. In addition, when the window size varies from 100

to 300, the sliding window method achieves the highest accuracy of

84.17% when the window size is 100. The adaptive sliding window

method can reach 84.45%, which demonstrates the effectiveness

of the adaptive method. In performance, different window sizes

show similar running times as their training events are similar. In

addition, as the window size increases, the parallelism increases,

so the window size of 300 shows the shortest runtime.

Varying Parameters 𝐻 and 𝐿. We set five ranges: [50, 300], [100,

300], [150, 300], [100, 250], [100, 350]. The left number indicates the

setting of 𝐿, and the right number indicates the setting of 𝐻 . We set

the sliding stride to 0.2 of the window size. We show the AUC and

the per-epoch runtime of DGNN on Github, as shown in Table 4.

When fixing 𝐻 and varying 𝐿, a smaller 𝐿 leads to higher accuracy.

This is because Github has low spatial-temporal locality, and smaller

𝐿 can better capture the locality among events. However, when

fixing 𝐿 and varying 𝐻 , they show the same accuracy since each

window does not contain more than 250 events. Therefore, the

parameter 𝐿 significantly impacts accuracy for datasets with low

temporal-spatial locality. In performance, different settings show

similar runtimes as their training events are similar. In addition, as

the parameter 𝐿 increases, the parallelism increases, so the setting

with [150,300] shows the shortest runtime.

Table 4: Performance and accuracy when varying 𝐿 and 𝐻 (DGNN
on Github)

Varying Window Size Parameters 𝐻 and 𝐿 in NS-AdaSlide
[50, 300] [100, 300] [150, 300] [100, 250] [100, 350]

Accuracy (%) 85.61 84.45 83.47 84.45 84.45

Peformance (s) 1015.13 963.02 950.15 966.59 959.68

Table 5: Graph query performance comparison

Model Dataset Query Time (s)
Torch_Query NeurtonStream_Query

DyRep

Social 281.40 114.38

Github 101.76 47.29

DNC 143.78 101.62

UCI 223.04 141.03

LDG

Social 278.46 114.85

Github 108.2 46.88

DNC 146.75 101.68

UCI 220.71 140.73

DGNN

Social 762.69 329.30

Github 767.71 200.58

DNC 1968.62 419.90

UCI 2601.55 509.09

6.6 Performance of Dynamic Graph Storage
We evaluate the graph storage performance of NeutronStream by

comparing it with open-source codes in the batch training. We

regard reading and writing graph topology and node embeddings

during training as graph queries. NS-Batch maintains the same se-

quential processing events as the PyTorch-based to ensure fairness,

denoted as NeutronStream_Query. Table 5 shows the per-epoch
query time. NeutronStream can achieve 1.42X-2.46X speedups over

DyRep, 1.44X-2.42X speedups over LDG, and 2.32X-5.11X speedups

over DGNN. LDG and DyRep have the same underlying storage,

so NeutronStream demonstrates similar speedups over these two

models. DyRep and LDG use uncompressed matrices to store graph

topology and node embeddings. They are highly inefficient in stor-

ing updated embeddings, requiring multiple memory allocations

and copy operations.When computing each event, they first need to

create a new matrix and copy from the previous event’s embedding

matrix, resulting in redundant storage. DGNN uses a row-based

sparse matrix (scipy.sparse.lil_matrix) to store graph topol-

ogy. During graph query operations, DGNN needs to first convert

the lil_matrix to a COO-format matrix and then perform query

operations. This model maintains multiple embeddings for each

node. During the computation of an event, this model needs to read
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Figure 15: Runtime and AUC comparison when varying stride

and write the embeddings of the event nodes and their neighbors,

resulting in complex read-and-write operations. In addition, these

models all require determining the total number of nodes before

training, so they do not support adding/removing nodes.

6.7 Analysis of Pipeline Benefits
The training process of a window can be divided into four compo-

nents: Window determination (WD), Dependency analysis (DA),

Event scheduling (ES), and Parallel training (PT).We perform pipelined

ablation experiments of DGNN on Reality and Slashdot. Figure 14

reports the per-epoch runtime when adding each component se-

quentially to the pipeline. No Pipe indicates four components are

executed sequentially. Pipeline WD indicates the window deter-

mination component is added to the pipeline. Pipeline WD-EA

indicates both the window determination and the dependency anal-

ysis are added to the pipeline. Pipeline WD-DA-ES indicates the

window determination, the dependency analysis, and the event

scheduling are added to the pipeline. No Pipe is the slowest one due

to its totally sequential execution. Pipeline WD does not reduce the

runtime obviously since WD is fast. DA is a costly step, so adding

DA to the pipeline can significantly reduce the runtime. Similar to

WD, ES is also a lightweight step, so adding ES to the pipeline only

slightly reduces the runtime. The results show that the benefits of

pipeline optimization mainly come from overlapping DA.

7 RELATEDWORK

Static GNN Frameworks. Static GNNs are a class of deep learning
models to learn from static graphs [6, 18, 26, 30, 33, 52, 60, 62, 64, 69].

Many frameworks are designed specifically for static GNNs [9, 11,

16, 23, 31, 32, 40, 42, 43, 55, 61, 65, 66, 70–73, 76]. PyG [9] is a GNN li-

brary based on PyTorch, which provides a general message-passing

interface for users. DGL [55] provides the graph as the programming

abstraction. It provides users with flexible APIs to implement arbi-

trary message-passing computation. It also provides a distributed

framework DistDGL [74]. Sancus [42] is a decentralized full-graph

GNN training framework. It introduces history embedding and

actively creates asynchrony, which avoids a lot of communication

and speeds up training. PASCA [70] proposes a new Scalable Graph

Neural Architecture Paradigm. It implements an automated search

engine to systematically explore high-performance and scalable

GNN structures. NeutronStar [56] proposes a hybrid dependency

management approach which can adaptively select an appropriate

dependency strategy for different dependent neighbors to accel-

erate distributed GNN training. Although these frameworks can

effectively support static GNN training, their underlying storage

and execution engines cannot effectively support dynamic graph

updates and training of dynamic GNNs.

Dynamic GNN Frameworks. Dynamic graphs represent graphs

evolving over time. They can be categorized into snapshot-based

dynamic graphs and continuous-time dynamic graphs based on

discrete or continuous timestamps [17, 78]. The snapshot-based

dynamic graph is a list of snapshots, each of which keeps the graph

state at a certain moment. For a graph whose nodes or edges are

updated frequently, it is more efficient to use this method for stor-

age. There is a class of dynamic GNN models specifically designed

for the snapshot-based dynamic graph, such as EvolveGCN [38],

DySAT [48], and DynGEM [13]. The continuous-time dynamic

graph can be viewed as a stream of graph update events. This rep-

resentation can capture all temporal information compared with

the snapshot-based dynamic graph. There is a class of dynamic

GNN models designed for the continuous-time dynamic graph,

such as DyRep [51], DGNN [28], TGAT [63], Zebra [24] and TE-

DyGE [54]. There are a limited number of frameworks available

for dynamic GNNs. PyGT [47], DynaGraph [14] and PiPAD [53]

are specifically designed for training on snapshot-based dynamic

graphs. Cambricon-G [50] designs a specialized accelerator to op-

timize various variant models of GCN [18], such as GraphSage

[15], DiffPool [68], DGMG [25], and EdgeConv [58]. They do not

support training models designed for graph streams. TGL [75] is a

temporal GNN training framework. It introduces Temporal-CSR,

a data structure that stores temporal graphs and supports parallel

sampling. This structure requires storing the entire dynamic graph

statically before training. To speed up the training, TGL proposes

an intra-batch parallel training method, disregarding the temporal

dependencies between events within a batch.

8 CONCLUSIONS AND FUTUREWORK
We present NeutronStream, a dynamic GNN training framework.

The effectiveness of NeutronStream and its high performance are

contributed by several components, including a sliding-window-

based method to incrementally train models for capturing the

spatial-temporal dependency of events, a fine-grained event par-

allel processing scheme and a series of system optimizations. We

evaluate NeutronStream on three dynamic GNN models, DyRep,

LDG, and DGNN. The experimental results demonstrate that our

optimized sliding-window-based training brings 3.97% accuracy

improvements on average. Compared with their open-sourced im-

plementations with PyTorch, NeutronStream achieves 2.26X-12.35X

speedups. The learning models for graph streams are more desir-

able in real-world application scenarios. We believe that the online

training support for GNNs is promising and can boost the wide ap-

plications of GNNs. Our future work will be tackling the challenges

of online training for dynamic graphs.
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