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ABSTRACT
Unsupervised (a.k.a. Self-supervised) representation learning (URL)
has emerged as a new paradigm for time series analysis, because
it has the ability to learn generalizable time series representation
beneficial for many downstream tasks without using labels that
are usually difficult to obtain. Considering that existing approaches
have limitations in the design of the representation encoder and the
learning objective, we have proposed Contrastive Shapelet Learn-
ing (CSL), the first URL method that learns the general-purpose
shapelet-based representation through unsupervised contrastive
learning, and shown its superior performance in several analysis
tasks, such as time series classification, clustering, and anomaly
detection. In this paper, we develop TimeCSL, an end-to-end sys-
tem that makes full use of the general and interpretable shapelets
learned by CSL to achieve explorable time series analysis in a unified
pipeline. We introduce the system components and demonstrate
how users interact with TimeCSL to solve different analysis tasks
in the unified pipeline, and gain insight into their time series by
exploring the learned shapelets and representation.
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1 INTRODUCTION
A time series is one (a.k.a. univariate) or a group (multivariate) of
variables observed over time. Time series analysis by discovering
dependencies of the time-evolving variables can offer important
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insights into the underlying phenomena, which is useful for real-
world applications in various scenarios, such as manufacturing [6],
medicine [11] and finance [2].

A major challenge in modeling time series is the lack of labels,
because the underlying states required for labeling these time-
dependent data are difficult to understand, even for domain spe-
cialists [15]. For this reason, recent studies focus on unsupervised
(a.k.a. self-supervised) representation learning (URL) of time se-
ries [3, 4, 15, 20, 21], which aims to train a neural network (called
encoder) without accessing the ground-truth labels to embed the
data into feature vectors. The learned features (a.k.a. representation)
can then be used for training models to solve a downstream analysis
task, using little annotated data compared to traditional super-
vised methods [21]. Not only that, the features are more general-
purpose since they can benefit several tasks.

Unfortunately, existing URL approaches for time series have
two limitations. First, these methods focus on the representation
encoders based on the convolutional neural network (CNN) [5,
16] and the Transformer [18]. However, these architectures are
originally designed for domains such as computer vision and natural
language processing, and have been shown to face many difficulties
in modeling time series, due to the lack of capability to deal with
the characteristics specific to time series [14, 23]. Second, some
existing approaches are based on domain-specific assumptions. For
example, Franceschi et al. [4] and Tonekaboni et al. [15] assume that
the subseries distant in time are dissimilar, but it is easily violated
in periodic time series [13]. As a result, these methods cannot be
well generalized to different scenarios.

To address the above issues, we have proposed Contrastive
Shapelet Learning (CSL) [10], a brand new unsupervised repre-
sentation learning framework for multivariate (and also univariate)
time series. To the best of our knowledge, CSL is the first general-
purpose URL method based on shapelet, an interpretable pattern
specifically designed for time series that represents the discrimi-
native subsequence. Unlike traditional approaches that learn the
shapelets for a specific analysis task, such as time series classifi-
cation [8, 9, 19] or clustering [22], the shapelets of the proposed
CSL are learned with unsupervised contrastive learning, which has
shown superiority in many downstream analysis tasks [10], includ-
ing classification, clustering, segment-level anomaly detection, and
long time series representation. We summarize the performance of
CSL against the competingmethods in Figure 1, which is extensively
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Figure 1: Overall performance of CSL against the competitors
(smaller is better) regarding classificaton, clustering, anom-
aly detection, long sequence representation and training effi-
ciency. See §5.2, §5.7 and §5.8 in [10] for the details.

evaluated using 38 datasets from various real-world scenarios [10].
The results can also be reproduced using the UniTS system [7].

In this paper, we demonstrate TimeCSL, a novel system that
makes full use of CSL to achieve explorable time series analysis
for various tasks in a unified process. TimeCSL includes an end-
to-end unified pipeline that first learns the general shapelets of
multiple scales and (dis)similarity metrics without any annotation
by running the CSL algorithm [10]. Then, it addresses different time
series analysis tasks by building arbitrary task-oriented analyzers
(e.g., SVM for classification and K-Means for clustering) on top
of the general-purpose shapelet-based features. The pipeline has
shown superior performance compared to that of the complex task-
specific approaches, and significantly outperforms the traditional
supervised methods when there are few available labels. We refer
the interested readers to our research paper [10] for more details.

TimeCSL provides flexible and intuitive visual exploration of
the raw time series, the learned shapelets, and the shapelet-based
time series representation, offering a useful tool for interpreting the
analysis results. Users can experiment with the system using their
own data to explore the learned shapelet-based features, which
are usually more insightful and intuitive-to-understand than the
complex raw time series. This “explorable” analysis can help to
explain the decisions made by the task-oriented analyzer.

2 THE TIMECSL SYSTEM
As depicted in Figure 2, TimeCSL is comprised of two components,
includingUnsupervised Contrastive Shapelet Learning and Explorable
Time Series Analysis. These components work as follows.

2.1 Unsupervised Contrastive Shapelet Learning
The goal of this component is to learn general shapelets from
the training time series, which transforms the raw time series
into shapelet-based representation to facilitate different down-
stream analysis tasks. This is achieved using our proposed CSL
method [10].

Time Series Dataset
(Uni- or Multi-variate) 

Analysis Results
e.g. Classes / Clusters

Unsupervised 
Contrastive Shapelet

Learning (CSL)

Explorable Time Series Analysis

General Shapelets Task-Oriented Analyzer
(e.g. SVM / K-Means)

Visual Exploration
e.g. Shapelets / Representations

Figure 2: The TimeCSL pipeline.

Given a dataset containing𝑁 time series as𝑿 = {𝒙1, 𝒙2, ..., 𝒙𝑁 } ∈
R𝑁×𝐷×𝑇 , where each time series 𝒙𝑖 ∈ R𝐷×𝑇 has 𝐷 variables
(𝐷 ≥ 1) and 𝑇 observations ordered by time, CSL embeds 𝒙𝑖 into
the shapelet-based representation 𝒛𝑖 ∈ R𝐷𝑟𝑒𝑝𝑟 using the proposed
Shapelet Transformer 𝑓 , i.e. 𝒛𝑖 = 𝑓 (𝒙𝑖 ), where 𝑓 contains the learn-
able shapelets of various (dis)similarity measures and lengths (a.k.a.
scales). CSL learns 𝑓 using an unsupervised contrastive learning
algorithm, which iteratively optimizes the proposed Multi-Grained
Contrasting and Multi-Scale Alignment objectives in an end-to-end
manner with stochastic gradient descent.

Using the Shapelet Transformer 𝑓 (i.e. all the shapelets) learned
by CSL, the TimeCSL system transforms all input time series into
the shapelet-based features as 𝒛𝑖 = 𝑓 (𝒙𝑖 ), and performs the down-
stream analysis tasks on top of the representation 𝒛𝑖 . It is note-
worthy that 𝒛𝑖 represents the (dis)similarity (e.g., the minimum
Euclidean norm or the maximum cosine similarity) between the
subsequences of 𝒙𝑖 and each of the shapelets, and therefore is fully
interpretable and explainable.

2.2 Explorable Time Series Analysis
By making full use of the general-purpose and explainable shapelet-
based features learned by CSL, this component not only offers a
unified and flexible way to perform different time series analysis
tasks (e.g. classification, clustering, and anomaly detection), but also
the intuitive visual exploration of the raw time series, the learned
shapelets, and the shapelet-based representation, so that the users
can gain useful insights into their data to understand the decision
basis of the analysis results (e.g. the predicted classes or clusters).

Task solving. As mentioned above, TimeCSL solves all different
time series analysis tasks using the shapelet-based representation
learned by CSL. This is achieved by building a task-oriented ana-
lyzer (e.g., SVM for classification or K-Means for clustering) that
takes the shapelet-based feature vector 𝒛𝑖 as input and outputs the
corresponding analysis results (e.g., classes or clusters). TimeCSL
provides two modes to build the analyzer, including the freezing
mode and the fine-tuning mode, which differ in whether to fine-tune
the parameters of the Shapelet Transformer 𝑓 that is pre-trained
by the Unsupervised Contrastive Shapelet Learning component.

• Freezing mode. In this basic mode, the task-oriented analyzer
is built by directly using the pre-trained Shapelet Transformer 𝑓
to extract the general-purpose shapelet-based features, while the
parameters of 𝑓 are kept unchanged during the building. Therefore,
any standard analyzer (e.g. the many popular classifiers such as
SVM, logistic regression, GBDT, etc) can be seamlessly integrated
to facilitate different application scenarios of the users.

• Fine-tuning mode. This is an advanced mode that allows users
to fine-tune the parameters of the pre-trained Shapelet Transformer
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(a) A raw time series. (b) Matching between selected shapelet and time series.

(c) Learned shapelets grouped by length
and (dis)similarity metric.

(d) Shapelet-based representation of a dataset
shown in a tabular form.

(e) Shapelet-based representation of a dataset
visualized using two-dimensional t-SNE [17].

Figure 3: The TimeCSL interface.

𝑓 for specific tasks to further improve the accuracy of the analy-
sis. In this mode, TimeCSL uses a task-specific neural network 𝑔

(e.g., a linear classifier) as the analyzer, which is appended to the
pre-trained 𝑓 to map the shapelet-based features to the analysis
results, i.e., 𝑦̂𝑖 = 𝑔(𝒛𝑖 ) = 𝑔(𝑓 (𝑥𝑖 )) where 𝑦̂𝑖 is a prediction (e.g. a
predicted class) for the time series 𝒙𝑖 . It simultaneously adjusts the
parameters of 𝑓 and𝑔 by minimizing the task-oriented loss function
(e.g. the cross-entropy loss widely used for classification) using the
backpropagation algorithm [12]. Afterwards, the fine-tuned 𝑓 and
𝑔 are used for extracting the shapelet-based features and predicting
the analysis results, respectively.

The fine-tuning mode of TimeCSL is especially effective in the
semi-supervised scenarios, where only a small portion of the
data is annotated. Users can pre-train the Shapelet Transformer
𝑓 through Unsupervised Contrastive Shapelet Learning to make
full use of all time series. Subsequently, they only need to fine-tune
𝑓 and 𝑔 using the available labeled data to achieve competitive
performance. For example, our study on a real-world gesture recog-
nition problem (see §5.5 in [10]) shows that, when the proportion
of labeled data is less than 20%, the fine-tuned method (using the
Shapelet Transformer 𝑓 and a linear layer 𝑔) that takes advantage
of the unsupervised pre-training of CSL, is 7% to 10% more accu-
rate than the state-of-the-art customized time series classification
approach.

Visual exploration. TimeCSL provides the visual exploration
of the following two types of data for gaining insight into the time
series and understanding the analysis results.

• Time series and shapelets. Since the shapelets represent the
salient approximate subsequences of the raw time series which
are of the same number of variates, TimeCSL shows both the raw
time series and the learned shapelets in the line chart, where each
line indicates the values of one variate.

• Shapelet-based features. By definition, a shapelet-based fea-
ture represents the (dis)similarity (e.g., Euclidean norm) between a
shapelet and the most similar subsequence of a time series. There-
fore, given a time series and a shapelet, TimeCSL visualizes them,
matches the shapelet with its most similar subsequence, and dis-
plays the feature valuemeasured by the corresponding (dis)similarity
metric. In addition to this instance-level exploration, TimeCSL can
also show the shapelet-based representation of a dataset in a tabu-
lar form, allowing flexible sorting of the time series according to
each of the shapelets (equivalent to the features), and visualize the
high-dimensional time series representation in a two-dimensional
graph using t-SNE [17].

The user can interact with TimeCSL to iteratively use the features
extracted with different subsets of the shapelets in the explorable
time series analysis. Given the interpretability of the shapelet-based
representation, it is feasible to gain an understanding of the factors
that influence the analysis results.

3 DEMONSTRATION
The demonstration1 illustrates two key capabilities of the TimeCSL
system. Firstly, it showcases how the user performs different time
series analysis tasks using the unified pipeline. Secondly, it demon-
strates how users gain insight into their time series by exploring
the interpretable shapelet-based representation, which helps to
understand the underlying decision basis of the analysis results.

We prepare the UEA archive [1] for the audience to interact with
our system, which contains 30 time series datasets from various
applications. Users can also analyze and explore their own data.

Generally, a user takes the following four steps to achieve ex-
plorable time series analysis using the TimeCSL system.

1https://youtu.be/hjdKy4Zr2Zw
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Step 1: Configuring the Shapelet Transformer. A user can
flexibly configure the Shapelet Transformer to decide the number,
length, and (dis)similarity metric of the shapelets to be learned,
or directly start with our recommended configuration that uses
Euclidean norm, cosine similarity, and cross-correlation function
to measure the (dis)similarity, and adaptively sets the number and
lengths of the shapelets based on the time series (see §4.2 in [10]).

Step 2: Unsupervised Contrastive Learning of the General
Shapelets. After configuration, a user clicks on the “Run CSL” but-
ton to begin the unsupervised contrastive learning. Then, TimeCSL
automatically learns the general and interpretable shapelets by
running the CSL algorithm. A user can diagnose the model perfor-
mance through the learning curve plotted in our GUI that records
the training or validation loss over time.

Step 3: Performing the Analysis Tasks. TimeCSL transforms
the time series of different lengths and numbers of variates into a
unified vector representation using the learned shapelets. There-
fore, a user can easily perform an analysis task by specifying a
mode and a task-oriented analyzer. TimeCSL has integrated several
commonly used analyzers. In the freezing mode, to name only a few,
it integrates SVM, K-Means, and Isolation Forest using scikit-learn2,
for classification, clustering, and anomaly detection, respectively. It
also implements a linear classifier using PyTorch3 to deal with the
(semi-supervised) classification problem in the fine-tuning mode.
Using the GUI, a user can select one of the tasks, modes, and ana-
lyzers, and then click “Run Analyzer” to get the analysis results.

Step 4: Exploring the Data. Figure 3 shows part of the GUI
for analyzing the time series of the prepared UWaveGestureLi-
brary dataset with the default configuration of the system. A user
can explore the time series (Figure 3a) and the learned shapelets
(Figure 3c). To see the feature of a time series extracted using a
specific shapelet, a user only needs to select them and click on
the “Match” button. TimeCSL will visually match the shapelet with
the most similar subsequence of the time series to illustrate this
shapelet-based feature (Figure 3b). TimeCSL also provides two types
of exploration of the high-dimensional shapelet-based representa-
tion of the dataset. A user can select a set of interested shapelets,
and click “Show in Tabular” to see the features extracted using these
shapelets in a table and sort the time series according to each of
the shapelets or features (Figure 3d). The user can also click “Show
in t-SNE” to investigate these features in a two-dimensional t-SNE
representation, where the points are clickable so that the user can
see details about the corresponding time series (Figure 3e).

A user can redo the analysis task (i.e., Step 3) using the selected
shapelets of interest to explore their influence on the analysis results.
For example, if a user runs an SVM analyzer on UWaveGestureLi-
brary by selecting the shapelets of length 31 learned as above, s/he
can get a classification accuracy of 0.75. If the user restarts Step 3
using the learned shapelets of larger lengths, the resulting accuracy
scores are, to name a few, 0.85 for length 97 and 0.89 for length 188,
which is even comparable to the accuracy of 0.91 that is achieved by
using all the learned shapelets. The user can infer from the results
that, in this scenario, the categories of the time series can be better
distinguished by focusing on longer salient subsequences.

2https://scikit-learn.org/stable/
3https://pytorch.org/
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