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ABSTRACT
Time Series Generation (TSG) is essential in many industries for
generating synthetic data that mirrors real-world characteristics.
TSGBench has advanced the field by offering comprehensive eval-
uations and unique insights for selecting suitable TSG methods.
However, translating these advancements to industry applications
is hindered by a cognitive gap among professionals and the absence
of a dynamic platform for method comparison and evaluation. To
address these issues, we introduce TSGAssist, an interactive as-
sistant that integrates the strengths of TSGBench and harnesses
Large Language Models (LLMs) and Retrieval-Augmented Gener-
ation (RAG) for TSG recommendations and benchmarking. Our
demonstration highlights its effectiveness in (1) enhancing TSG un-
derstanding, (2) providing industry-specific recommendations, and
(3) offering a comprehensive benchmarking platform, illustrating
its potential to ease industry professionals’ navigation through the
TSG landscape and encourage broader application across industries.
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1 INTRODUCTION
Time Series Generation (TSG) has emerged as an indispensable
technique across numerous industries. The essence of TSG lies in
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its ability to generate synthetic data that retains the intrinsic statis-
tical properties and temporal dependencies of original data. This
capability is crucial in domains such as finance for risk assessment,
environmental science for climate modeling, and manufacturing
for predictive maintenance, especially when real data is limited,
sensitive, or unevenly distributed.

While TSG methods have proliferated, their practical use in in-
dustry is not straightforward, as each method comes with its own
set of strengths and limitations. Identifying the optimal method for
specific industrial applications is challenging. Moreover, assessing
the quality of generated time series necessitates a suite of thor-
ough measures that scrutinize various facets of data fidelity and
temporal coherence. TSGBench [2] represents a significant leap
in standardized TSG evaluation, offering a benchmarking frame-
work with a broad range of comprehensive metrics. It further aids
in choosing appropriate TSG methods and evaluation measures
tailored to specific data characteristics and requirements.

Nevertheless, the translation of academic TSG advancements
into industry practice faces notable challenges. First, there is a cogni-
tive gap for industry experts: the sheer volume of TSG methods and
metrics can be daunting, with understanding their nuanced differ-
ences and suitability necessitating extensive academic knowledge.
Second, the lack of a dynamic platform hinders industry profes-
sionals from effectively exploring or comparing the performance
of various TSG methods in real-world data contexts.

To tackle these challenges, we introduce TSGAssist, an interac-
tive TSG Assistant that harnesses the core strengths of TSGBench,
offering an intuitive, user-friendly interface for industry profession-
als. TSGAssist comprises two key components:

• TSG Recommender: Employs advanced Large Language
Models (LLMs) [4] and Retrieval-AugmentedGeneration (RAG)
[9] to provide personalized, context-aware recommendations
for TSG methods and evaluation metrics. Its conversational
interface bridges the knowledge gap, allowing users to inter-
act naturally with the system and receive custom advice based
on their specific industry needs and data characteristics.

• TSG Benchmarking: Enables users to apply recommended
TSG methods to their data directly on the platform. It sup-
ports instant comparison and evaluation with a wide range
of metrics, providing practical insights into the application of
various methods on real datasets.

4309

https://doi.org/10.14778/3685800.3685862
https://github.com/YihaoAng/TSGAssist/
https://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:info@vldb.org
https://doi.org/10.14778/3685800.3685862
https://www.acm.org/publications/policies/artifact-review-and-badging-current


Our demonstration showcases TSGAssist’s effectiveness and
ease of use through three scenarios: (1) enhancing real-world TSG
understanding and application through RAG, (2) offering tailored
recommendations for specific industry needs, and (3) providing
a comprehensive benchmarking platform for users to assess and
select suitable TSG methods and metrics. These scenarios demon-
strate how TSGAssist effectively mitigates the challenges faced by
industry professionals in navigating the complex landscape of TSG,
fostering greater application of TSG in various industrial domains.

2 PRELIMINARIES
2.1 Time Series Generation
The primary goal of Time Series Generation (TSG) is to generate
synthetic time series data that is indistinguishable from the real data,
preserving the underlying patterns and correlations. TSG plays a
crucial role in applications like anomaly detection [3] and privacy
preservation [7]. Contemporary approaches in TSG predominantly
employ three foundational generative models: Generative Adver-
sarial Networks (GANs), Variational AutoEncoders (VAEs), and
Flow-based models. GAN-based models, like TimeGAN [13] and
RTSGAN [11], capture temporal dependencies through adversarial
training. VAE-based methods, such as TimeVAE [5] and TimeVQVAE
[8], generate new time series using latent representations, ensuring
data fidelity. Lastly, Flow-based models [1] use transformations to
effectively model complex data distributions.

In terms of evaluation, TSGBench emerges as a key benchmark-
ing framework for TSG methods, comprising three core parts:

• Data Preprocessing: TSGBench provides a standardized
pipeline for preprocessing real-world time series data, includ-
ing normalization and segmentation, to ensure uniformity
and comparability across different TSG methods.

• Methods and Insights: TSGBench offers insights and guid-
ance for selecting TSG methods based on data characteristics
and needs. It highlights the significance of factors like data
dimensionality, sequence length, and application domain.

• Evaluation Measures: TSGBench introduces a suite of eval-
uation metrics, including model-based, feature-based, and
distance-based measures. These metrics provide a comprehen-
sive overview of each method’s performance.

2.2 LLMs and RAG
Large Language Models (LLMs). LLMs have recently become a
transformative force, excelling in understanding and generating
natural language due to their training on extensive text corpora [4].
These models handle intricate linguistic structures and semantic nu-
ances effectively. LLMs operate through natural language prompts
and can engage in multi-round dialogues, considering previous
interactions to provide more contextual and accurate responses [4].
This capability is particularly useful in applications like TSGAs-
sist, transforming it into an automated conversational agent rather
than a rule-based system. In practice, this allows users to interac-
tively obtain TSG method recommendations for specific datasets,
streamlining the process beyond traditional manual searches.
Retrieval-Augmented Generation (RAG). RAG [9] enhances
LLMs by enabling them to utilize external knowledge bases during
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Figure 1: The system architecture of TSGAssist.

generation, fetching relevant information for user queries. In the
RAG process, upon receiving a prompt, the system searches the
related knowledge base, extracts relevant data, and integrates it
into the LLM’s response, improving accuracy and reducing content
hallucinations [9]. In the context of TSGAssist, when users inquire
about specific TSG methods, RAG-equipped LLMs quickly access
detailed information, enriching and validating interactions. This
capability makes RAG-enhanced LLMs crucial for TSG applications,
providing depth of knowledge and decision-making support.

3 TSGASSIST
We introduce TSGAssist, a standalone web application developed
with Python 3.7 and the Dash framework [6], providing a user-
friendly GUI. Figure 1 depicts its architecture, and Figure 4 displays
its core functions through screenshots. It includes basic functions
like a control panel for data upload, TSG method and measure
selection (Figure 4(a.1)), along with a Time Series Overview canvas
for data selection and raw MTS visualization (Figure 4(a.2)). There
are two principal modules in TSGAssist: (1) TSG Recommender
for personalized method suggestions, and (2) TSG Benchmarking
for hands-on evaluation and comparison of TSG methods.

3.1 TSG Recommender
TSG Recommender offers personalized suggestions via a chatbot-
style interface, allowing users to interact with TSGAssist. As shown
in Figure 2, it operates through a series of interconnected compo-
nents, employing RAG and LLMs to harness insights from TSG-
Bench for user-specific recommendations. Specifically,

• User Prompt: Users begin by interacting with the system,
entering TSG-related queries, and uploading datasets.

• Data Preprocessing: Upon receiving the user’s input, this
component preprocesses the time series data to better grasp
the context and specifics of each request.

• Knowledge Base: Concurrently, the extensive TSGBench
knowledge base is accessed, which includes detailed infor-
mation on TSG methods, metrics, and datasets essential for
up-to-date and relevant recommendations.

• Retrieval: The core of TSG Recommender is Retrieval, pow-
ered by RAG and LLMs and optimized to effectively search the
knowledge base to answer user queries. Using GPT-41 [10], it
retrieves pertinent, timely information from TSGBench.

• LLM: After retrieval, this component processes the user’s
prompt and fetched data to generate relevant responses. The
LLM’s ability to understand and produce natural language is
crucial for a seamless and engaging user experience.

1https://platform.openai.com/docs/assistants/overview
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• Recommendations: Finally, the system delivers its recom-
mendations or information to the user.

TSG Recommender supports continuous dialogue, letting users it-
eratively adjust their queries in the same conversation. This capabil-
ity fosters in-depth exploration and clarification, thereby improving
the decision-making process with more precise recommendations.

3.2 TSG Benchmarking
Guided by TSG Recommender, the TSG Benchmarking module
allows users to assess the suggested TSG methods and measures
suited to their specific tasks. This module enables users to apply
these methods to their datasets and investigate results using sample
datasets, enhancing their understanding. It has three components:

• Initialization: Users first choose recommended TSGmethods
and evaluation metrics from the control panel and then pro-
ceed to the benchmarking platform. This ensures evaluations
are targeted and pertinent.

• Quantitative Evaluations: It includes a broad spectrum of
metrics from TSGBench, covering model-based, feature-based,
and distance-based categories, and tracks each method’s run-
ning time for efficiency insights. This comprehensive evalua-
tion allows users to assess TSG methods from multiple per-
spectives thoroughly. The chosenmetrics are clearly displayed
on the main interface, with options for detailed analysis.

• Visualizations: This component provides visualization tools
like PCA, t-SNE, and Distribution Plot on the secondary tier
for comparing original and generated time series.

This module’s innovative feature is its dynamic update system.
Whenever a new TSG method is selected, it automatically updates
the evaluation results and visualizations, ensuring the module re-
mains current and in sync with the latest developments.

4 DEMONSTRATION SCENARIOS
This demonstration unfolds across three meticulously crafted sce-
narios, each spotlighting a distinct facet of TSGAssist’s capabilities.
The primary goals are to: (1) showcase the efficacy of integrating
RAG in the TSG Recommender, (2) offer domain-specific recommen-
dations for TSG methods and evaluation measures, and (3) facilitate
thorough evaluation of various TSG methods.

4.1 Scenario 1: RAG Efficacy
The first scenario establishes the foundational effectiveness of TSG
Recommender’s RAG component.

• Objective: The goal is to show the improvement in the rele-
vance and faithfulness of responses from an LLM when aug-
mented with RAG, as opposed to those by the LLM alone.

(a) RAG Efficacy. (b) Domain-Specific Applications.

Figure 3: Demonstration Scenarios 1 and 2.

• Setup: We engaged 10 participants, who were given a se-
ries of prompts to input into two systems: a standalone LLM
and a RAG-enhanced LLM in TSGAssist. The responses from
both systems were displayed side by side anonymously, with
participants unaware of each system’s contribution.

• Questions: (1) Relevance: Participants assessed which re-
sponses are more relevant to their initial prompt, gauging
the system’s ability to effectively understand and address the
query. (2) Faithfulness: Participants were asked to evaluate
which of the two responses appears to be more consistent
with existing knowledge in TSGBench, thereby assessing the
faithfulness of the information provided.

Results from Figure 3(a) indicate that over 70% of users found the
RAG-enhanced LLM in TSG Recommender to be significantly more
effective in terms of relevance and faithfulness than the standalone
LLM. The RAG-enhanced system’s responses were more aligned
with the TSGBench knowledge base, showing a higher factual ac-
curacy. Moreover, responses from TSGAssist were rated as more
pertinent to user prompts, suggesting a better understanding of
user queries. These results affirm the benefits of integrating RAG
with LLMs, enhancing the accuracy and relevance of generated text,
essential for the TSG Recommender.

4.2 Scenario 2: Domain-Specific Applications
Building on the success of the RAG component in Scenario 1, Sce-
nario 2 emphasizes its performance in domain-specific contexts,
underscoring its adaptability and precision in providing tailored
recommendations for TSG methods and evaluation measures.

• Objective: The aim is to showcase TSGAssist’s capability to
generate recommendations that are not onlymethodologically
sound but also contextually relevant to specific domains.

• Setup: Participants from finance, environmental science, and
manufacturing are provided with responses generated by TSG
Recommender tailored to each domain.

• Questions: For each question, participants were instructed to
rate the recommendations using a 1 to 5 scale based on either
(1) Method Comprehensiveness or (2) Measure Appropriateness,
along with (3) Overall Domain Helpfulness. In particular, (1)
Method Comprehensiveness: Participants evaluated the ap-
plicability of recommended TSG methods in their field. (2)
Measure Appropriateness: Participants rated the relevance of
TSG evaluationmeasures for their domain. (3) Overall Domain
Helpfulness: Participants scored the overall effectiveness of
TSGAssist in meeting their specific domain needs.

As evidenced by the feedback shown in Figure 3(b), the aver-
age rating for all questions across various domains consistently
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Figure 4: Screenshots of TSGAssist.

exceeded 4.2. The TSG methods and metrics recommended by TS-
GAssist were highly valued for their relevance and practicality
in specific domains. Overall, the responses affirmed TSGAssist’s
effectiveness in addressing domain-specific queries.

4.3 Scenario 3: TSG Benchmarking Platform
The third scenario showcases TSGAssist as a holistic TSG bench-
marking platform for both academic and industry professionals.
For example, a user from the manufacturing sector uploads sensor-
based time series into TSGAssist (Figure 4(a.1)), seeking optimal
TSG methods for their data traits and predictive maintenance needs.

Recommendations: TSG Recommender (Figure 4(a.3)) advises
startingwith VAE-basedmethods like TimeVAE [5] and TimeVQVAE
[8] for TSG. It also suggests COSCI-GAN [12] for its proficiency in
handling complex multivariate relationships, crucial in machinery
interactions. For evaluation, TSGAssist recommends using Predic-
tive Score (PS) to compare models trained on synthetic and original
data for maintenance predictions. It also endorses C-FID and ACD
to verify the preservation of temporal correlations in synthetic data,
reflecting real machinery operation patterns.

Benchmarking: Users begin on the benchmarking platform
by selecting recommended methods and metrics from the control
panel (Figure 4(b.1)). Comparative results (Figure 4(b.2)) highlight
TimeVAE and COSCI-GAN as top choices, noting TimeVAE’s signif-
icantly faster training compared to GAN-based alternatives. Addi-
tional methods like TimeGAN can be included for a more thorough
analysis. Users can compare synthetic and original data by PCA,
t-SNE, or Distribution Plot (Figure 4(b.3)), further confirming the
suitability and effectiveness of the chosen methods.

User Experience and Impact:Manufacturing managers and
professionals can seamlessly integrate recommended TSG meth-
ods and evaluation metrics into their workflows using TSGAssist
without delving into extensive TSG literature. Its accessibility and
practicality significantly simplify the adoption and integration of
advanced TSG solutions into real-world applications, improving
predictive maintenance strategies and operational efficiency.

5 CONCLUSIONS
In this demonstration, we develop TSGAssist, an innovative system
that bridges the gap between advanced TSG research and practical

industry application. Utilizing the comprehensive capabilities of
TSGBench, it offers industry professionals an accessible platform
for customized TSG recommendations and interactive, user-friendly
benchmarking across diverse evaluation measures.
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