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ABSTRACT
One of the most important challenges in shared mobility services

(e.g., ride-sharing and parcel delivery) is planning routes for work-

ers by considering real road conditions. To tackle this challenge,

the “insertion operator”, which computes the optimal route for the

worker to serve (i.e., insert) the newly appeared delivery request,

has been acted as the fundamental operation in existing solutions.

However, existing works implicitly assume a static road network,

hence are hard to fulfill the real-world scenario, where travel time

between two locations is not constant at different times of a day. By

contrast, we focus on the insertion operator over time-dependent

road networks that capture the periodic pattern of road conditions.

We also show that the time complexity of existing solutions would

degrade into cubic time and hence such solutions can no longer

satisfy the real-time requirement under this real-world setting. To

satisfy the need for real-time computation, we propose a data sum-

mary to model the time-dependent travel time functions between

pairs of vertices in the route. Based on the data summary, we design

an efficient solution that can enumerate the best insertion position

in linear time while satisfying complex spatiotemporal constraints.

Finally, extensive experiments are conducted on real datasets from

several applications of shared mobility. The results show that our

solution is up to 44.5× faster than the state-of-the-art solution.
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1 INTRODUCTION
Shared mobility services [34], such as ride-sharing and food deliv-

ery, allow a worker to provide the shared ride for multiple requests

with similar traveling schedules. For example, in a ride-sharing

platform (e.g., DiDi Chuxing [2]) or a food delivery platform (e.g.,
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Figure 1: Insert a new request on real-world road networks.

(a) All possible position pairs.
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(b) Insertion pair (1, 3) .

Figure 2: Insertion operator.

Meituan [4]), a worker (e.g., a driver or courier) can carry more

than one passenger or food parcel that have similar origins and

destinations. Finding a proper and practical route in real-time for

a worker to serve a newly appeared request is one of the most

significant challenges in these platforms, especially during peak

hours when the number of requests is large-scale.

In the past years, planning routes in shared mobility has been

widely studied [8, 12, 13, 19, 22, 23, 26, 32–34, 36, 41, 42, 47–49].

Most of these solutions are built upon a frequently-used operator

called insertion. This operator aims to find the optimal route with

the minimum increased travel time to serve (or attempt to serve)

a newly appeared request for a worker on the real-world road

network. The route is identified immediately when the request

appears on the platform. In real industry, more than one worker is

on the way to serve the new request, and the one, who takes the

minimum increased travel time to deliver it before the deadline,

will be allocated to the request [28, 41]. When no worker is close

enough, the request may need to wait for some time until being

served or canceled. Prior studies [35, 39] have demonstrated that

the insertion operator with low time complexity (e.g., linear time)

can reduce the efficiency bottleneck by a large margin.
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(a) Static road networks case.

o1 o2 d2o3

(b) Real road networks case.

Figure 3: Calculate the new arrival time at 𝑑2.

Motivation. Despite extensive research on optimizing the inser-

tion operator, existing solutions still remain a challenging obstacle

to be deployed in real-world applications, i.e., a common and im-

plicit assumption on the static road network. In other words, these

solutions all fail to consider the dynamic nature of road conditions

that are affected by weather, traffic congestion, etc. Unfortunately,

when considering this real-world factor, we find that their solutions

will either produce infeasible routes or significantly increase the

time complexity. Here, we take an example to explain this finding

as follows.

Motivation Example. Fig. 1a shows an example that the shortest

travel time between any two locations is not constant on a real-

world road network. For instance, Google Map [3] shows the travel

time of a single route at different times in the morning, i.e., 12
minutes at 8:10 am and 14 minutes at 8:20 am. This delay is due

to the peak hours of the daily traffic. In fact, the travel time of

this route periodically varies between 12 and 22 minutes every

day. Thus, planning a practical route in shared mobility needs to

consider the dynamic nature of road networks.

Due to this reason, it is non-trivial to study the insertion operator

over time-dependent road networks that are commonly used to

model real-world city networks [9, 37, 38]. Fig. 1b shows an example

of inserting a new request on a real-world road network. Suppose

a taxi driver is traveling from the location 𝑜1 to the location 𝑑1
to serve two passengers, where 𝑜1-𝑜2 are the passengers’ origins

and 𝑑1-𝑑2 are the passengers’ destinations. At some time, the third

passenger 𝑟3 submits his ride-sharing request to the platform, and

the insertion operation is used to compute the minimum increased

travel time for this worker to additionally serve the newly appeared

request with the origin 𝑜3 and the destination 𝑑3.

The insertion operation considers 𝑂 (𝑛2) pairs of positions to
insert the new request’s origin and destination into the current

route, where 𝑛 is the number of locations in the current route. The

value of 𝑛 can be more than 30 in real-world applications accord-

ing to a recent statistic report [7]. One possible pair (1, 3), which
inserts 𝑜3 between 𝑜1 and 𝑜2 and 𝑑3 between 𝑑2 and 𝑑1, causes

two detours marked by dashed arrows, is as shown in Fig. 2b. For

this case, existing solutions calculate the increased travel time by

adding up the travel time of these detours. Although such an ad-
ditivity property can be established in a static road network, it no
longer holds in a real-world road network. For instance, after in-
serting 𝑜3 at position 1, directly adding up the delay time (i.e.,
𝑑𝑖𝑠 (𝑜1, 𝑜3) + 𝑑𝑖𝑠 (𝑜3, 𝑜2) at 8:10 am, 𝑑𝑖𝑠 () is the static shortest travel
time) of detours to get the new arrival time at 𝑑2, while sequentially

querying the delay time at each location based on the new route is

𝑞𝑢𝑒𝑟𝑦 (𝑜2, 𝑑2, 𝑞𝑢𝑒𝑟𝑦 (𝑜3, 𝑜2, (𝑞𝑢𝑒𝑟𝑦 (𝑜1, 𝑜3, 𝑎𝑟𝑟 [𝑜1])))) (the function

Table 1: Summary of major notations.
Notation Description

𝐺 (𝑉 , 𝐸, 𝐹 ) time-dependent road network

𝑓𝑖,𝑗 (𝑡 ) 𝑓𝑖,𝑗 ∈ 𝐹 weight function of edge 𝑒𝑖,𝑗 ;

𝑓 ′𝑥,𝑦 (𝑡 ) weight function of the route from 𝑣𝑥 to 𝑣𝑦

𝑛 number of locations a worker visits to serve assigned requests

𝑞𝑢𝑒𝑟𝑦 (𝑢, 𝑣, 𝑡 ) shortest arrival time query over𝐺 (𝑉 , 𝐸, 𝐹 )
𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 (𝑢, 𝑣, 𝑡 ) compound travel function over route 𝑢 to 𝑣

𝑣𝑤 , 𝑐𝑤 location and capacity of worker 𝑤

𝑜𝑟 , 𝑑𝑟 origin and destination of request 𝑟

𝑝𝑖𝑘 (𝑜𝑟 ), 𝑑𝑒𝑙 (𝑑𝑟 ) pickup time and delivery time of request 𝑟

𝑎𝑟𝑟 [𝑣𝑘 ] arrival time at 𝑣𝑘 along the route of worker

𝑛𝑢𝑚[𝑣𝑘 ] number of picked request at 𝑣𝑘 along the route of worker

𝑙𝑎𝑡𝑒𝑠𝑡 [𝑣𝑘 ] the latest arrival time at 𝑣𝑘 to keep feasibility of the route

𝑜𝑝𝑡𝑖 [𝑣𝑘 ] the optimal 𝑖 value when insert 𝑑𝑟 before 𝑣𝑘

𝑞𝑢𝑒𝑟𝑦 () is the shortest arrival time query over real road networks,

see Fig. 3 for details). Thus, the additivity property leads to an inac-

curate travel time, which could delay the passenger’s original trip

and significantly hurt user experiences. Similar counter-examples

can be easily found in real life [41, 42].

Our Solution Summary.Motivated by this limitation, we study

the insertion operator for route planning in shared mobility on

time-dependent road networks that are commonly used to model

the dynamic nature of road conditions (Sec. 2.1 for more details). To

meet the optimality and real-time requirements, we first observe

that the key point to hinder the efficiency is how to efficiently an-

swer a spatiotemporal query, i.e., delay time query (𝑑𝑒𝑙𝑎𝑦𝑞𝑢𝑒𝑟𝑦 ()).
To rapidly process the query, we design a data summary called com-

pound travel functions to capture the travel time between locations

in the route. By utilizing this data structure, we propose an efficient

solution to improve the time complexity from 𝑂 (𝑛3) to 𝑂 (𝑛).
Contribution. The main contributions are listed as follows:

• We are the first to study the insertion operation for route

planning in shared mobility on time-dependent road net-

works.

• We identify that existing solutions to the insertion opera-

tions over static road networks cannot always retain the

optimal result under the setting of road networks. In our

experiments, it could delay 27% requests’ trips.

• To address this limitation, we design an efficient solution

by utilizing a novel data summary. We also prove that our

solution only takes linear time to compute the exact result,

which is no higher than that of existing work.

• Extensive experiments on real datasets from various appli-

cations demonstrate that our solution can accelerate the

insertion operation by up to 44.5× in the running time.

Roadmap. The rest of this paper is organized as follows. We first

present the problem statement in Sec. 2. Then, our method is elabo-

rated in Sec. 3 and evaluated in Sec. 4. Finally, we review the related

work in Sec. 5 and conclude in Section Sec. 6.

2 PROBLEM STATEMENT AND BASELINE
METHOD

This section introduces the basic concepts (Sec. 2.1), formal problem

definition (Sec. 2.2), and exact baseline method (Sec. 2.3). The major

notations are summarized in Table 1.
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2.1 Basic Concepts
Definition 1 (Time-dependent Road Network). A directed graph

G(V, E, F) is used to model the real-world road network. Here, V
is the set of vertices and each vertex 𝑣 ∈ V represents one geo-

location. E ⊆ V×V is the set of edges. Each directed edge (𝑢, 𝑣) ∈ E
is associated with a non-negative weight function 𝑓𝑢,𝑣 (𝑡) ∈ F, where
𝑡 is the departure time, and 𝑓𝑢,𝑣 (𝑡) denotes the travel time to the

vertex 𝑣 when departing from the vertex 𝑢 at time 𝑡 . Besides, for

any two vertices 𝑢, 𝑣 ∈ 𝑉 , the function 𝑞𝑢𝑒𝑟𝑦 (𝑢, 𝑣, 𝑡) denotes the
shortest arrival time to 𝑣 when departing from 𝑢 at time 𝑡 .

Following the conventions in Ref. [9, 37, 38], we adopt piecewise

linear functions (PLF) to model the weight functions in road net-

works, any continuous function of the weight edges can be approx-

imated by a set of such functions [10, 31]. Specifically, the function

𝑓𝑢,𝑣 (𝑡) associated with each directed edge (𝑢, 𝑣) ∈ E is modelled as a

set of interpolation points 𝑃 = {(𝑡1,𝑤1), (𝑡2,𝑤2), . . . , (𝑡𝑘 ,𝑤𝑘 )}, and
each point (𝑡𝑖 ,𝑤𝑖 ) denotes that it takes𝑤𝑖 unit time to travel from

𝑢 to 𝑣 at time 𝑡𝑖 . Besides, a straight line connected two successive

points (𝑡𝑖 ,𝑤𝑖 ), (𝑡𝑖+1,𝑤𝑖+1) fits the linear function in the time domain

[𝑡𝑖 , 𝑡𝑖+1). For example, if a worker departs from𝑢 at time 𝑡 ∈ [𝑡1, 𝑡2),
his travel time can be calculated as 𝑓𝑢,𝑣 (𝑡) = 𝑤1 + (𝑡 − 𝑡1) 𝑤2−𝑤1

𝑡2−𝑡1 .

Then, the weight function of (𝑢, 𝑣) can be formalized by Eq. (1).

𝑓𝑢,𝑣 (𝑡) =


𝑤1 + (𝑡 − 𝑡1) 𝑤2−𝑤1

𝑡2−𝑡1 , 𝑡1 ≤ 𝑡 < 𝑡2

𝑤2 + (𝑡 − 𝑡2) 𝑤3−𝑤2

𝑡3−𝑡2 , 𝑡2 ≤ 𝑡 < 𝑡3

· · ·
𝑤𝑘−1 + (𝑡 − 𝑡𝑘−1) 𝑤𝑘−𝑤𝑘−1

𝑡𝑘−𝑡𝑘−1 , 𝑡𝑘−1 ≤ 𝑡 ≤ 𝑡𝑘

(1)

where the time domain of the function 𝑓𝑢,𝑣 (𝑡) is [𝑡1, 𝑡𝑘 ].
Property of Time-dependent Road Networks. In the real

world, if two people move from 𝑢 to 𝑣 at different times, the one

who departs earlier usually arrives at 𝑣 no later than the other one.

This phenomenon is summarized as one important property by

existing work [9, 37, 38], i.e., the first-in-first-out (FIFO) property.
This property implies 𝑡1 + 𝑓𝑢,𝑣 (𝑡1) ≤ 𝑡2 + 𝑓𝑢,𝑣 (𝑡2) for any weight

function 𝑓𝑢,𝑣 (𝑡) ∈ 𝐹 and departure time 𝑡1 ≤ 𝑡2.

Based on Definition 1 and the conventions of existing work

[18, 21, 27, 34, 35], we present the definitions of other basic concepts,

including a request and a worker, in Definition 2 and 3.

Definition 2 (Request). A request is denoted by 𝑟 = ⟨𝑜𝑟 , 𝑑𝑟 , 𝑡𝑟 , 𝑒𝑟 , 𝑐𝑟 ⟩.
This request appears on the platform at time 𝑡𝑟 . 𝑜𝑟 ∈ 𝑉 is the re-

quest’s origin, 𝑑𝑟 ∈ 𝑉 is the destination, and 𝑒𝑟 is the deadline time.

The size 𝑐𝑟 denotes the number of passengers or parcels that need

to be carried.

In a real-world platform, a request is said to be served if it is picked
up at the origin 𝑜𝑟 by a worker with enough capacity (compared

with 𝑐𝑟 ) after the appearance time 𝑡𝑟 and delivered to the destination

𝑑𝑟 before the deadline time 𝑒𝑟 . A worker is formulated as follows.

Definition 3 (Worker). A worker is denoted by𝑤 = ⟨𝑐𝑤 ,SR , 𝑡0⟩,
where 𝑅 is the set of requests that have been allocated to this worker

but undelivered, 𝑐𝑤 is the worker’s capacity, and SR is his current

route at the time 𝑡0. Here, the route is defined as a sequence of

vertices in 𝑉 , i.e., SR = ⟨𝑣0, 𝑣1, · · · , 𝑣𝑛⟩, where 𝑣0 is his current

location, and 𝑣1, · · · , 𝑣𝑛 is either an origin or a destination of an

!!"# !! !$"#
""! #"!

… … !#…

(a) 0 < 𝑖 < 𝑗 < 𝑛 + 1

!!"# !!
""! #"!

… …

(b) 0 < 𝑖 = 𝑗 < 𝑛 + 1

!!"# !!
""! #"!

… … !$

(c) 0 < 𝑖 < 𝑗 = 𝑛 + 1

!$
""! #"!

…

(d) 𝑖 = 𝑗 = 𝑛 + 1

Figure 4: Insertion cases of all possible pairs(𝑖, 𝑗).
undelivered request in 𝑅. Besides, we use 𝑎𝑟𝑟 [𝑣𝑘 ] to denote the

arrival time at the location 𝑣𝑘 by following this route, i.e.,

𝑎𝑟𝑟 [𝑣𝑘 ] =
{
𝑡0, 𝑘 = 0

𝑞𝑢𝑒𝑟𝑦 (𝑣𝑘−1, 𝑣𝑘 , 𝑎𝑟𝑟 [𝑣𝑘−1]), 𝑘 > 0

In Definition 3, the worker’s capacity is limited to 𝑐𝑤 . For in-

stance, 𝑐𝑤 is often 3-4 in ride-sharing [16, 26, 41], while could be

80-200 in food/parcel delivery [24, 30, 39, 50]. According to the

above definition, we can easily compute the pickup time and deliv-

ery time of a request, which are denoted by 𝑝𝑖𝑘 (𝑜𝑟 ) and 𝑑𝑒𝑙 (𝑑𝑟 ),
respectively. A route is said to be feasible if all the requests assigned
to this worker are delivered before the deadline.

2.2 Problem Definition
According to the above concepts and conventional definition [35,

39] of the insertion operation, we present the formal definition of

the insertion operator for shared mobility on time-dependent road
networks (“time-dependent insertion” as short).

Definition 4 (Time-dependent Insertion). Given a worker𝑤 and

a request 𝑟+ that newly appears at time 𝑡𝑟+ , this operation finds a

new route for this worker 𝑆∗ with the minimum increased travel

time 𝑜𝑏 𝑗∗ in real-time to serve all the requests 𝑅+ (𝑖 .𝑒 ., 𝑅+ = 𝑅 ∪ 𝑟+)
while satisfying the following constraints:

• Completion Constraint. All the requests must be served.

• Order Constraint. The relative orders of vertices in 𝑆𝑅
remain the same in 𝑆∗. In other words, the new request’s

origin and destination are sequentially inserted at some

positions of the worker’s current route.

• Deadline Constraint. The worker must deliver all the

requests to their destinations before their deadlines.

• Capacity Constraint. At any time, the total size of re-

quests that this worker has picked up but not delivered is

no larger than the worker’s capacity.

The insertion operator 𝑖𝑛𝑠𝑒𝑟𝑡 (𝑖, 𝑗) indicates that the new re-

quest’s origin/destination is inserted at the 𝑖/ 𝑗-th position of the cur-

rent route SR (i.e., before the vertex 𝑣𝑖 /𝑣 𝑗 ), where 1 ≤ 𝑖 ≤ 𝑗 ≤ 𝑛 + 1.
Fig. 4 shows all four cases of the new route after inserting the

new request. The operator preserves the original order of SR , as
practiced in real industry [41, 42], to avoid reducing passenger

satisfaction [28].

2.3 Baseline Method
An extension of an existing 𝑂 (𝑛3)-time method for static road

networks [39] serves as our baseline for developing an insertion
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operator on time-dependent road networks. We present the imple-

mentation details of this method in Algo. 1.

Main Idea. The intuition behind the baseline method is as follows.

Specifically, we enumerate all pairs of potential positions (𝑖, 𝑗) to
insert the new request’s origin 𝑜𝑟+ and new request’s destination

𝑑𝑟+ and obtain a possible route 𝑆𝑅+ (lines 2-4). Based on this possible

route, we compute the new arrival time at each vertex and check

the feasibility (lines 5). If there is no constraint violation and the

increased travel time of 𝑆𝑅+ is shorter than the optimal route before

checking 𝑖𝑛𝑠𝑒𝑟𝑡 (𝑖, 𝑗), we set 𝑆𝑅+ as 𝑆∗ (lines 6-8).
ComplexityAnalysis. Suppose the time cost of the shortest arrival

time query on a time-dependent road network is 𝑂 (𝑞). Lines 2-
3 take 𝑂 (𝑛2) time. Lines 5-6 take 𝑂 (𝑛𝑞) time. Thus, the overall

time complexity is 𝑂 (𝑛3𝑞) time. For brevity, existing work usually

ignores the term 𝑂 (𝑞), so the baseline takes cubic time. We will

also follow this convention in the rest of the paper.

Algorithm 1: Baseline: Cubic Time Insertion [39]

Input: a worker𝑤 and a new request 𝑟+

Output: route 𝑆∗ with𝑚𝑖𝑛 increased travel time 𝑜𝑏 𝑗∗

1 𝑆∗ ← 𝑆𝑅, 𝑜𝑏 𝑗
∗ ← +∞, 𝑎𝑟𝑟 [𝑣0] ← 𝑡0 ;

2 for 𝑖 ← 1 to 𝑛 + 1 do
3 for 𝑗 ← 𝑖 to 𝑛 + 1 do
4 𝑆𝑅+ ← insert new request’s 𝑜𝑟+ /𝑑𝑟+ before the

vertex 𝑣𝑖 /𝑣 𝑗 in 𝑆𝑅 ;

5 if 𝑆𝑅+ satisfies all constraints in Definition 4 then
6 𝑜𝑏 𝑗 ← increased travel time of 𝑆𝑅+ ;

7 if 𝑜𝑏 𝑗 < 𝑜𝑏 𝑗∗ then
8 𝑆∗ ← 𝑆𝑅+ , 𝑜𝑏 𝑗

∗ ← 𝑜𝑏 𝑗 ;

9 return 𝑆∗, 𝑜𝑏 𝑗∗;

3 OUR METHODOLOGY
To address the limitations of the baseline method, we introduce

a data summary called the compound travel functions, which ac-

celerates the delay time query along the worker’s route. This data

structure enables efficient computation of the increased travel time

and feasibility checking in𝑂 (1) time. This directly reduces the time

complexity of a time-dependent insertion to 𝑂 (𝑛2) by consuming

𝑂 (𝑛2) space cost. After that, we show how to find the optimal 𝑖 in

𝑂 (1) time when 𝑗 is given along a feasible route of the worker by

solely utilizing the compound travel function from 𝑣 𝑗−1 to 𝑣 𝑗 . As a
result, both time and space complexity can be further improved to

𝑂 (𝑛) by enumerating 𝑗 along the worker’s feasible route.

3.1 Preliminary
3.1.1 Data Summary Model: Compound Travel Functions.
To accelerate the increased travel time computation and feasibility

checking, we calculate one 𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 (𝑣𝑥 , 𝑣𝑦, 𝑡) in Definition 5 for

each pair of vertices (𝑣𝑥 , 𝑣𝑦) in the feasible route 𝑆𝑅 = ⟨𝑣0, 𝑣1, . . . 𝑣𝑛⟩
where 0 < 𝑥 < 𝑦 < 𝑛. This function represents the travel time when

starting from vertex 𝑣𝑥 at time 𝑡 and ending at vertex 𝑣𝑦 .

We refer to the compound travel functions maintained for a

worker’s current route as the data summary model. The definition

of compound travel functions along a route is given as follows.

Definition 5 (Compound Travel Function). Given two vertexes 𝑣𝑥
and 𝑣𝑦 associated with the sub-route ⟨𝑣𝑥 , 𝑣𝑥+1, · · · , 𝑣𝑦⟩ in 𝑆𝑅 , the com-
pound travel function 𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 (𝑣𝑥 , 𝑣𝑦, 𝑡) indicates the travel time
of the route when starting from 𝑣𝑥 to 𝑣𝑦 at time 𝑡 ,𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 (𝑣𝑥 , 𝑣𝑦, 𝑡)
= 𝑓 ′

𝑦−1,𝑦 (𝑓
′
𝑦−2,𝑦−1 (· · · 𝑓

′
𝑥,𝑥+1 (𝑡))) − 𝑡 .

For a successive sub-route ⟨𝑣𝑘 , 𝑣𝑘+1⟩ ∈ 𝑆𝑅 (0 ≤ 𝑘 ≤ 𝑛 − 1),
𝑓 ′
𝑘,𝑘+1 (𝑡) is the weight function of it. If we assume that there is a

shortest path (𝑢0 = 𝑣𝑘 , 𝑢1, 𝑢2 = 𝑣𝑘+1) in the road connecting 𝑣𝑘
and 𝑣𝑘+1, with (𝑢0, 𝑢1) and (𝑢1, 𝑢2) being edges. We can obtain two

weight functions 𝑓0,1 (𝑡) and 𝑓1,2 (𝑡) associated with these edges.

Starting from 𝑢0 at time 𝑡0, we can compound 𝑡0 to the edge weight

function 𝑓0,1 (𝑡) to obtain the arrival time at 𝑢1, represented as a

function 𝑓0,1 (𝑡0). We can then compound 𝑓0,1 (𝑡0) into the edge

weight function 𝑓1,2 (𝑡), which gives the function 𝑓1,2 (𝑓0,1 (𝑡0)) rep-
resenting the arrival time at 𝑢2 when starting from 𝑣0 at 𝑡0. Finally,

we can use the 𝑓 ′
𝑘,𝑘+1 (𝑡0) = 𝑓1,2 (𝑓0,1 (𝑡0)) to denote the weight func-

tion along the sub-route. It can be calculated by the existing shortest

path algorithm [37] on time-dependent road networks.

Example 2. As the sub-route ⟨𝑜1, 𝑜2, 𝑑2⟩ shown in Fig. 1. If the weight
functions for ⟨𝑜1, 𝑜2⟩ and ⟨𝑜2, 𝑑2⟩ are𝑤𝑜1,𝑜2 (𝑡) = {(0, 10), (60, 20)}
and 𝑤𝑜2,𝑑2 (𝑡) = {(0, 5), (60, 30)}, respectively. At time 0, the travel
cost from 𝑜1 to 𝑑2 is calculated as 10 + (5 + 10 ∗ 30−5

60−0 ), where 10 is
the cost of ⟨𝑜1, 𝑜2⟩ at time 0, and (5 + 10 ∗ 30−5

60−0 ) denotes the cost of
⟨𝑜2, 𝑑2⟩ when starting the edge at time 10. Using this method, we can
calculate the compound travel function 𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 (𝑜1, 𝑑2, ∗).

3.1.2 Query the Delay Time by Compound Travel Function.
The compound travel function accelerates the travel time computa-

tion to 𝑂 (1) time, based on this data structure, we design a novel

spatiotemporal query delay time query along the worker’s route.

Definition 6 (Delay time query). Given two vertexes 𝑣𝑥 and 𝑣𝑦
in worker’s route, where 𝑣𝑦 locates after 𝑣𝑥 , the delay time query
𝑑𝑒𝑙𝑎𝑦𝑞𝑢𝑒𝑟𝑦 (𝑣𝑥 , 𝑣𝑦, 𝑡) retrieves the delay time at 𝑣𝑦 when the arrival
time 𝑣𝑥 is delayed to time 𝑡 , where 𝑑𝑒𝑙𝑎𝑦𝑞𝑢𝑒𝑟𝑦 (𝑣𝑥 , 𝑣𝑦, 𝑡) = 𝑎𝑟𝑟 [𝑣𝑥 ] +
𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 (𝑣𝑥 , 𝑣𝑦, 𝑡) − 𝑎𝑟𝑟 [𝑣𝑦].

After inserting the new origin 𝑜𝑟+ /destination 𝑑𝑟+ before 𝑣𝑖 /𝑣 𝑗
in 𝑆𝑅 . The new arrival time at 𝑣𝑖 and 𝑣 𝑗 are dependent on the

pickup time and delivery time of 𝑟+. For vertices in the sub-route

⟨𝑣𝑖+1, 𝑣𝑖+2, . . . , 𝑣 𝑗−1⟩, which are located after 𝑣𝑖 and before 𝑣 𝑗 , the de-
lay time at these locations are dependent on the new arrival time at

𝑣𝑖 , which can be calculated by the delay queries 𝑑𝑒𝑙𝑎𝑦𝑞𝑢𝑒𝑟𝑦 (𝑣𝑖 , ·, ·).
The sub-route ⟨𝑣 𝑗+1, 𝑣 𝑗+2, · · · , 𝑣𝑛⟩ consists of the remaining vertices

in 𝑆𝑅 after 𝑣 𝑗 , and the delay time of these vertices are dependent on

the arrival time to 𝑣 𝑗 , which can be calculated by the delay queries

𝑑𝑒𝑙𝑎𝑦𝑞𝑢𝑒𝑟𝑦 (𝑣 𝑗 , ·, ·). We next show how to calculate the arrival time

of each vertex in 𝑆𝑅+ , based on its original position in 𝑆𝑅 .

• Computing for pickup time: New origin 𝑜𝑟+ is inserted

before 𝑣𝑖 and after 𝑣𝑖−1, so the pickup time can be calculated

from arrival time to 𝑣𝑖−1 in the original route.

𝑝𝑖𝑘 (𝑜𝑟+ ) = 𝑞𝑢𝑒𝑟𝑦 (𝑣𝑖−1, 𝑜𝑟+ , 𝑎𝑟𝑟 [𝑣𝑖−1]) (2)

• Delay time query in ⟨𝑣𝑖 , 𝑣𝑖+1, · · · , 𝑣 𝑗−1⟩: The insertion of

the new origin 𝑜𝑟+ before 𝑣𝑖 caused the delay at vertices

in this sub-route, which needs to be calculated. The new

arrival time at 𝑣𝑖 is dependent on the pickup time,𝑎𝑟𝑟 ′ [𝑣𝑖 ] =
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𝑞𝑢𝑒𝑟𝑦 (𝑜𝑟+ , 𝑣𝑖 , 𝑝𝑖𝑘 (𝑜𝑟+ )). For other vertices, the delay time

caused by new arrival time 𝑎𝑟𝑟 ′ [𝑣𝑖 ] can be calculated as

𝑎𝑟𝑟 [𝑣𝑘 ] + 𝑑𝑒𝑙𝑎𝑦𝑞𝑢𝑒𝑟𝑦 (𝑣𝑖 , 𝑣𝑘 , 𝑎𝑟𝑟 ′ [𝑣𝑖 ]), 𝑖 < 𝑘 < 𝑗 .

• Computing for delivery time: We consider two cases. If

𝑖 < 𝑗 , 𝑑𝑟+ is inserted after 𝑣 𝑗−1 and before 𝑣 𝑗 , the delivery

time can be calculated from the new arrival time to 𝑣 𝑗−1
(as shown in Figure 4a and 4c). On the other hand, if 𝑖 = 𝑗 ,

𝑑𝑟+ is inserted immediately after 𝑜𝑟+ , so the delivery time

can be calculated from the pickup time of the new request

(as shown in Figure 4b and 4d).

𝑑𝑒𝑙 (𝑑𝑟+ ) =
{
𝑞𝑢𝑒𝑟𝑦 (𝑣𝑗−1, 𝑑𝑟+ , 𝑎𝑟𝑟 ′ [𝑣𝑗−1 ] ), 𝑖 < 𝑗

𝑞𝑢𝑒𝑟𝑦 (𝑜𝑟+ , 𝑑𝑟+ , 𝑝𝑖𝑘 (𝑜𝑟+ ) ), 𝑖 = 𝑗
(3)

• Delay time query in ⟨𝑣 𝑗 , 𝑣 𝑗+1, · · · , 𝑣𝑛⟩. After inserting
𝑑𝑟+ , the new arrival time at 𝑣 𝑗 is dependent on the delivery

time, 𝑎𝑟𝑟 ′ [𝑣 𝑗 ] = 𝑞𝑢𝑒𝑟𝑦 (𝑑𝑟+ , 𝑣 𝑗 , 𝑑𝑒𝑙 (𝑑𝑟+ )). For other vertices,
the delay time caused by the new arrival time at 𝑣 𝑗 can

be calculated as 𝑎𝑟𝑟 [𝑣𝑘 ] +𝑑𝑒𝑙𝑎𝑦𝑞𝑢𝑒𝑟𝑦 (𝑣 𝑗 , 𝑣𝑘 , 𝑎𝑟𝑟 ′ [𝑣 𝑗 ]), 𝑗 <
𝑘 ≤ 𝑛

Based on the delay time query in Definition 6, the time complex-

ity of the calculations for each possible pair (𝑖, 𝑗) is 𝑂 (1).

3.2 Improve Time Complexity to 𝑂 (𝑛2) by using
𝑂 (𝑛2) Compound Travel Functions

Basic Idea. To accelerate the constraints checking and increased

travel time computation from 𝑂 (𝑛) to 𝑂 (1) in the baseline, a com-

pound travel function is built for each insertion position pair (𝑖, 𝑗).
Therefore, a total of 𝑂 (𝑛2) compound travel functions are main-

tained. These functions compute the delay time in each vertex after

insertion in 𝑂 (1) time, enabling efficient constraint checking and

calculation of the increased travel time.

3.2.1 CheckingConstraints by using𝑂 (𝑛2) CompoundTravel
Functions.
Given a possible (𝑖, 𝑗) pair for insertion, the feasibility of the new

route must be verified against two constraints: the deadline con-

straint and the capacity constraint.

Checking Deadline Constraint. As discussed in Sec. 3.1.2, we

first use Eq. (4) to calculate the arrival time of each vertex in 𝑆𝑅+

in 𝑂 (1) time. For vertexes 𝑣𝑖 and 𝑣 𝑗 , the new arrival times are

dependent on the pickup time and delivery time of the new request,

two 𝑞𝑢𝑒𝑟𝑦 () functions are invoked to calculate the new arrival

time to them respectively. For vertexes locate between 𝑣𝑖+1 and

𝑣 𝑗−1, 𝑑𝑒𝑙𝑎𝑦𝑞𝑢𝑒𝑟𝑦 (𝑣𝑖 , ∗, ∗) query the delay time at these vertices.

Similarly, the delay time queries 𝑑𝑒𝑙𝑎𝑦𝑞𝑢𝑒𝑟𝑦 (𝑣 𝑗 , ∗, ∗) can be utilized

to calculate the delay times of vertexes located after 𝑣 𝑗 . The time

complexity of the shortest arrival time query and the delay time

query based on compound travel functions are both𝑂 (1). Therefore,
for each possible insertion position pair (𝑖, 𝑗), we can calculate the

arrival time of each vertex belonging to 𝑆𝑅+ in 𝑂 (1) time.

𝑎𝑟𝑟 ′ [𝑣𝑘 ] =



𝑎𝑟𝑟 [𝑣𝑘 ], 𝑘 < 𝑖

𝑞𝑢𝑒𝑟𝑦 (𝑜𝑟+ , 𝑣𝑖 , 𝑝𝑖𝑘 (𝑜𝑟+ )), 𝑘 = 𝑖

𝑎𝑟𝑟 [𝑣𝑘 ] + 𝑑𝑒𝑙𝑎𝑦𝑞𝑢𝑒𝑟𝑦 (𝑣𝑖 , 𝑣𝑘 , 𝑎𝑟𝑟 ′ [𝑣𝑖 ]), 𝑖 < 𝑘 < 𝑗

𝑞𝑢𝑒𝑟𝑦 (𝑑𝑟+ , 𝑣 𝑗 , 𝑑𝑒𝑙 (𝑑𝑟+ )), 𝑘 = 𝑗

𝑎𝑟𝑟 [𝑣𝑘 ] + 𝑑𝑒𝑙𝑎𝑦𝑞𝑢𝑒𝑟𝑦 (𝑣 𝑗 , 𝑣𝑘 , 𝑎𝑟𝑟 ′ [𝑣 𝑗 ]), 𝑗 < 𝑘 ≤ 𝑛

(4)
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Figure 5: Checking deadline constraint.

We further use 𝑙𝑎𝑡𝑒𝑠𝑡 [𝑣𝑘 ] to denote the latest arrival time at

vertex 𝑣𝑘 without violating any deadline constraints at 𝑣𝑘 and all

vertices after 𝑣𝑘 . Similar to calculating the arrival time at a vertex,

𝑙𝑎𝑡𝑒𝑠𝑡 [𝑣𝑘 ] can be computed from the compound travel function.

To ensure that the worker satisfies the deadline constraint for

all vertices from 𝑣𝑘 to 𝑣𝑛 , we need to calculate 𝑙𝑎𝑡𝑒𝑠𝑡 [𝑣𝑘 ] in reverse

order for each successive sub-route ⟨𝑣𝑘 , 𝑣𝑘+1⟩ ∈ 𝑆𝑅 , where 𝑘 ranges

from 𝑛 to 0. The latest arrival time for each vertex can be calculated

using the following equation, where 𝑙𝑎𝑡𝑒𝑠𝑡 [𝑣𝑛] is the deadline time

of the request whose destination is the last vertex 𝑣𝑛 :{
𝑙𝑎𝑡𝑒𝑠𝑡 [𝑣𝑘 ] +𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 (𝑣𝑘 , 𝑣𝑘+1, 𝑙𝑎𝑡𝑒𝑠𝑡 [𝑣𝑘 ]) = 𝑙𝑎𝑡𝑒𝑠𝑡 [𝑣𝑘+1],
𝑙𝑎𝑡𝑒𝑠𝑡 [𝑣𝑛] = 𝑒𝑟 , when 𝑣𝑛 = 𝑑𝑟

(5)

The following lemmas check the deadline constraint.

Lemma 1. The deadline constraint will not be violated if and

only if (1) 𝑝𝑖𝑘 (𝑜𝑟+ ) ≤ 𝑒𝑟+ ; (2) 𝑎𝑟𝑟
′ [𝑣𝑖 ] = 𝑞𝑢𝑒𝑟𝑦 (𝑜𝑟+ , 𝑣𝑖 , 𝑝𝑖𝑘 (𝑜𝑟+ )) ≤

𝑙𝑎𝑡𝑒𝑠𝑡 [𝑣𝑖 ]; (3)𝑑𝑒𝑙 (𝑑𝑟+ ) ≤ 𝑒𝑟+ ; (4)𝑎𝑟𝑟
′ [𝑣 𝑗 ] = 𝑞𝑢𝑒𝑟𝑦 (𝑑𝑟+ , 𝑣 𝑗 , 𝑑𝑒𝑙 (𝑑𝑟+ ))

≤ 𝑙𝑎𝑡𝑒𝑠𝑡 [𝑣 𝑗 ];

Proof. We prove this lemma by considering the general inser-

tion case, as depicted in Fig. 5. Given a new request 𝑟+, we first
calculate the pickup and delivery time in conditions (1) and (3),

respectively. These two conditions ensure that the new potential

route will not violate the deadline constraint of 𝑟+. Condition (2)

calculates the new arrival time at 𝑣𝑖 after picking up 𝑟
+
, denoted as

𝑎𝑟𝑟 ′ [𝑣𝑖 ]. To ensure that the deadline constraints after 𝑣𝑖 are satisfied,
𝑎𝑟𝑟 ′ [𝑣𝑖 ] cannot exceed the latest arrival time to 𝑣𝑖 , which is denoted

as 𝑙𝑎𝑡𝑒𝑠𝑡 [𝑣𝑖 ]. Similarly, for vertex 𝑣 𝑗 , condition (4) calculates the

new arrival time after serving the new request, denoted as 𝑎𝑟𝑟 ′ [𝑣 𝑗 ].
In order not to violate the deadline constraints for vertices located

after 𝑣 𝑗 , condition (4) guarantees that 𝑎𝑟𝑟 ′ [𝑣 𝑗 ] is earlier than the

latest arrival time to 𝑣 𝑗 , which is denoted as 𝑙𝑎𝑡𝑒𝑠𝑡 [𝑣 𝑗 ]. □

Checking Capacity Constraint. To check the capacity constraint
in 𝑂 (1) time, we use 𝑛𝑢𝑚[𝑣𝑘 ] to represent the number of requests

picked up but not yet delivered at vertex 𝑣𝑘 , following previous

work [35]. We calculate this array according to the following rules,

where 𝑣𝑘 is either a pickup location 𝑜𝑟 or a delivery location 𝑑𝑟 for

a request 𝑟 ∈ 𝑅:

𝑛𝑢𝑚[𝑣𝑘 ] =
{
𝑛𝑢𝑚[𝑣𝑘−1] + 𝑐𝑟 , 𝑣𝑘 = 𝑜𝑟

𝑛𝑢𝑚[𝑣𝑘−1] − 𝑐𝑟 , 𝑣𝑘 = 𝑑𝑟
(6)

Lemma 2. [35] Along the new route, the capacity constraint

will not be violated if and only if (1) 𝑛𝑢𝑚[𝑣𝑖−1] ≤ 𝑐𝑤 − 𝑐𝑟+ ; (2)
𝑛𝑢𝑚[𝑣𝑘 ] ≤ 𝑐𝑤 − 𝑐𝑟+ , 𝑖 < 𝑘 ≤ 𝑗 .

Please refer to Ref. [35] for the proof of Lemma 2.

3.2.2 Computation of Increased Travel Time.
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If the position pair (𝑖, 𝑗) satisfies both deadline and capacity

constraints, we can call this pair feasible for insertion. Then the

increased travel time can be calculated as 𝑜𝑏 𝑗 in the following:

𝑜𝑏 𝑗 =

{
𝑑𝑒𝑙𝑎𝑦𝑞𝑢𝑒𝑟𝑦 (𝑣 𝑗 , 𝑣𝑛, 𝑎𝑟𝑟 ′ [𝑣 𝑗 ]), 𝑗 ≤ 𝑛

𝑑𝑒𝑙 (𝑑𝑟+ ) − 𝑎𝑟𝑟 [𝑣𝑛], 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(7)

When 𝑗 ≤ 𝑛, the new request is delivered before reaching 𝑣 𝑗 ,

resulting in a delay at 𝑣 𝑗 . By utilizing the compound travel functions

maintained for 𝑣 𝑗 , we can directly perform the delay time query to

the last vertex 𝑣𝑛 to calculate the increased travel time caused by

the delay at 𝑣 𝑗 in 𝑂 (1) time. On the other hand, if the new request

is the last one to be delivered, as shown in Figure 4c and 4d, the

increased travel time is simply the delivery time of the new request

minus the arrival time of the last location in the original route.

Algorithm 2: Quadratic Time Insertion

Input: a worker𝑤 with a feasible route 𝑆𝑅 and a request 𝑟+

Output: new route 𝑆∗ for𝑤 and the𝑚𝑖𝑛𝑖𝑚𝑢𝑚 increased

travel time 𝑜𝑏 𝑗∗

1 𝑆∗ ← 𝑆𝑅, 𝑜𝑏 𝑗
∗ ← +∞ ;

2 Initialize 𝑙𝑎𝑡𝑒𝑠𝑡 , 𝑛𝑢𝑚 by 𝐸𝑞. (5)-𝐸𝑞. (6) ;
3 Compound travel functions

𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 (𝑖, 𝑗, ·),∀𝑖, 𝑗, 0 < 𝑖 < 𝑗 < 𝑛 by Definition 5 ;

4 for 𝑖 ← 1 to 𝑛 + 1 do
5 if Lemma 1 (1) or (2) violated then continue;

6 if Lemma 2 (1) violated then continue;

7 for 𝑗 ← 𝑖 to 𝑛 + 1 do
8 if Lemma 1 (3) or (4) violated then continue;

9 if Lemma 2 (2) violated then break;

10 𝑜𝑏 𝑗 ← 𝐸𝑞. (7) ;
11 if 𝑜𝑏 𝑗 < 𝑜𝑏 𝑗∗ then
12 𝑜𝑏 𝑗∗ ← 𝑜𝑏 𝑗, 𝑖∗ ← 𝑖, 𝑗∗ ← 𝑗 ;

13 if 𝑜𝑏 𝑗∗ < +∞ then
14 𝑆∗ ← insert 𝑜𝑟 at 𝑖

∗
-th and 𝑑𝑟 at 𝑗

∗
-th in 𝑆𝑅 ;

15 Get new arrival time of 𝑆∗ by 𝐸𝑞. (4) ;
16 return 𝑆∗, 𝑜𝑏 𝑗∗;

3.2.3 Algorithm Details.
Main Idea.We enumerate all possible (𝑖, 𝑗) pairs for insertion in

the algorithm, and build one compound travel function for each

pair. With the total of𝑂 (𝑛2) functions, the constraints checking and
increased time computation can be achieved in𝑂 (1) time. The new

arrival times and increased travel time are updated by Eq. (4) and

Eq. (7) in𝑂 (1) time respectively. The deadline constraint is checked

for 𝑣𝑖 using Lemma 1 (1)-(2) after inserting 𝑜𝑟+ , and the capacity

constraint is checked using Lemma 2 (1). For 𝑣 𝑗 , the algorithm uses

Lemma 1 (3)-(4) and Lemma 2 (2) to check the deadline and capacity

constraints after inserting 𝑑𝑟+ before it. All these feasibility checks

have a time cost of 𝑂 (1).
Complexity Analysis. Algo. 2 shows the details. Line 2 initial-
izes auxiliary arrays 𝑙𝑎𝑡𝑒𝑠𝑡, 𝑛𝑢𝑚. Line 3 computes the compound

travel function between any two vertexes along 𝑆𝑅 to build the

data summary model. Lines 4-9 enumerate possible positions to

insert 𝑜𝑟+ and𝑑𝑟+ , checking the deadline and capacity constraints in

Table 2: 𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 of 𝑆𝑅 in Algo. 2

𝑜1 𝑜2 𝑑2 𝑑1
𝑜1 × 𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 (𝑜1, 𝑜2, 𝑡 ) 𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 (𝑜1, 𝑑2, 𝑡 ) 𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 (𝑜1, 𝑑1, 𝑡 )
𝑜2 × × 𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 (𝑜2, 𝑑2, 𝑡 ) 𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 (𝑜2, 𝑑1, 𝑡 )
𝑑2 × × × 𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 (𝑑2, 𝑑1, 𝑡 )
𝑑1 × × × ×

o1 d1o2 d2

o3 d3

Figure 6: Update arrival time with 𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 .

𝑂 (1) time for each position. If (𝑖, 𝑗) is feasible, the increased travel

time is calculated in line 10 in 𝑂 (1) time. Therefore, the total time

complexity of Algo. 2 is 𝑂 (𝑛2), and the space complexity is also

𝑂 (𝑛2), as the worker maintains 𝑂 (𝑛2) compound travel functions.

Example 3. Back to the settings in Fig. 1. For the current feasible
route 𝑆𝑅 = ⟨𝑜1, 𝑜2, 𝑑2, 𝑑1⟩, the compound travel functions along 𝑆𝑅 are
shown in Table 2. The algorithm computes (3+2+1) compound travel
functions. For each vertex in 𝑆𝑅 , the algorithm computes and main-
tains compound travel functions to all vertices after it. To serve 𝑟3, we
consider the first possible insertion pair (1, 1). As shown in Figure 6, by
inserting 𝑜3 and 𝑑3 before 𝑜2, the resulting increase in travel time can
be directly calculated as 𝑑𝑒𝑙𝑎𝑦𝑞𝑢𝑒𝑟𝑦 (𝑜2, 𝑑1, 𝑎𝑟𝑟 ′ [𝑜2]) in 𝑂 (1) time.
This delay time query is facilitated by the compound travel function
𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 (𝑜2, 𝑑1, 𝑎𝑟𝑟 ′ [𝑜2]), which is maintained by 𝑜2. Alterna-
tively, without this function, the sequential invocation of the shortest
arrival time query 𝑞𝑢𝑒𝑟𝑦 (𝑑2, 𝑑1, 𝑞𝑢𝑒𝑟𝑦 (𝑜2, 𝑑2, 𝑎𝑟𝑟 ′ [𝑜2]))) scans the
sub-route < 𝑜2, 𝑑2, 𝑑1 > to calculate the increased travel time.

Correctness. The algorithm can find the optimal position pair (𝑖, 𝑗)
with the minimum increased travel time to deliver the assigned

new request 𝑟+. The order constraint can be trivially verified by

the pseudo code of Algo. 2. The feasibility of (𝑖, 𝑗) for insertion is

ensured by the correctness of Lemma 1 and Lemma 2, while 𝐸𝑞. (4)
- 𝐸𝑞. (7) guarantee the minimum increased travel time.

Discussion. This algorithm requires 𝑂 (𝑛2) compound travel func-

tions, which results in significant memory overhead. Based on our

observation (detail in Sec. 3.3), we find that these functions contain

redundancies. Therefore, we try to further optimize the number of

compound travel functions to improve the time complexity of the

insertion.

3.3 Optimize Time Complexity to 𝑂 (𝑛) by using
Only 𝑂 (𝑛) Compound Travel Functions

Observation: Two compound travel functions for each ver-
tex 𝑣 𝑗 is sufficient. As Fig. 7 shows, we use 𝑜𝑝𝑡𝑖 [𝑑2] records the
optimal 𝑖 when 𝑗 = 2, i.e., find the optimal position to insert 𝑜𝑟+

when inserting 𝑑𝑟+ before 𝑑2. Based on the order constraint, there

are only two cases for 𝑖 value: (1) Fig. 7a, when 𝑜𝑝𝑡𝑖 [𝑑2] = 𝑜𝑝𝑡𝑖 [𝑜2],
the optimal 𝑖 value is same as when insertion the 𝑑𝑟+ before the pre-

vious vertex 𝑜2; (2) Fig. 7b, when 𝑜𝑝𝑡𝑖 [𝑑2] ≠ 𝑜𝑝𝑡𝑖 [𝑜2], the optimal

𝑖 is updated. Based on the FIFO property, the determining factor

is which case causes more time delay at 𝑑2, as more time delay at

𝑑2 results in more time delay at the last vertex 𝑣𝑛 . To determine
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the optimal 𝑖 value recorded in 𝑜𝑝𝑡𝑖 [𝑑2], the delay time at 𝑑2 can

be calculated using one compound travel function from 𝑜2 to 𝑑2 in

Fig. 7a, or using Eq. (4) in Fig. 7b. Then the increased travel time of

the route can be queried by another compound travel function from

𝑑2 to the last vertex 𝑑1. Therefore, for 𝑑2, two compound travel

functions are sufficient to find the optimal insertion position pair

(𝑜𝑝𝑡𝑖 [𝑑2], 2) before it.

o1 d1o2

o3

d2

(a) 𝑜𝑝𝑡𝑖 [𝑑2 ] = 1 = 𝑜𝑝𝑡𝑖 [𝑜2 ]

o1 d1o2

o3

d2

(b) 𝑜𝑝𝑡𝑖 [𝑑2 ] = 2 ≠ 𝑜𝑝𝑡𝑖 [𝑜2 ] = 1

Figure 7: When 𝑗 = 2, two cases for optimal 𝑖 value

Basic Idea. The optimal insertion position 𝑖 can be searched in

𝑂 (1) time by enumerating the possible values of 𝑗 . This is achieved

by performing a delay time query from 𝑣 𝑗−1 to 𝑣 𝑗 . The increased
travel time caused by delivering the new request before 𝑣 𝑗 then

can be calculated by performing a delay time query from 𝑣 𝑗 to the

last vertex 𝑣𝑛 . Thus the worker only needs to maintain at most two

compound travel functions for each vertex 𝑣 𝑗 in the route. As a

result of the optimization, both the time and space costs are reduced

from 𝑂 (𝑛2) to 𝑂 (𝑛).

3.3.1 Computing optimal 𝑖 in 𝑂 (1) Time When Sequentially
Increase 𝑗 .
We try to only enumerate the positions 𝑗 to insert the destination of

the new request while finding the optimal 𝑖 , instead of enumerating

all possible (𝑖, 𝑗) pairs. If destination 𝑑𝑟+ is inserted before 𝑣 𝑗 in

route 𝑆𝑅 , then the origin 𝑜𝑟+ must also be inserted before 𝑣 𝑗 .

Calculate 𝑜𝑝𝑡𝑖 [𝑣 𝑗 ] as 𝑖 by One Compound Travel Function
Between 𝑣 𝑗−1 and 𝑣 𝑗 .We use 𝑜𝑝𝑡𝑖 [𝑣 𝑗 ] to record the optimal value

of 𝑖 when enumerating the 𝑗 position along 𝑆𝑅 . Specifically, by

inserting 𝑜𝑟+ at 𝑜𝑝𝑡𝑖 [𝑣 𝑗 ], we can achieve the shortest arrival time at

vertex 𝑣 𝑗 , resulting in a better route with a shorter increased travel

time due to the first-in-first-out (FIFO) property. Additionally, we

use 𝑎𝑟𝑟 ′𝑜𝑟+ [𝑣 𝑗 ] to denote the arrival time at vertex 𝑣 𝑗 if we insert 𝑜𝑟+

at the position calculated before in 𝑜𝑝𝑡𝑖 [𝑣 𝑗−1] ∈ {𝑖 : 0 < 𝑖 < 𝑗}, it
can be calculated by 𝑑𝑒𝑙𝑎𝑦𝑞𝑢𝑒𝑟𝑦 (𝑣 𝑗−1, 𝑣 𝑗 , ∗). If the new potential 𝑗-

th position does not satisfy either the deadline constraint or capacity

constraint for inserting 𝑜𝑟+ , then we set 𝑜𝑝𝑡𝑖 [𝑣 𝑗 ] = NIL. Otherwise,
we can calculate the value based on the following lemma:

Lemma 3. Given a potential vertex 𝑣 𝑗 for inserting 𝑑𝑟+ before it,

we update 𝑜𝑝𝑡𝑖 [𝑣 𝑗 ] = 𝑗 if and only if (1) 𝑛𝑢𝑚[𝑣 𝑗−1] ≤ 𝑐𝑤 − 𝑐𝑟+ ;
(2) 𝑝𝑖𝑘 (𝑜𝑟+ ) ≤ 𝑒𝑟+ and 𝑞𝑢𝑒𝑟𝑦 (𝑜𝑟+ , 𝑣 𝑗 , 𝑝𝑖𝑘 (𝑜𝑟+ )) ≤ 𝑙𝑎𝑡𝑒𝑠𝑡 [𝑣 𝑗 ]; (3)
𝑞𝑢𝑒𝑟𝑦 (𝑜𝑟+ , 𝑣 𝑗 , 𝑝𝑖𝑘 (𝑜𝑟+ )) < 𝑎𝑟𝑟 ′𝑜𝑟+ [𝑣 𝑗 ]. Here, 𝑎𝑟𝑟

′
𝑜𝑟+
[𝑣 𝑗 ] can be cal-

culated using the delay time query from 𝑣 𝑗−1 to 𝑣 𝑗 as 𝑎𝑟𝑟 ′𝑜𝑟+ [𝑣 𝑗−1]+
𝑑𝑒𝑙𝑎𝑦𝑞𝑢𝑒𝑟𝑦 (𝑣 𝑗−1, 𝑣 𝑗 , 𝑎𝑟𝑟 ′𝑜𝑟+ [𝑣 𝑗−1]).

Proof. Condition (1) checks the capacity constraint and en-

sures that there is enough capacity for the worker to pick up 𝑟+

at 𝑣 𝑗 . Condition (2) ensures that the deadline constraints are sat-

isfied if 𝑜𝑟+ is inserted before 𝑣 𝑗 . Condition (3) guarantees that

inserting 𝑜𝑟+ at the new potential 𝑗-th position results in a shorter

travel time compared to inserting it in positions {𝑖 : 0 < 𝑖 < 𝑗}.
This can be proven by contradiction. Let us assume that the opti-

mal position for inserting the new request’s origin 𝑜𝑟+ is recorded

in 𝑜𝑝𝑡𝑖 [𝑣 𝑗−1] and lies within the set {𝑖 : 0 < 𝑖 < 𝑗}. We insert

𝑜𝑟+ at 𝑜𝑝𝑡𝑖 [𝑣 𝑗−1], the arrival time at 𝑣 𝑗 can be calculated by de-

lay time query from 𝑣 𝑗−1 to 𝑣 𝑗 . Specifically, it can be expressed

as 𝑎𝑟𝑟 ′𝑜𝑟+ [𝑣 𝑗 ] = 𝑎𝑟𝑟 ′𝑜𝑟+ [𝑣 𝑗−1] + 𝑑𝑒𝑙𝑎𝑦𝑞𝑢𝑒𝑟𝑦 (𝑣 𝑗−1, 𝑣 𝑗 , 𝑎𝑟𝑟
′
𝑜𝑟+
[𝑣 𝑗−1]).

However, if condition (3) is satisfied, inserting 𝑜𝑟+ at the new poten-

tial position 𝑗 results in an earlier arrival time at 𝑣 𝑗 . If 𝑜𝑝𝑡𝑖 [𝑣 𝑗−1]
is the best position to insert 𝑜𝑟+ , we would obtain a route with a

shorter travel time compared to inserting 𝑜𝑟+ before 𝑣 𝑗 . However,

according to the FIFO property, if we choose 𝑜𝑝𝑡𝑖 [𝑣 𝑗−1], the route
would arrive later at 𝑣 𝑗 and the final vertex 𝑣𝑛 with a larger delay,

which contradicts the assumption. Therefore, 𝑗 is a better position

to insert 𝑜𝑟+ , and we update 𝑜𝑝𝑡𝑖 [𝑣 𝑗 ] = 𝑗 . □

3.3.2 Checking Constraints in𝑂 (1) by using Only𝑂 (𝑛) Com-
pound Travel Functions.
We also need to check both capacity and deadline constraints. The

capacity constraint check is similar to Lemma 2. After computing

the optimal 𝑖 value in 𝑜𝑝𝑡𝑖 [𝑣 𝑗 ], we first update the new arrival

time at 𝑣 𝑗 , then check the deadline constraint for inserting the new

destination at position 𝑗 .

Update New Arrival Time At 𝑣 𝑗 by One Compound Travel
Function between 𝑣 𝑗−1 to 𝑣 𝑗 .We first update the arrival time at 𝑣 𝑗
based on𝑜𝑝𝑡𝑖 [𝑣 𝑗 ] for further feasibility checking. If𝑜𝑝𝑡𝑖 [𝑣 𝑗 ] = 𝑗 , we

need to invoke the shortest arrival time query 𝑞𝑢𝑒𝑟𝑦 () to calculate

the new arrival time at 𝑣 𝑗 . Otherwise, if 𝑜𝑝𝑡𝑖 [𝑣 𝑗 ] = 𝑜𝑝𝑡𝑖 [𝑣 𝑗−1], it
indicates the the optimal position to insert 𝑜𝑟+ is one of the positions

in {𝑖 : 0 < 𝑖 < 𝑗}. To update the arrival time at 𝑣 𝑗 , we can rely on

the delay time query from 𝑣 𝑗−1 to 𝑣 𝑗 .
The new arrival time at 𝑣 𝑗 is updated based on the following rules

in 𝑂 (1) time. If 𝑜𝑝𝑡𝑖 [𝑣 𝑗 ] = 𝑗 , 𝑜𝑟+ is also inserted at 𝑗-th position.

Otherwise, 𝑜𝑝𝑡𝑖 [𝑣 𝑗 ] = 𝑜𝑝𝑡𝑖 [𝑣 𝑗−1], 𝑜𝑟+ is inserted at one position in

{𝑖 : 0 < 𝑖 < 𝑗}:

𝑎𝑟𝑟 ′𝑜𝑟+ [𝑣 𝑗 ] ={
𝑞𝑢𝑒𝑟𝑦 (𝑜𝑟+ , 𝑣 𝑗 , 𝑝𝑖𝑘 (𝑜𝑟+ )), 𝑜𝑝𝑡𝑖 [𝑣 𝑗 ] = 𝑗

𝑎𝑟𝑟𝑜𝑟+ [𝑣 𝑗 ] + 𝑑𝑒𝑙𝑎𝑦𝑞𝑢𝑒𝑟𝑦 (𝑣 𝑗−1, 𝑣 𝑗 , 𝑎𝑟𝑟
′
𝑜𝑟+
[𝑣 𝑗−1]), otherwise

(8)

Checking Constraints for 𝑣 𝑗 . As for the new destination 𝑑𝑟+ ,

before considering its insertion into the route at the 𝑗-th position,

we must first verify its feasibility. This verification requires taking

into account the worker’s capacity constraint, the time constraint

of the new request, and the new arrival time at 𝑣 𝑗 .

We first calculate the delivery time based on the updated arrival

time at 𝑣 𝑗−1 after picking up the new request at position 𝑜𝑝𝑡𝑖 [𝑣 𝑗−1].
The delivery time is calculated as:

𝑑𝑒𝑙 (𝑑𝑟+ ) = 𝑞𝑢𝑒𝑟𝑦 (𝑣 𝑗−1, 𝑑𝑟+ , 𝑎𝑟𝑟 ′𝑜𝑟+ [𝑣 𝑗−1]) (9)

Then, we update the arrival time at 𝑣 𝑗 after delivering the new

request, by using the delivery time of the new request:

𝑎𝑟𝑟 ′ [𝑣 𝑗 ] = 𝑞𝑢𝑒𝑟𝑦 (𝑑𝑟+ , 𝑣 𝑗 , 𝑑𝑒𝑙 (𝑑𝑟+ )) (10)
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Table 3: 𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 of 𝑆𝑅 in Algo. 3

1 2

𝑜1 𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 (𝑜1, 𝑜2, 𝑡 ) 𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 (𝑜1, 𝑑1, 𝑡 )
𝑜2 𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 (𝑜2, 𝑑2, 𝑡 ) 𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 (𝑜2, 𝑑1, 𝑡 )
𝑑2 𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 (𝑑2, 𝑑1, 𝑡 ) ×
𝑑1 × ×

Then we can perform the constraints verification by utilizing

the following lemma:

Lemma4. The 𝑗-th position is a feasible position for inserting𝑑𝑟+ if
and only if (1) 𝑑𝑒𝑙 (𝑑𝑟+ ) = 𝑞𝑢𝑒𝑟𝑦 (𝑣 𝑗−1, 𝑑𝑟+ , 𝑎𝑟𝑟 ′𝑜𝑟+ [𝑣 𝑗−1]) ≤ 𝑒𝑟+ ; (2)

𝑎𝑟𝑟 ′ [𝑣 𝑗 ] = 𝑞𝑢𝑒𝑟𝑦 (𝑑𝑟+ , 𝑣 𝑗 , 𝑑𝑒𝑙 (𝑑𝑟+ )) ≤ 𝑙𝑎𝑡𝑒𝑠𝑡 [𝑣 𝑗 ]; (3) 𝑛𝑢𝑚[𝑣 𝑗−1] ≤
𝑐𝑤 − 𝑐𝑟+

Proof. Condition (1) guarantees that inserting the new request’s

destination at the 𝑗-th position will not violate its deadline con-

straint. Following the insertion of 𝑑𝑟+ at the 𝑗-th position, condition

(2) ensures that the new arrival time at 𝑣 𝑗 does not violate any

deadline constraints for assigned requests delivered after 𝑣 𝑗 . Condi-

tion (3) checks the capacity constraint, ensuring that the worker’s

capacity is not exceeded. □

If Lemma 4 confirms that 𝑗 is a feasible position to insert 𝑑𝑟+ ,

we follow Eq. (7) to calculate the increased travel time for the

insertion position pair (𝑜𝑝𝑡𝑖 [𝑣 𝑗 ], 𝑗). The delay at the last vertex 𝑣𝑛
is calculated by the delay time query which is supported by the

compound travel function from 𝑣 𝑗 to the last vertex 𝑣𝑛 . Therefore,

we can calculate the increased travel time in 𝑂 (1) time.

Algorithm 3: Linear Time Insertion

Input: a worker𝑤 with a feasible route 𝑆𝑅 and a request 𝑟+

Output: new route 𝑆∗ for𝑤 and the𝑚𝑖𝑛𝑖𝑚𝑢𝑚 increased

travel time 𝑜𝑏 𝑗∗

1 𝑆∗ ← 𝑆𝑅, 𝑜𝑏 𝑗
∗ ← +∞ ;

2 Initialize 𝑙𝑎𝑡𝑒𝑠𝑡 , 𝑛𝑢𝑚 by 𝐸𝑞. (5)-𝐸𝑞. (6) ;
3 Compound travel functions

𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 ( 𝑗, 𝑗 + 1, ·),𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 ( 𝑗, 𝑛, ·),∀𝑗, 0 < 𝑗 < 𝑛 by

Definition 5 ;

4 for 𝑗 ← 1 to 𝑛 + 1 do
5 if Lemma 3 (1) or (2) violated then continue;

6 if Lemma 3 (3) then 𝑜𝑝𝑡𝑖 [𝑣 𝑗 ] ← 𝑗 ;

7 Update 𝑎𝑟𝑟 ′𝑜𝑟+ [𝑣 𝑗 ] after inserting 𝑜𝑟+ based on Eq. (8) ;

8 if Lemma 4 (1)(2)(3) then
9 Calculate 𝑑𝑒𝑙 (𝑑𝑟+ ) after inserting 𝑜𝑟+ based on

Eq. (9) ;

10 Calculate 𝑎𝑟𝑟 ′ [𝑣 𝑗 ] of insertion (𝑜𝑝𝑡𝑖 [𝑣 𝑗 ], 𝑗) based on
Eq. (10) ;

11 𝑜𝑏 𝑗 ← 𝐸𝑞. (7) ;
12 if 𝑜𝑏 𝑗 < 𝑜𝑏 𝑗∗ then
13 𝑜𝑏 𝑗∗ ← 𝑜𝑏 𝑗, 𝑖∗ ← 𝑜𝑝𝑡𝑖 [𝑣 𝑗 ], 𝑗∗ ← 𝑗 ;

14 if 𝑜𝑏 𝑗∗ < +∞ then
15 𝑆∗ ← insert 𝑜𝑟 at 𝑖

∗
-th and 𝑑𝑟 at 𝑗

∗
-th in 𝑆𝑅 ;

16 Get new arrival time of 𝑆∗ by 𝐸𝑞. (4) ;
17 return 𝑆∗, 𝑜𝑏 𝑗∗;

o1 d1o2

o3

o3

d2

(a) Find 𝑜𝑝𝑡𝑖 [𝑑2 ] = 𝑜𝑝𝑡𝑖 [𝑜2 ] or 𝑜𝑝𝑡𝑖 [𝑑2 ] = 𝑗 = 2

o1 d1o2

o3 d3

d2

(b) Get the 𝑜𝑏 𝑗 of insertion (𝑜𝑝𝑡𝑖 [𝑑2 ], 𝑗 = 2)

o1 d1o2

o3

o3

d2

(c) Find 𝑜𝑝𝑡𝑖 [𝑑1 ] = 𝑜𝑝𝑡𝑖 [𝑑2 ] or 𝑜𝑝𝑡𝑖 [𝑑1 ] = 𝑗 = 3

o1 d1o2

o3 d3

d2

(d) Get the 𝑜𝑏 𝑗 of insertion (𝑜𝑝𝑡𝑖 [𝑑1 ], 𝑗 = 3)

Figure 8: Enumerating 𝑗 from 2 to 3

3.3.3 Linear Time Algorithm.
Main Idea. We enumerate each potential 𝑗-th position in the

worker’s current route 𝑆𝑅 . In each iteration, we use Lemma 3 to

determine in𝑂 (1) time whether inserting the new origin 𝑜𝑟+ at 𝑗 is

a better choice than other positions before 𝑣 𝑗 . The optimal position

to insert 𝑜𝑟+ is then computed at 𝑜𝑝𝑡𝑖 [𝑣 𝑗 ]. Next, we check the fea-

sibility of inserting the new destination 𝑑𝑟+ at position 𝑗 based on

Lemma 4 in 𝑂 (1) time. If it is feasible, we generate a new route by

inserting 𝑜𝑟+ at 𝑜𝑝𝑡𝑖 [𝑣 𝑗 ] and 𝑑𝑟+ at position 𝑗 . The new arrival time

at 𝑣 𝑗 after delivering the new request is calculated using Eq. (10) in

𝑂 (1) time. The increased travel time is calculated based on Eq. (7)

in 𝑂 (1) time. All these calculations and feasibility checks have a

time cost of 𝑂 (1).
Complexity Analysis. Line 3 of Algo. 3 computes the compound

travel functions of route 𝑆𝑅 . Line 4 takes 𝑂 (𝑛) time to enumerate

the potential position to insert 𝑑𝑟+ . We then check the constraints

for inserting 𝑜𝑟+ at the new potential 𝑗-th position in line 5. If con-

straints are violated, the optimal position to insert 𝑜𝑟+ lies among

the positions {𝑖 : 0 < 𝑖 < 𝑗}. Otherwise, the 𝑗 will be the best

position in line 6. After 𝑜𝑟+ is inserted at 𝑜𝑝𝑡𝑖 [𝑣 𝑗 ], the new arrival

time at 𝑣 𝑗 is calculated in line 7. The feasibility of inserting 𝑑𝑟+ at

𝑗 is checked, and the new arrival time at 𝑣 𝑗 is calculated in lines

8-10, each line takes 𝑂 (1) time. After inserting 𝑜𝑟+ at 𝑜𝑝𝑡𝑖 [𝑣 𝑗 ] and
𝑑𝑟+ at 𝑗 , the increased travel time of the newly generated route is

calculated from lines 11-13. Therefore, the total time cost of Algo. 3

is 𝑂 (𝑛). For the space cost, a worker maintains 𝑂 (𝑛) compound

travel functions, because each vertex 𝑣 𝑗 in the route requires at

most 2 compound travel functions to be maintained.

Example 4. Back to the settings in Fig. 1. For the current feasible
route 𝑆𝑅 = ⟨𝑜1, 𝑜2, 𝑑2, 𝑑1⟩, the compound travel functions along 𝑆𝑅 are
shown in Table 3. The algorithm computes (2+2+1) compound travel
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functions. For each vertex in 𝑆𝑅 , at most two compound travel func-
tions are maintained: one for the previous vertex and the other for the
last vertex in the route. For the sake of presentation, we assume that
insertion (1, 3) is the optimal location pair to serve 𝑟3. When 𝑗 = 1, we
determine that 𝑟3 can only be picked up and delivered before 𝑜2 thus
𝑜𝑝𝑡𝑖 [𝑜2] = 𝑗 = 1. The detailed procedure of enumerating 𝑗 from 2 to
3 is shown in Fig. 8. When 𝑗 = 2, as shown in Fig. 8a-Fig. 8b, we first
determine if inserting 𝑜3 before 𝑑2 (𝑜𝑝𝑡𝑖 [𝑑2] = 2, marked in yellow)
is a better choice than inserting 𝑜3 before 𝑜2 (𝑜𝑝𝑡𝑖 [𝑑2] = 𝑜𝑝𝑡𝑖 [𝑜2]),
which is shown in Fig. 8a. To compare the new arrival times at vertex
𝑑2, we consider two cases. If we insert 𝑜3 at position 1, the new arrival
time is computed using the delay time query from 𝑜2 to its next ver-
tex 𝑑2: 𝑎𝑟𝑟 ′𝑜3 [𝑑2] + 𝑑𝑒𝑙𝑎𝑦𝑞𝑢𝑒𝑟𝑦 (𝑜2, 𝑑2, 𝑎𝑟𝑟

′
𝑜3
[𝑜2]). Here, 𝑎𝑟𝑟 ′𝑜3 [𝑜2] is

the arrival time at 𝑜2 if 𝑜3 is inserted before it. Alternatively, if we
insert 𝑜3 at position 2, the new arrival time at 𝑑2 can be computed as
𝑞𝑢𝑒𝑟𝑦 (𝑜3, 𝑑2, 𝑝𝑖𝑘 (𝑜3)). Following the assumption, by comparing the
two arrival times, we obtain 𝑞𝑢𝑒𝑟𝑦 (𝑜3, 𝑑2, 𝑝𝑖𝑘 (𝑜3)) > 𝑎𝑟𝑟 ′𝑜3 [𝑑2] +
𝑑𝑒𝑙𝑎𝑦𝑞𝑢𝑒𝑟𝑦 (𝑜2, 𝑑2, 𝑎𝑟𝑟 ′𝑜3 [𝑜2]). Therefore, we conclude that inserting
𝑜3 at position 1 is optimal for all positions before 𝑑2, thus we have
𝑜𝑝𝑡𝑖 [𝑑2] = 𝑜𝑝𝑡𝑖 [𝑜2] = 1. Next, as shown in Fig. 8b, we calculate the
increased travel time caused by insertion pair (𝑜𝑝𝑡𝑖 [𝑑2] = 1, 𝑗 = 2) for
𝑗 = 2. The computation is performed using the delay time query from
𝑑2 to the last vertex 𝑑1: 𝑎𝑟𝑟 [𝑑1] +𝑑𝑒𝑙𝑎𝑦𝑞𝑢𝑒𝑟𝑦 (𝑑2, 𝑑1, 𝑎𝑟𝑟 ′ [𝑑2]), where
𝑎𝑟𝑟 ′ [𝑑2] is the arrival time at 𝑑2 after delivering the new request
before it. When 𝑗 = 3, as shown in Fig. 8c-Fig. 8d, we first evaluate
𝑜𝑝𝑡𝑖 [𝑑1] for inserting 𝑜3 following a similar procedure as before. In the
evaluation, we use the delay time query𝑑𝑒𝑙𝑎𝑦𝑞𝑢𝑒𝑟𝑦 (𝑑2, 𝑑1, 𝑎𝑟𝑟 ′𝑜3 [𝑑2]),
where 𝑎𝑟𝑟 ′𝑜3 [𝑑2] is the arrival time at 𝑑2 if 𝑜3 is inserted at 𝑜𝑝𝑡𝑖 [𝑑2].
We then obtain the increased travel time caused by insertion pair
(𝑜𝑝𝑡𝑖 [𝑑1] = 1, 𝑗 = 3), and compare it with the value of pair (𝑜𝑝𝑡𝑖 [𝑑2] =
1, 𝑗 = 2) in Fig. 8b. The result shows that this is the best insertion pair
to serve the new request 𝑟3.

Correctness. The algorithm can find the optimal position pair

(𝑜𝑝𝑡𝑖 [𝑣 𝑗 ], 𝑗) with the minimum increased travel time to deliver the

assigned new request 𝑟+. The order constraint can be verified by

Lemma 3. The feasibility of (𝑜𝑝𝑡𝑖 [𝑣 𝑗 ], 𝑗) for insertion is ensured by

the correctness of Lemma 3 and Lemma 4, while 𝐸𝑞. (4) - 𝐸𝑞. (7)
guarantee the minimum increased travel time.

4 EXPERIMENT STUDY
In this section, we first present the experimental setup for our study,

then we demonstrate our experimental results.

4.1 Experimental Setup
Datasets. The proposed methods are evaluated on three datasets

from different applications, with road networks downloaded from

OpenStreetMap [5]. The number of edges varies from 80,000 to over

900,000, with a time domain of 86,400 seconds (a whole day). Time-

dependent weight functions have 518,282, 138,083, and 1,411,569

interpolation points, respectively. The TDSP query provided by

TD-G-tree [37] is used as the shortest arrival time query 𝑞𝑢𝑒𝑟𝑦 ().
Statistical characteristics of the datasets are presented in Table 4.

The first application considered is Ridesharing, using two pub-

lic datasets from Chengdu and Haikou City, China denoted as

Chengdu and Haikou, respectively. The dataset consists of more

than 200k requests during daytime hours (i.e., 8:00 am to 18:00 pm),

with origins and destinations mapped to the nearest vertex of the

Table 4: Statistics of datasets.

Dataset #(Vertices) #(Edges) #(Interpolation)

Ridesharing

Chengdu 423,434 913,718 1,411,569

Haikou 41,542 89,206 138,083

Logistics Cainiao 9,936 23,872 518,282

Table 5: Parameter settings.

Parameters Settings

Capacity 𝑐𝑤
Ridesharing: 3, 5, 10, 15, 20

Logistics: 80, 100, 120, 140, 160

Requests release time duration

Ridesharing:

2h, 4h, 6h, 8h, 10h
Logistics: 4h, 6h, 8h, 10h, 12h

Time period: 𝑒𝑟 − 𝑡𝑟 (minute)

Ridesharing: 10, 15, 20, 25, 30
Logistics: original ddl information

Scalability: # of workers

Ridesharing : 100, 200, 300, 400, 500
Logistics: 2k, 4k, 6k, 8k, 10k

Table 6: Proposed Algorithms.
Algorithms Time Complexity Space Complexity

Cubic Time Algorithm 𝑂 (𝑛3) 𝑂 (𝑛)
Quadratic Time Algorithm 𝑂 (𝑛2) 𝑂 (𝑛2)
Linear Time Algorithm 𝑂 (𝑛) 𝑂 (𝑛)

road network. The time period from each request release time to

the deadline denoted as 𝑒𝑟 − 𝑡𝑟 , ranges from 10 to 30 minutes while

the worker’s capacity varies from 3 to 20, consistent with existing

works [34, 39] in ridesharing service. Requests released at different

timestamps of the day are used to test the methods with varying

numbers of requests, ranging from 2 to 10 hours (i.e., 8:00 am-10:00

am (2h), 8:00 am-12:00 pm (4h), · · · 8:00 am to 18:00 pm (10h)).

The second application is Logistics, using a dataset collected in

Shanghai by the Cainiao logistics platform [1]. The dataset contains

parcel origins, destinations, and deadlines, and is preprocessed by

downloading the road network map of Shanghai City. The origi-

nal deadlines provided in the dataset are utilized, with parameter

settings summarized in Table 5.

Compared Algorithms. We compare the following algorithms in

this section. Table 6 summaries the algorithms we have proposed.

• Cubic Time Algorithm (Algo. 1 of this paper) [39]. The base-
line method implements the insertion operator over time-

dependent road networks.

• kinetic [18]. A kinetic tree maintains all possible routes to

serve the request.

• GreedyDP [35]. A dynamic programming based algorithm

to plan routes of requests.

• Quadratic Time Algorithm (Algo. 2 of this paper). It generates
new potential routes by enumerating all possible (𝑖, 𝑗) pairs.

• Linear Time Algorithm (Algo. 3 of this paper). It enumerates

𝑗 and find the optimal 𝑖 in 𝑂 (1) time.

Metrics. To evaluate time-dependent insertion performance, we

vary the following values (1) worker’s capacity 𝑐𝑤 ; (2) time period

𝑒𝑟 − 𝑡𝑟 for each request; (3) requests release time duration; (4) the

number of workers. We choose the metrics requiring evaluation: (1)

the number of invoking shortest arrival time queries 𝑞𝑢𝑒𝑟𝑦 (); (2)
insertion time; (3) response time; (4) memory cost. The bottleneck

of time-dependent insertion is the shortest arrival time query over
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(a) Number of query on Cainiao (b) Response time on Cainiao (c) Insertion time on Cainiao (d) Memory cost on Cainiao

(e) Number of query on Chengdu (f) Response time on Chengdu (g) Insertion time on Chengdu (h) Memory cost on Chengdu

(i) Number of query on Haikou (j) Response time on Haikou (k) Insertion time on Haikou (l) Memory cost on Haikou

Figure 9: Results of varying capacity of the worker

the time-dependent road network, and we aim to improve efficiency

by avoiding invoking a large number of 𝑞𝑢𝑒𝑟𝑦 (). In terms of the

insertion time, for Cubic Time Algorithm and Quadratic Time Algo-
rithm, it indicates the average time required to check the feasibility

and calculate the increased travel time for each possible (𝑖, 𝑗) pair.
For Linear Time Algorithm, it represents the average time for each

𝑗 value to check the feasibility, find the optimal 𝑖 , and then calcu-

late the increased travel time. Response time and memory cost are

both commonly used metrics in many shared mobility applications

[18, 25, 35]. Response time is the average time required to assign

each request. Memory cost for Cubic Time Algorithm is for storing

the worker’s route, while for Quadratic Time Algorithm and Linear
Time Algorithm, it is dominated by maintained compound travel

functions and auxiliary arrays.

The kinetic [18] and GreedyDP [35] are specifically designed for

static road networks and cannot satisfy all the constraints outlined

in Definition 4 under real-world road conditions. To adapt them for

use in time-dependent road networks, we modify them by using

𝑞𝑢𝑒𝑟𝑦 () to check the feasibility and calculate the arrival time of

each vertex in a new possible route, and the number of invoking

𝑞𝑢𝑒𝑟𝑦 () is reported. Ref. [18, 35] use the response time as the metric

of thesemethods, we report the response time to show the efficiency.

Memory cost is omitted, as these methods use only a few auxiliary

arrays (e.g., lower than 13MB in our test).

Implementation. The experiments are conducted on a server with

40 Intel(R) Xeon(R) E5 2.30GHz processors with hyper-threading

enabled and 128GB memory. The algorithms are implemented in

GNU C++. Each experiment is repeated 10 times and the average

results are reported.

4.2 Experimental Results
Impact of Capacity of Workers. Fig. 9 shows the impact of

worker’s capacity on three datasets. Compared to baseline methods,

Linear Time Algorithm invokes the shortest arrival time queries

much less (75.24% - 97.72% reduction), demonstrating the effective-

ness of the compound travel function. Linear Time Algorithm also

has the fastest insertion time (up to 44.5× faster on Cainiao than
Cubic Time Algorithm) and reduces memory cost by 90.8% - 98.7%

compared to Quadratic Time Algorithm. As capacity increases, time

and memory costs increase, but Linear Time Algorithm consistently

has the lowest time cost andmuch lowermemory cost (nomore than

45 KB on Chengdu) than Quadratic Time Algorithm. Note that the

insertion time and response time of Cubic Time Algorithm, and the

memory cost of Quadratic Time Algorithm increase significantly

due to time and space complexity.

Impact of Time 𝑒𝑟 − 𝑡𝑟 . Fig. 10 shows the results of varying the
deadline of requests onHaikou andChengdu. The values of 𝑒𝑟 −𝑡𝑟
are the scale values of the x-axis. Linear Time Algorithm outper-

forms others in terms of efficiency, which is up to 16.96× faster

in response time. As 𝑒𝑟 − 𝑡𝑟 increases, requests have larger dead-
lines, more requests can be inserted into the original route, and the

time cost ofCubic Time Algorithm and space cost ofQuadratic Time
Algorithm increase significantly. Compared to the method with

𝑂 (𝑛) space cost, Linear Time Algorithm consumes slightly higher

memory (no more than 1 MB, which is acceptable).

Impact of Requests Release Time Duration. Fig. 11 shows

the impact of release time duration on Cainiao and Chengdu.
Linear Time Algorithm remains the fastestmethodwith significantly

fewer 𝑞𝑢𝑒𝑟𝑦 () invocations (6.21-570.60× fewer) and faster response
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Figure 10: Results of varying 𝑒𝑟 − 𝑡𝑟

(a) Number of query on Cainiao (b) Number of query on Chengdu

(c) Response time on Cainiao (d) Response time on Chengdu

(e) Insertion time on Cainiao (f) Insertion time on Chengdu

(g) Memory cost on Cainiao (h) Memory cost on Chengdu
Figure 11: Results of varying requests release time duration

time (6.09-15.78× faster) than baselines on both datasets. As re-

lease time duration increases, the number of requests increases,

and time cost increases for all algorithms. The memory cost of

Linear Time Algorithm increases slightly.

Impact of Changes in Road Conditions. In reality, road condi-

tions can change due to various reasons. We test the performances

of the proposed methods under this setting. We randomly changed

10% of the road conditions in the road networks during algorithm

testing, following the procedures in [37]. Whenever the road con-

ditions change, we update the index supporting the 𝑞𝑢𝑒𝑟𝑦 () as
introduced in [37], then the worker’s route and the data summary

are updated. The results on Cainiao and Haikou are reported in

Fig. 12, Linear Time Algorithm remains the fastest.

(a) Number of query on Cainiao (b) Number of query on Haikou

(c) Response time on Cainiao (d) Response time on Haikou
Figure 12: Results when 10% of road conditions change.

(a) Response time (b) Memory cost
Figure 13: Results of scalability test on Cainiao

Scalability Test. We also conduct a scalability test on Cainiao
with 10𝑘 workers and requests of the entire day. Fig. 13 shows the

response time and memory cost. Due to the page limitation, please

refer to our full paper [6] for detailed results.

Computation Cost of 𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 (). Table 7 presents the average
computation time of the compound travel function for each new

route, it is included in the response time of each request. Results are

reported for both default and maximum capacity settings, where

more capacity leads to longer routes and more complex functions.

The results demonstrate the efficiency and effectiveness of the

designed compound travel function.

Table 7: Cost of 𝐶𝑜𝑚𝑇𝑟𝑎𝑣𝑒𝑙 () for Linear Time Algo.
Haikou Chengdu Cainiao

Worker’s capacity 𝑐𝑤 5 20 5 20 100 160

Computation time (𝑚𝑠) 6.50 11.79 59.43 179.46 9.72 14.42

Occupy ration to Response time 28% 34% 9% 12% 22% 26%

Case Study: Benefits of Time-Dependent Networks. Time-

dependent road networks exhibit predictable characteristics, en-

abling foresight and prediction of future road network changes

during route planning [20, 46]. Our experiments show that existing

methods for insertion operations are not always optimal in realistic
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dynamic settings. Static road networks cause 27% of requests to

miss their deadlines, reducing the number of served requests com-

pared to time-dependent road networks. For detailed experiment

settings and results, please refer to our full paper [6].

Summary of Experiments. After conducting extensive experi-

ments, we summarize the results as follows:

• It is impractical to extend the existing insertion operator

straightforwardly to the time-dependent road networks.

None of the baselines are more efficient than the 𝑂 (𝑛2)-
time algorithm. The baselinemethod takesmore than 11,300

milliseconds to respond to one request on Chengdu and

more than 890 milliseconds to respond to one request on

Cainiao. Therefore, it is inefficient to handle large-scale

requests from real-world shared mobility services.

• Our optimized algorithms, Quadratic Time Algorithm and

Linear Time Algorithm, are 2.16-25.67× faster for 𝑅𝑖𝑑𝑒 −
𝑠ℎ𝑎𝑟𝑖𝑛𝑔 and 6.39-44.5× faster for 𝐿𝑜𝑔𝑖𝑠𝑡𝑖𝑐𝑠 compared to

baselines, due to their improvement in time complexity.

• Linear Time Algorithm reduces memory cost by up to 97.1%

comparedwithQuadratic Time Algorithm. Thememory con-

sumed by Linear Time Algorithm is only slightly larger than

Cubic Time Algorithm for both 𝑅𝑖𝑑𝑒𝑠ℎ𝑎𝑟𝑖𝑛𝑔 and 𝐿𝑜𝑔𝑖𝑠𝑡𝑖𝑐𝑠

services, e.g., no more than 77 KB on Chengdu.

5 RELATED WORK
Route processing over time-dependent road networks. The
time-dependent road network has attracted many research efforts

in spatial databases. To model dynamic traffic in reality, piecewise

linear functions are widely adopted to fit the edge weight functions

[9, 37, 38]. Novel indexes are introduced in [15, 37] to answer route

planning queries. Ref. [15] proposes a dual-level path index and

utilizes a filter-and-refine strategy to enhance efficiency. Ref. [37]

splits the road network into hierarchical partitions and constructs

a balanced tree index, then computes the travel cost functions of

border vertexes in partitions to answer queries.

Route planning over time-dependent road networks is another

critical problem. Ref. [9] proposes an online route planning problem

and develops a request-inserted algorithm to reduce the competi-

tive ratio. However, it assumes that all passengers have the same

destination. In [14], the last mile delivery problem is extended to

time-dependent road networks, where a courier takes multiple

parcels starting from the same warehouse, and each parcel can

be delivered to alternative locations depending on the time. An

insertion based method is proposed to heuristically insert the de-

livery location into the courier’s path to maximize the number of

delivered parcels. The existing works make the assumption that

all passengers have the same destination or parcels have the same

origin. In contrast, our time-dependent insertion problem is more

challenging as it requires a feasible route, including both the origin

and destination of each request. As shown in example 1, a new

feasible route including both the origin 𝑜3 and destination 𝑑3 is

planned to serve the new request 𝑟3. Furthermore, [9] and [14] omit

to check the feasibility of the worker. Therefore, existing algorithms

cannot be applied to our problem.

Route planning for shared mobility. The shared mobility ser-

vice has also been studied in many domains varying from Database

to AI. Different studies focus on different objectives, [22, 25] focus

on maximizing the number of requests served, while [11, 17, 18, 29,

39] focus on minimizing the total travel time. Additionally, from the

platform’s perspective, the total revenue is also an objective that

needs to be taken into consideration, as shown in [48, 49]. Based on

the HST index [44], the route planning algorithms for the last-mile

delivery are proposed [43, 45].

The insertion operator is an efficient method for planning new

routes by inserting a new request into a worker’s current route, as

proposed in [32]. Recent studies have demonstrated its effectiveness

and efficiency in large-scale static road networks [35, 39, 40]. Ref.

[39, 40] extensively studied the insertion operator and developed

a dynamic programming-based partition framework that reduces

time complexity from 𝑂 (𝑛3) to 𝑂 (𝑛2), and further reduces it to

𝑂 (𝑛) using a fenwick tree index. In [35], a unified route planning

problem for shared mobility is defined, and a novel two-phased

solution based on dynamic programming insertion is proposed to

solve it approximately. However, these solutions do the calculations

following additivity property of the static road networks, none of

them consider the time-varying travel cost characteristics of road

networks in real-world applications.

6 CONCLUSION
In this paper, we first study a real-time insertion operator for shared

mobility on time-dependent road networks. A novel data sum-

mary model is designed to support the delay time query along the

worker’s route. The model is built by computing the compound

travel functions between vertices of the route. By leveraging the

query, we can reduce the time complexity of the existing insertion

operator extended to the dynamic scenario from 𝑂 (𝑛3) to 𝑂 (𝑛2).
Furthermore, we achieve an insertion operator with linear time

and space cost by exploiting the FIFO property of a time-dependent

road network. Specifically, we prove that given a position to insert

the destination, we can find the optimal position to insert the origin

of the new request in𝑂 (1) time. Extensive experiments on datasets

from different real-world applications demonstrate the efficiency

and scalability of our time-dependent insertion operator. In par-

ticular, our proposed insertion operator can be up to 44.5 times

faster than the baseline method under different settings on three

real-world datasets.
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