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ABSTRACT
Index tuning is a challenging task aiming to improve query perfor-
mance by selecting the most effective indexes for a database and a
workload. Existing automatic index tuning methods typically rely
on “what-if tools” to evaluate the benefit of an index configuration,
which is costly and sometimes inaccurate. In this paper, we pro-
pose RIBE, a novel method that effectively eliminates redundant
queries from the workload and harnesses statistical information of
query plans to enable fast and accurate estimation of the benefit
of an index configuration. With RIBE, a considerable portion of
what-if calls can be skipped, thereby reducing index tuning time
and increasing estimation accuracy. At the heart of RIBE is a deep
learning model based on attention mechanism that predicts the
impact of indexes on queries. A practical advantage of RIBE is that
it achieves both improved accuracy of benefit estimation and time
savings without making any changes to DBMS implementation and
index configuration enumeration algorithms. Our evaluation shows
that RIBE can achieve competitive tuning results and 1–2 orders of
magnitude faster performance compared with the tuning method
based on the full workload, and RIBE also attains higher tuning
quality and comparable efficiency against the tuning methods based
on the state-of-the-art workload compression methods.
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1 INTRODUCTION
Index tuning is the task of selecting the most effective indexes to
speed up query processing while minimizing storage overhead [39],
which is known to be NP-hard [3]. Unsuitable indexes may lead
to increased query execution time and reduced performance of
database systems [11]. Due to the vast amount of potential index
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configurations (sets of indexes) and the complexity of query work-
loads, enormous time and resources are required to find the optimal
index configuration for a given workload [8].

Existing automatic index tuning methods typically list all pos-
sible indexes that can be built on the workload and continuously
enumerate index configurations using pre-defined strategies [2, 9]
or reinforcement learning [16, 25]. For each enumerated index con-
figuration, virtual indexes are generated using the what-if tools [4],
and the estimated costs of the queries in the workload given the
virtual indexes is computed by the query optimizer to determine
the next index configuration to be enumerated. The calls to the
what-if APIs take a majority of index tuning time [11, 27].

Traditionally, the studies on index tuning focus on improving
the effectiveness of index configuration enumeration [2, 5–7, 9, 22–
24, 26, 31]. Most studies treat the what-if tool as a block box and
overlook its overhead and accuracy. Recently, the researches start
to take the overheads and the accuracy of what-if calls into account.

One approach is reducing what-if calls by compressing the work-
load to keep only the “essential” queries. The optimal index config-
uration for the compressed workload is expected to be as effective
as the optimal one for the full workload. GSUM [10] formalizes
the representativity and the coverage of the compressed workload,
aiming to preserve the distribution of characteristics of the origi-
nal workload while including both common queries and outliers.
ISUM [28] formulates the benefit of queries for index tuning and
greedily selects the queries with the maximum benefit to form the
compressed workload. Although these algorithms can significantly
reduce the number of queries, they prefer to queries that can be
substantially optimized with indexes, so useful information in the
discarded queries is inevitably lost. As a result, these methods often
lead to sub-optimal tuning results especially when an adequate
budget is given on index tuning.

An alternative approach is reducing the number of potential
indexes as it determines the number of index configurations. DIS-
TILL [29] employs heuristic rules and machine learning models
to filter out indexes with low benefits. In addition, an individual
cost estimation model is trained online for each group of similar
queries in the workload. The what-if calls can be partially replaced
by applying these models. However, maintaining numerous indi-
vidual cost estimation models is complex and error-prone, but it is
challenging to learn a universal model with a good generalization
ability to unseen queries. Moreover, DISTILL is not compatible with
workload compression as eliminating duplicate queries makes it
less effective to learn the cost estimators in DISTILL.

Another approach is incorporating the overheads of what-if
calls into index configuration enumeration. Wu et al. [36] propose
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budget-aware index tuning that enumerates index configurations
by Monte Carlo Tree Search within a given number of what-if calls.

In this paper, we propose RIBE, a new method to refactor index
tuning process with benefit estimation. This method is designed to
handle both redundant queries in the workload and frequent costly
what-if calls. Our key observation is that, for a considerable portion
of queries, creating indexes may not change the structure of a query
plan but just alter a few operators, e.g. replacing a sequential scan
with an index scan. The original and the altered plans therefore
share the same intermediate results on every pair of corresponding
operators. In this situation, it is unnecessary to compute the esti-
mated cost of the altered plan using the what-if tool and the query
optimizer. Instead, the estimated cost can be computed very fast and
accurately based on the actual statistics (cardinalities, costs, and so
on) of the operators in the original plan (section 4). By exploiting
the actual statistics, the estimated cost is more accurate than that
evaluated by the optimizer as the optimizer relies on estimated
statistics which are sometimes very inaccurate [21, 33–35].

In RIBE, the operator-level actual statistics of the query plans
are stored in a set of representations called workload matrices. The
workload matrices support not only the aforementioned evaluation
of estimated costs but also workload compression. The queries in
the workload are first clustered according to their operator-level
actual statistics in the workload matrices. Then, the workload is
compressed based on the cluster centers. Unlike the existing com-
pression methods, our compression method is based on the oper-
ational characteristics of query plans, not biased towards queries
that can be significantly optimized with indexes.

In addition, RIBE is easy to deploy as it needs not to modify the
implementation of the query optimizer and canworkwith any index
configuration enumeration algorithms [2, 5–7, 9, 22–24, 26, 31, 36].

The paper makes the following technical contributions:
(1) The traditional index tuning process is refactored by intro-

ducing workload matrices (section 3), operator-level workload rep-
resentations. The workload matrices support both workload redun-
dancy elimination andwhat-if call reductionwith a clustering-based
workload compression method and a fast and accurate method for
evaluating the estimated costs of query plans (section 4).

(2) A deep learning model called ChangeFormer is learned to
predict if an index configuration will have the structure of a query
plan changed (section 5). The prediction decides to compute the
estimated cost of a query plan by the query optimizer or our fast
and accurate method based on workload matrices. ChangeFormer
applies the self-attention mechanism to represent query plans, join
schemas and index configurations which is superior to the state-of-
the-art query representation schemes [18, 19, 38].

(3) An extensive evaluation is performed on RIBE. RIBE can
achieve competitive tuning results and 1–2 orders of magnitude
faster performance compared to the tuningmethod based on the full
workload. RIBE also leads to higher tuning quality and comparable
efficiency against the tuning methods based on the state-of-the-art
workload compression methods (section 6).

2 BACKGROUND
The component in a DBMS for index tuning is called index advisor.
The typical process of index tuning is illustrated in Figure 1.

Workload
Recommended 

IndexesEnumeration

queries + indexes

Compressed
Workload

costs

Query 
Optimizer

Figure 1: Traditional process of index tuning.

(1) A query workload𝑊 is collected during a certain period
under the current index configuration I0. An index configuration
refers to a set of indexes on a database. For each query 𝑞 ∈𝑊 , the
SQL statement and the execution plan of 𝑞 are acquired. According
to the size of𝑊 and the configuration of index tuning, workload
compression can be applied to reduce the number of queries in𝑊 ,
while keeping the original information in𝑊 as much as possible.

(2) A set of candidate indexes are enumerated according to the
database schema and the tables and the attributes involved in the
queries in𝑊 . Each candidate index 𝐼 is related to a base table 𝑇
that is involved in a query 𝑞 ∈𝑊 , and the index key of 𝐼 is made
up of an attribute or a list of attributes in 𝑇 that occur in 𝑞.

(3) Given a budget on the number of indexes or the storage space
occupied by the indexes to be created, the enumerator continually
produces index configurations within the budget constraint.

(4) For each new index configuration I produced by the enumer-
ator, we estimate the cost of sequentially executing all queries in𝑊
given that the indexes in I0 are replaced with the indexes in I by
calling a “what-if” API of the query optimizer that does not really
build the indexes in I. The enumerator’s behavior can be affected
by the estimated cost returned by the optimizer. The enumeration
stops once the termination condition of index tuning is met, e.g.,
the maximum enumeration time is reached.
Problem Formulation. Let 𝐷 be a database. For a query 𝑞 on 𝐷
and a set I of indexes created on 𝐷 , the cost of evaluating 𝑞 with
the support of I is denoted by 𝑐 (𝑞,I). Let I0 be the current set of
indexes created on 𝐷 . The benefit of changing I0 to I with respect
to 𝑞 is 𝐵(𝑞,I0,I) = 𝑐 (𝑞,I0) − 𝑐 (𝑞,I). Let𝑊 = {𝑞1, 𝑞2, . . . , 𝑞𝑛} be a
workload on 𝐷 , where each query 𝑞𝑖 ∈𝑊 is weighted by 𝑤𝑖 ∈ R
according to the frequency and the importance of 𝑞𝑖 . Given I0,𝑊
and the maximum number 𝑘 of indexes that can be created on 𝐷 ,
the index tuning problem is to find an index configuration I that
has |I | ≤ 𝑘 and maximizes the total benefit

𝐵(𝑊,I0,I) =
𝑛∑︁
𝑖=1

𝑤𝑖 · 𝐵(𝑞𝑖 ,I0,I) . (1)

Maximizing 𝐵(𝑊,I0,I) is equivalent to minimizing the total cost

𝑐 (𝑊,I) =
𝑛∑︁
𝑖=1

𝑤𝑖 · 𝑐 (𝑞𝑖 ,I) . (2)

Given an arbitrary deterministic algorithm 𝐴 that enumerates
an index configuration for an input workload, the workload com-
pression problem aims to find a subset𝑊𝑚 ⊆ 𝑊 with |𝑊𝑚 | ≤ 𝑚

such that the index configuration 𝐴(𝑊𝑚) returned by 𝐴 based on
𝑊𝑚 achieves the maximum total benefit 𝐵(𝑊,I0, 𝐴(𝑊𝑚)) on𝑊 . If
𝐴 is a randomized algorithm,𝑊𝑚 should maximize the expected
total benefit 𝐸 [𝐵(𝑊,I0, 𝐴(𝑊𝑚))].
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(a) Tables and SQL statement

A

id

1

2

3

…

B

aid val cid

3 50 400

5 20 400

3 70 100

… … …

C

id

100

200

300

…

SELECT AVG(B.val) FROM A, B, C

WHERE A.id = B.aid AND B.cid = C.id

AND B.val < 65;

(b) No index (c) Index( B.val)

Seq Scan
Index Scan
B.val<65

Hash Join
A.id=B.aid

Seq Scan

Hash Join
B.cid=C.id

Aggregate

Hash
A.id

Hash
C.id

A B C

100 200 110

100

20000

110
170

100

7800 110

(d) Index( B.val, B.cid)

Seq Scan

Index Scan
B.val<65

Hash Join
B.cid=C.id

Seq Scan

Hash Join
A.id=B.aid

Aggregate

Hash
A.id

Hash
C.id

A B C

100 200 110

100

20000

170

110

110

8000100

Seq Scan

Hash
A.id

Seq Scan
B.val<65

Hash Join
A.id=B.aid

Seq Scan

Hash Join
B.cid=C.id

Aggregate

Hash
C.id

A B C

100 200 110

100

20000

110
170

100

7800 110

7
8

5

3

2

1

4

6

Node Type Attributes Selectivity Cost Benefit

1 Agg. {B.val} 1 20 0

2 HashJoin {B.cid, C.id} 0.02 15000 0

3 HashJoin {A.id, B.aid} 0.46 300 0

4 Hash {C.id} 1 0.1 0

5 Hash {A.id} 1 0.1 0

6 SeqScan Ø 1 900 0

7 SeqScan Ø 1 890 0

8 SeqScan {B.Val} 0.85 2000 300

(e) Statistics and Estimated Benefit

Figure 2: An example of how indexes affect query plans. (a) A database of size 1GB and an SQL query. Unrelated attributes are
omitted. (b) The plan of the query when no index has been created. The number beside each arrow indicates the cardinality
of transmitted tuples. (c) The plan of the query after creating an index on (B.val). (d) The plan of the query after creating a
composite index on (B.val, B.cid). (e) The actual statistics of all plan nodes in (b) and the estimated benefits of creating an index
on (B.val) to all plan nodes.

3 OVERVIEW OF OUR SOLUTION
Design Goal. In the traditional index tuning process depicted in
Figure 1, the index advisor executes a lot of calls to the what-if API
of the query optimizer. Suppose the index configuration enumerator
generates totally𝑚 index configurationsI1,I2, . . . ,I𝑚 . Let𝑅(𝑊,I𝑖 )
be the set of queries in𝑊 whose executionmay be affected by one or
more indexes in I𝑖 . For each query 𝑞 ∈ 𝑅(𝑊,I𝑖 ), the index advisor
invokes a what-if call to estimate the cost 𝑐 (𝑞,I𝑖 ). Therefore, the
total number of what-if calls is

∑𝑚
𝑖=1 |𝑅(𝑊,I𝑖 ) |. As tested in [36],

the time spent on what-if calls accounts for approximately 80% of
the total execution time of index tuning. We aims to decrease the
number of what-if calls in two ways while improving accuracy.
One way is to invoke what-if calls only for a fraction of queries
rather than all queries in 𝑅(𝑊,I𝑖 ). The other way is to decrease
the number of queries in𝑊 by workload compression.
Fundamental Idea. The fundamental idea of our index tuning
method RIBE is as follows: Note that there are two types of changes
in query plans after creating indexes. (1) The indexes do not change
any intermediate results generated by the query plan, i.e., the data
transmitted between query plan nodes, but only alter some data
access paths to improve read performance or make some operations
access data in a sorted manner. (2) The indexes alter the structure of
the query plan tree, e.g., changing the join order of tables, thereby
resulting in different intermediate results.

Consider the example in Figure 2. Figure 2(a) gives a database
and a query. When no index has been created, the plan of the query
is depicted in Figure 2(b). If an index is created on attribute B.val,
the plan is changed to the one shown in Figure 2(c), whose structure
is the same as the old plan in Figure 2(b), but the SeqScan operator
on table B is replaced by IndexScan. The index only affects node 8
that is responsible for data retrieval. Therefore, the intermediate
results generated by the new plan remain the same as the old plan,
and only the execution time of the nodes in the old plan is changed.
In this case, it is unnecessary to make a what-if call to the query
optimizer. Instead, as will be presented in subsection 4.2, a more
precise and efficient estimation of the benefit led to be the index can
be computed based on the statistics of the database and the sizes
of the intermediate results produced by the old plan. This method
helps avoid unnecessary what-if calls.

queries + indexes

Workload 
Matrices

Recommended 
IndexesEnumeration

queries + indexes
structure unchanged

queries + indexes
structure changedChangeFormerBenefit

Estimation
Query
Optimizer

Workload

Figure 3: New process of index tuning.

If a composite index is created on the attribute list (B.val, B.cid),
the plan in Figure 2(b) is changed to the one shown in Figure 2(d),
in which the join order is changed. Therefore, we have to estimate
the cost of the new plan via a what-if call.
NewArchitecture of Index Advisor. Based on the above idea, we
devise a novel index advisor which works as illustrated in Figure 3.
The new index tuning process is different from the traditional one
depicted in Figure 1 in the following aspects:

(1)Workload Matrices.We design an internal representation
of workload that represents the execution plans of all queries in a
workload using a compact data structure called “workload matrix”.
As depicted in Figure 3, after collecting a workload𝑊 , we represent
𝑊 by several workload matrices. The workload matrices play three
important roles in the new index tuning advisor.

First, given a query 𝑞 ∈𝑊 and an index configuration I enumer-
ated by the index enumerator, if the plan of 𝑞 will not be changed
by replacing the current indexes in I0 with the indexes in I, the
advisor can estimate the benefit 𝐵(𝑞,I0,I), i.e., the improvement
in the cost of 𝑞, based on the workload matrices. As will be evalu-
ated in subsection 6.4, this method is not only faster but also more
accurate than invoking a what-if call. In addition, this method can
be run in parallel with the query optimizer to estimate benefits
simultaneously, further increasing efficiency.

Second, the index advisor can utilize the workload matrices to
efficiently cluster queries with similar impacts on index tuning and
remove unnecessary queries, thereby reducing the size of𝑊 .

Third, unlike what-if calls that are unable to be executed in par-
allel, computations on a workload matrix can be easily parallelized.
Thus, the total benefit𝐵(𝑊 ′,I0,I) with respect to a subset𝑊 ′ ⊆𝑊
can be estimated based on the workload matrices in parallel rather
than being estimated by the query optimizer sequentially.
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(2) ChangeFormer. The introduction of workload matrices
brings up a key problem: should the benefit 𝐵(𝑞,I0,I) be estimated
based on the workload matrices or by the query optimizer? The
decision mainly depends on if the execution plan of 𝑞 will be signif-
icantly changed by replacing I0 with I. To make correct choices,
we design a deep learning model called ChangeFormer based on
the tree-structured transformer [38]. Given the workload𝑊 and a
set of enumerated index configurations, we use ChangeFormer to
predict in parallel if the plan structure of each query in𝑊 will be
changed by each given index configuration. ChangeFormer is very
efficient. Due to the parallel processing power of GPUs, Change-
Former can make predictions for thousands of pairs of query and
index configuration within a few milliseconds.

4 WORKLOAD MATRICES
In this section, we introduce workload matrix, a new representation
of workload, and propose a new benefit estimation method based
on workload matrices.

4.1 Foundations of Benefit Estimation
Let 𝑃𝑞 be the execution plan of a query 𝑞 under the current index
configuration I0. The structure of 𝑃𝑞 is a tree of plan nodes. Each
node is an operator in 𝑃𝑞 . For a node 𝑁 , let 𝑡𝑁 be the operator type
of 𝑁 , 𝐼𝑁 be the input of 𝑁 , and𝑂𝑁 be the output of 𝑁 . Let 𝑐 (𝑡𝑁 , 𝐼𝑁 )
denote the cost of executing 𝑁 on the input 𝐼𝑁 . Therefore, the cost
of 𝑃𝑞 is formulated by

𝑐 (𝑃𝑞) =
∑︁

𝑁 :𝑁 is a node in 𝑃𝑞

𝑐 (𝑡𝑁 , 𝐼𝑁 ). (3)

The formula of 𝑐 (𝑡𝑁 , 𝐼𝑁 ) is determined by 𝑡𝑁 and is formulated
based on two types of variables. One type of variables is the cost
parameters that estimate the costs of individual physical opera-
tions such as disk page fetches, tuple processing and index entry
processing, which are specified by the DBMS by default and can
be modified by users. The other type of variables are the numbers
of physical operations in each type performed during the execu-
tion of 𝑁 , which are determined by the statistics of 𝐼𝑁 and 𝑂𝑁 ,
e.g., the numbers of pages and tuples. For example, PostgreSQL
formulates the cost of a SeqScan operator without filter condi-
tions as seq_page_cost × relation_pages + cpu_tuple_cost ×
output_tuples, where seq_page_cost is the estimated cost of a
disk page fetch, cpu_tuple_cost is the estimated cost of process-
ing a tuple, relation_pages is the number of pages in the input,
and output_tuples is the number of output tuples.

Replacing the current index configuration I0 with a new index
configuration I may change the current plan 𝑃𝑞 to a new plan 𝑃 ′𝑞
with 𝑐 (𝑃 ′𝑞) < 𝑐 (𝑃𝑞). If 𝑃𝑞 and 𝑃 ′𝑞 have different plan structures,
it is inevitable to use the query optimizer to estimate the benefit
𝐵(𝑞,I0,I) = 𝑐 (𝑃𝑞) − 𝑐 (𝑃 ′𝑞). However, if 𝑃𝑞 and 𝑃 ′𝑞 have the same
plan structure, but some corresponding nodes are of different oper-
ator types, such as the plans shown in Figure 2(b) and Figure 2(c),
𝐵(𝑞,I0,I) can be estimated in a more efficient way. Let N be the
set of nodes in 𝑃𝑞 whose operator types are changed in 𝑃 ′𝑞 . For
𝑁 ∈ N , let 𝑡 ′

𝑁
be the operator type of 𝑁 in 𝑃 ′𝑞 . We have

𝐵(𝑞,I0,I) = 𝑐 (𝑃𝑞) − 𝑐 (𝑃 ′𝑞) =
∑︁
𝑁 ∈N

𝑐 (𝑡𝑁 , 𝐼𝑁 ) − 𝑐 (𝑡 ′𝑁 , 𝐼𝑁 ) . (4)

As 𝑃𝑞 and 𝑃 ′𝑞 have the same plan structure, every common node
𝑁 in 𝑃𝑞 and 𝑃 ′𝑞 has the same input 𝐼𝑁 and the same output 𝑂𝑁 .
Since the costs 𝑐 (𝑡𝑁 , 𝐼𝑁 ) of all nodes 𝑁 ∈ N have already been
known, estimating 𝐵(𝑞,I0,I) reduces to estimating 𝑐 (𝑡 ′

𝑁
, 𝐼𝑁 ) for

all 𝑁 ∈ N . Directly using the query optimizer to estimate 𝑐 (𝑡 ′
𝑁
, 𝐼𝑁 )

attains two main disadvantages:
(1) When estimating 𝑐 (𝑡 ′

𝑁
, 𝐼𝑁 ), the optimizer must fetch from

the catalog or estimate the statistics required by the formula of
𝑐 (𝑡 ′

𝑁
, 𝐼𝑁 ). However, the statistics estimators in a DBMS such as the

cardinality estimator are really inaccurate in some situations. For
example, the estimated cardinality of a query can be over 104 times
of its actual cardinality [33]. Moreover, when the plan tree is large,
the errors in the estimated statistics accumulate gradually and can
lead to inaccurate estimates that significantly deviate from their
actual values. In fact, in the scenario of index tuning, every query
𝑞 ∈𝑊 must have been executed under I0. Therefore, the plan 𝑃𝑞
of 𝑞 under I0 and the actual statistics of all nodes in 𝑃𝑞 can be kept
with𝑊 and reused when estimating 𝑐 (𝑡 ′

𝑁
, 𝐼𝑁 ).

(2) In the typical design and implementation of query optimizers,
what-if calls are handled sequentially. Therefore, the optimizer can
only estimate the costs 𝑐 (𝑡 ′

𝑁
, 𝐼𝑁 ) of all nodes 𝑁 in 𝑃 ′𝑞 sequentially

rather than in parallel.
In addition, a lot of index configurations are enumerated dur-

ing index tuning. Even if an index configuration is unlikely to
change the structure of the current plan 𝑃𝑞 , the optimizer still has
to re-estimate the cardinalities of intermediate results to generate
alternative plans of 𝑞 and select the plan 𝑃 ′𝑞 with the minimum
estimated cost. If 𝑃 ′𝑞 has the same plan structure as 𝑃𝑞 , the entire
work performed by the optimizer is wasted because the benefit
𝐵(𝑞,I0,I) = 𝑐 (𝑃𝑞) − 𝑐 (𝑃 ′𝑞) can be easily estimated by Eq. (4).

Consequently, our new index advisor calls for new methods to
undertake the following tasks:

(1) Determining if the plan structure of 𝑃𝑞 can be changed by a
new index configuration I without using the optimizer.

(2) Estimating the benefit 𝐵(𝑞,I0,I) = 𝑐 (𝑃𝑞) − 𝑐 (𝑃 ′𝑞) without
using the optimizer when 𝑃𝑞 and 𝑃 ′𝑞 have the same plan structure.

(3) Parallelizing the execution of the two tasks above.

4.2 Workload-Matrix-based Benefit Estimation
Let 𝑃𝑞 and 𝑃 ′𝑞 be the plans of a query 𝑞 under the current index
configuration I0 and a new index configuration I, respectively.
Suppose 𝑃𝑞 and 𝑃 ′𝑞 have the same plan structure. In this subsection,
we propose a novel method to fast estimate the benefit 𝐵(𝑞,I0,I) =
𝑐 (𝑃𝑞) − 𝑐 (𝑃 ′𝑞) without using the query optimizer.
Straightforward Method. Recall the formula of 𝐵(𝑞,I0,I) given
in Eq. (4). In the scenario of index tuning, 𝑃𝑞 must have been exe-
cuted underI0. Therefore, for each node𝑁 ∈ N in Eq. (4), the actual
statistics of the input 𝐼𝑁 and the output𝑂𝑁 of 𝑁 have already been
known and can be reused to estimate 𝑐 (𝑡 ′

𝑁
, 𝐼𝑁 ) because 𝑁 has the

same input 𝐼𝑁 and the same output𝑂𝑁 in 𝑃 ′𝑞 . This straightforward
approach ensures the accuracy of 𝑐 (𝑡 ′

𝑁
, 𝐼𝑁 ) by incorporating the

actual statistics instead of their estimated values. However, this
method has two intrinsic drawbacks:

(1) This method has a very high space overhead because it must
store all actual statistics for all nodes 𝑁 ∈ N .
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(2) This method is faced with a compatibility issue. It must ensure
that the formula of 𝑐 (𝑡 ′

𝑁
, 𝐼𝑁 ) is the same as the one used by the

optimizer for the operator type 𝑡 ′
𝑁
. However, such formulas may

vary across various database engines or hardware configurations.
ApproximateMethod. To overcome the drawbacks of the straight-
forward method, our new index advisor adopts a fast approximate
method to compute an estimate of 𝑐 (𝑡 ′

𝑁
, 𝐼𝑁 ), which does not rely on

all actual statistics and is independent of the cost formulas specified
by the DBMS. Basically, if the execution of 𝑁 can be accelerated by
some enumerated indexes, the improvement 𝑐 (𝑡𝑁 , 𝐼𝑁 ) − 𝑐 (𝑡 ′

𝑁
, 𝐼𝑁 )

can be estimated by 𝛼 · 𝑐 (𝑡𝑁 , 𝐼𝑁 ), where 0 ≤ 𝛼 ≤ 1 is a multiplica-
tive factor. According to the previous work [29] and our empirical
evaluation, 𝛼 is linear to the selectivity of 𝑁 . Let 𝑁 be an 𝑛-ary
operator on 𝑛 input relations or intermediate results 𝑅1, 𝑅2, . . . , 𝑅𝑛 .
The selectivity of 𝑁 is 𝜃 (𝑁 ) = |𝑂𝑁 |/∏𝑛

𝑖=1 |𝑅𝑖 |. If 𝑅𝑖 is a base table,
|𝑅𝑖 | can be fetched from the catalog. If 𝑅𝑖 is an intermediate result
output by a child node 𝑁𝑖 of 𝑁 in 𝑃𝑞 , we have |𝑅𝑖 | = |𝑂𝑁𝑖

|, which
can been stored for reuse later.

Siddiqui et al. [29] simply formulate the multiplicative factor
𝛼 as 1 − 𝜃 (𝑁 ). However, this formulation is independent of the
operator type of 𝑁 and the extent to which 𝑁 is supported by I, as
well as the hardware and the DBMS configuration that affect the
performance of query execution. Instead, we consider the impacts
of these practical factors on 𝛼 and formulate 𝛼 as

𝛼 = 𝑟𝑁 · (1 − 𝜃 (𝑁,I)) + 𝑏𝑁 , (5)

where 𝑟𝑁 ∈ R and 𝑏𝑁 ∈ R depend on the operator type of 𝑁 , the
hardware and the DBMS configuration. The coefficients 𝑟𝑁 and 𝑏𝑁
can be set using the method described in subsection 5.6 based on the
performance information of historical queries. The term 𝜃 (𝑁,I)
generalizes the selectivity 𝜃 (𝑁 ) by considering the impacts of I on
𝜃 (𝑁 ) when the index keys in I only cover a portion of attributes
accessed by 𝑁 . In this case, the execution of 𝑁 can be regarded to
be composed of two phases. In the first phase, a set of intermediate
results, denoted as 𝑂I

𝑁
, is retrieved based on the indexes such that

𝑂𝑁 ⊆ 𝑂I
𝑁
. In the second phase, the tuples in 𝑂I

𝑁
are filtered to

obtain the output 𝑂𝑁 of 𝑁 . Indexes are only useful for the first
phase. Hence, 𝜃 (𝑁 ) is generalized to 𝜃 (𝑁,I) as

𝜃 (𝑁,I) =
|𝑂I

𝑁
|∏𝑛

𝑖=1 |𝑅𝑖 |
= 𝜃 (𝑁 ) ·

|𝑂I
𝑁
|

|𝑂𝑁 | . (6)

When all the attributes filtered by 𝑁 are covered by the index keys
in I, we have 𝜃 (𝑁,I) = 𝜃 (𝑁 ). The term |𝑂I

𝑁
| is estimated by

sampling in our implementation. Therefore, Eq. (5) is independent
of the cost formulas specified by the DBMS, thereby addressing the
compatibility issue of the straightforward method.

To accurately and efficiently compute 𝜃 (𝑁,I), we store |𝑂𝑁 |,
the number of tuples actually returned by 𝑁 , for all nodes 𝑁 in 𝑃𝑞
after 𝑃𝑞 is actually executed under the current index configuration
I0. Besides, we store 𝑐 (𝑡𝑁 , 𝐼𝑁 ), the actual cost of 𝑁 in 𝑃𝑞 , obtained
after 𝑃𝑞 is actually executed under I0. Therefore, our method only
stores a fraction of actual statistics, thereby overcoming the high
space overhead of the straightforward method.

Our experimental evaluation in subsection 6.4 verifies that the
accuracy of our approximate method (even for 𝑟𝑁 = 1 and 𝑏𝑁 = 0,
that is, 𝛼 = 1−𝜃 (𝑁,I)) is comparable to that of the query optimizer
when 𝑃𝑞 and 𝑃 ′𝑞 have the same plan structure.

Workload Matrices. To support parallel benefit estimation for
a lot of plan nodes, we store the actual statistics required by the
approximate benefit estimation method in matrices called workload
matrices. For all plan nodes 𝑁 in all queries in the input workload
𝑊 , the actual cost 𝑐 (𝑡𝑁 , 𝐼𝑁 ) is stored in the workload matrix C,
and the selectivity 𝜃 (𝑁 ) of 𝑁 is pre-computed and stored in the
workload matrix S. Both C and S are 3-dimensional sparse matrices.
Each plan node 𝑁 is uniquely identified by 3 features: the ID of
the query, the operator type of 𝑁 and the attributes filtered by
𝑁 . These 3 features are uniquely mapped to indexes on 3 dimen-
sions of the workload matrices. For example, in the query plan
shown in Figure 2(b), node 7 is a sequential scan, so its type is
SeqScan. Since this table scan has no filter, the attribute set filtered
by this operator is ∅, and it cannot be accelerated by any indexes.
Thus, the elements of the workload matrices C and S for node 7
are C[𝑞, SeqScan, ∅] = 890 and S[𝑞, SeqScan, ∅] = 1, respectively.
Node 3 is a join on the condition A.id = B.id, and its type is HashJoin.
The attributes filtered by this node are (A.id, B.id). Thus, the ele-
ments of C and S for node 3 are C[𝑞, HashJoin, (A.id, B.id)] = 890
and S[𝑞, HashJoin, (A.id, B.id)] = 0.46, respectively. Figure 2(e)
lists the actual statistics related with all plan nodes in Figure 2(b).

The workload matrices are constructed simultaneously as the
queries in𝑊 are executed under the current index configuration I0.
The matrices are of bounded size. The size of the first dimension
(query ID) is |𝑊 |. The size of the second dimension (operator type)
is at most the total number of operator types (typically less than 32).
The size of the third dimension (filtered attributes) does not exceed
the number of all possible indexes. Due to the bounded size and the
simplicity of the workload matrices, constructing the matrices is
3 orders of magnitude faster than the entire index tuning process.
Updating the matrices can also be done very efficiently. When a
query is added to𝑊 , a new slice corresponding to the query is
appended to each matrix; when a query is deleted from𝑊 , the
slice corresponding to the query is removed from each matrix. In
addition, the construction process can be easily parallelized.
Parallel Benefit Estimation based on Workload Matrices. For
an index configuration I enumerated by the advisor, let 𝑈 ⊆ 𝑊
be the subset of queries whose plan structures are not altered by
replacing the current indexes in I0 with the indexes in I. The
benefit 𝐵(𝑈 ,I0,I) of replacing I0 with I with respect to 𝑈 can
estimated based on the workload matrices C and S in parallel.

Let x be the indexes in the first dimension of the workload
matrices corresponding to all nodes in the plans 𝑃𝑞 of all queries
𝑞 ∈ 𝑈 , and let z be the indexes in the third dimension of the
workload matrices corresponding to the attribute lists that can be
accelerated byI. Based on x and z, we can identify the nodes whose
filter attributes are fully or partially covered by I. For each of these
nodes 𝑁 , we estimate the cardinality of 𝑂I

𝑁
, calculate 𝜃 (𝑁,I) by

Eq. (6) and set the element of the matrix S corresponding to 𝑁 to
𝜃 (𝑁,I). Then, the benefits 𝐵(𝑞,I0,I) for all queries 𝑞 ∈ 𝑈 can be
approximated in parallel by the following equation:

B = C[x, :, z] ◦ ((1 − S[x, :, z]) ◦ r[x, :, z] + b[x, :, z]), (7)

where ◦ is the Hardamard product, i.e., the element-wise product,
1 is the matrix of 1’s with the same shape as S[x, :, z], and r and b
are the matrices of the coefficients 𝑟𝑁 and 𝑏𝑁 for all plan nodes
𝑁 of all queries in𝑊 . Finally, the total benefit 𝐵(𝑈 ,I0,I) can be
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computed as the weighted sum of all elements of B because∑︁
𝑖

𝑤𝑖 · B𝑖 =
∑︁
𝑞∈𝑈

𝑤𝑞 · ©«
∑︁

𝑁 :𝑁 is a node in 𝑃𝑞

𝑐 (𝑡𝑁 , 𝐼𝑁 ) − 𝑐 (𝑡 ′𝑁 , 𝐼𝑁 ))ª®¬
= 𝐵(𝑈 ,I0,I) .

For all queries 𝑞 ∈𝑊 \𝑈 , the benefit 𝐵(𝑞,I0,I) has to be esti-
mated by the query optimizer via what-if calls.

4.3 Workload-Matrix-based Query Clustering
The workload matrices contain underlying information about the
workload𝑊 , which can not only be used for index benefit estima-
tion but also in many other tasks. In many practical applications,
queries are formulated based on templates, and thus, many queries
in𝑊 are similar or even redundant. By clustering similar queries
in𝑊 and compressing them, the size of𝑊 can be substantially
reduced, and a significant decrease in index tuning time can be
achieved. Specifically, for each query 𝑞 ∈𝑊 , we use the cost matrix
C[𝑞, :, :] as the feature of 𝑞. Then, all queries in𝑊 are clustered
according to their features. For each cluster 𝐶 , only the clustroid
𝑞 of 𝐶 is selected into the compressed workload for index tuning,
and the weight of 𝑞 is computed as:

𝑤 (𝑞) =
∑
𝑞𝑖 ∈𝐶 𝑤𝑖 · 𝑐 (𝑞𝑖 ,I0)

𝑐 (𝑊,I0)
, (8)

where 𝑤𝑖 is the weight of the query 𝑞𝑖 given in𝑊 . It is worth
noting that queries𝑞 from the same template may have significantly
different cost distributions in C[𝑞, :, :] due to various parameter
settings. As a result, a number of representative queries from the
same template can be retained in different clusters.

5 DETECTION OF CHANGES IN PLAN
STRUCTURES

Given the current execution plan 𝑃𝑞 of a query 𝑞 ∈𝑊 and an index
configuration I, the structure of the plan 𝑃𝑞 may be changed by
some indexes in I. Due to the complicated relationships between
indexes and query plans, it is impossible to pre-define a set of rules
to determine if an index will cause a change in the structure of a
plan. In RIBE, we do not use the “heavyweight” query optimizer
to detect such changes because the optimizer has to enumerate a
large number of alternative query plans. Instead, we formulate the
problem of predicting if the structure of 𝑃𝑞 will be changed by some
indexes in I as a binary classification problem in machine learning
and build a “lightweight” classification model called ChangeFormer
to make predictions. In this section, we introduce the design of
ChangeFormer.

5.1 Challenges
A classification model to predict whether the structure of 𝑃𝑞 will
be changed under the given index configuration I requires the
information about 𝑃𝑞 , I and the database schema as input. Mean-
while, the model needs to have a reasonable structure to ensure
that it can be trained to acquire useful knowledge. Here, we assume
that all indexes in I are relevant to 𝑞 because irrelevant indexes
cannot affect the plan of 𝑞, and therefore, can be removed from I.

On the contrary, keeping irrelevant indexes in I may decrease the
accuracy of the classification model.

In recent years, there have been many studies in the field of
AI4DB [18–20, 38] that focus on encoding query plan information.
These studies utilize a vector as the representation of the query
plan 𝑃𝑞 and have developed various approaches according to the
characteristics of the tree structures of query plans. These methods
are capable of capturing parent-child information of nodes and
preventing information loss caused by long paths in 𝑃𝑞 . However,
there is still room for improvement in these methods, and they need
to be integrated into our model in a reasonable manner. Overall,
our model design faces the following challenges:
Challenge 1. If 𝑞 is a join query, the plan 𝑃𝑞 only specifies one way
to join the tables involved in 𝑞. In fact, there are many alternative
ways to join these tables. Creating indexes may change the join
order. Following the terminology in [37], a possible way to join
tables is called a join schema. The existing query plan encoding
methods only represent the join schema specified by 𝑃𝑞 . However, to
build an accurate classification model, it is not enough to only give
the join schema specified in 𝑃𝑞 as input because all join schemas
except this one are unknown to the model.
Challenge 2. The complicated relationships between the operators
in 𝑃𝑞 , the indexes inI and the join schemas determine the structure
of 𝑃𝑞 . The join schemas characterize all potential join orders for 𝑞,
and various indexes in I selectively influence the costs of the nodes
in 𝑃𝑞 . They jointly determine the structure of 𝑃𝑞 . On the one hand,
the same operator with different costs may cause different plans to
use different join orders. On the other hand, even if the join order
is fixed, changes in the positions of non-join nodes in the plan can
still occur, affecting the structure of 𝑃𝑞 . Therefore, the design of
the model architecture should take into account the complicated
interactions between the operators in 𝑃𝑞 , the indexes in I and the
join schemas.
Challenge 3. A binary classifier can produce both false positives
and false negatives. A false positive refers to that the structure of 𝑃𝑞
actually cannot be changed by I but is predicted to be changed. It
implies that the cost improvement of 𝑞 will be estimated using the
optimizer instead of using our method proposed in subsection 4.2,
which will increase the time of index tuning. A false negative refers
to that the structure of 𝑃𝑞 will actually be changed by I but is
predicted to be unchanged. It implies that the cost improvement of
𝑞 will be estimated using our method proposed in subsection 4.2
instead of using the optimizer, which may be inaccurate and will
degrade the quality of index tuning. Therefore, we prefer to decrease
the false negative rate of the classifier.

5.2 Model Architecture
To solve the prediction problem, we design a tree-structured clas-
sification model called ChangeFormer based on the Transformer
framework [32, 38]. Figure 4 depicts the architecture of Change-
Former. The input of ChangeFormer includes three parts:

(1) The plan tree 𝑃𝑞 . The plan tree 𝑃𝑞 represents the execution
process of 𝑞 under the current index configuration I0. 𝑃𝑞 is com-
posed of nodes, where each node contains partial information about
the execution process such as the actual statistics of the node.
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Query Plan (Figure 2(b))
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Figure 4: The architecture of ChangeFormer.

(2) The index configuration I. Each index in I is represented by
the table on which the index is built and the index key.

(3) All join schemas of the joinable tables in 𝑞. A join schema is
represented as a graph, where the vertices represent the tables, and
each edge connects two tables directly joined in 𝑃𝑞 .

We adopt the following process to encode and integrate these
three parts of input and pass them to ChangeFormer:

Step 1: The plan node encoder encodes each node 𝑁𝑖 in 𝑃𝑞 as
a vector 𝐸𝑁

𝑖
. The index encoder encodes each index 𝐼 𝑗 ∈ I as a

vector 𝐸𝐼
𝑗
. The join schema encoder encodes each join schema 𝐽𝑘 as

a vector 𝐸 𝐽
𝑘
. These encoding procedures will be described in details

in subsections 5.3–5.5.
Step 2: These encoding vectors are combined. There are various

ways to combine them.We do not simply concatenate them because
it overlooks the tree structure of 𝑃𝑞 and the relationships among
plan nodes, indexes and join schemas. Instead, our approach first
augment the representation of each join node in 𝑃𝑞 with its related
join schemas. Specifically, for each join node 𝑁𝑖 in 𝑃𝑞 , we identify
the join schemas 𝐽𝑘 that are related to 𝑁𝑖 (see §5.4) and compute
the augmented representation vector 𝑋𝑖 of 𝑁𝑖 by applying a single-
layer perceptron to the vector obtained by concatenating the plan
node vector 𝐸𝑁

𝑖
with the related join schema vectors 𝐸 𝐽

𝑘
, that is,

𝑋𝑖 = ReLu
©«Linear ©«𝐸𝑁𝑖 ⊕ ©«

⊕
𝐽𝑘

𝐸
𝐽

𝑘

ª®¬ª®¬ª®¬ , (9)

where ⊕ is the concatenation operation of vectors, and ReLu and
Linear form a single-layer perceptron. To ensure that the aug-
mented representation vectors of all nodes in 𝑃𝑞 have the same
length, for each non-join node 𝑁𝑖 in 𝑃𝑞 , its encoding vector 𝐸𝑁𝑖 is
padded with 0’s to form the augmented representation 𝑋𝑖 of 𝑁𝑖 .
Now, we obtain a tree of augmented representation vectors 𝑋𝑖 of
all plan nodes 𝑁𝑖 in 𝑃𝑞 , which has the same tree structure as 𝑃𝑞 .
Then, the tree is given as input to the tree-structured transformer,
and the transformer returns a vector 𝑅𝑃 representing 𝑃𝑞 and the
join schemas.

Step 3:We concatenate the encoding vectors 𝐸𝐼
𝑗
of all indexes

𝐼 𝑗 ∈ I and input them into a multi-layer perceptron (MLP) to

obtain the representation vector 𝑅𝐼 of the index configuration I,
as detailed in subsection 5.5.

Step 4: Our decoder, which is also an MLP, takes the concate-
nated vector of 𝑅𝐼 and 𝑅𝑃 as input and returns a label in {0, 1}.
Label 1 indicates that the plan structure of 𝑃𝑞 will be changed by
some indexes in I, and label 0 implies that the plan structure of 𝑃𝑞
will not be changed.

In Steps 1 and 2, all join schemas are encoded, thus addressing
Challenge 1 presented in subsection 5.1. In Steps 2 and 4, the in-
terlinks among plan nodes, join schemas and indexes are properly
represented, thereby addressing Challenge 2. Challenge 3 will be
handled by designing the loss function of ChangeFormer formu-
lated in subsection 5.6.

5.3 Plan Node Encoding
Features. The plan node encoder encodes each node in 𝑃𝑞 as a
fixed-length vector. A variety of schemes [1, 27, 30, 38] have been
designed to encode plan nodes. Similar to these encoding schemes,
we encode a plan node 𝑁 based on the following features to satisfy
the requirements of index tuning.

(1) The type of the operator 𝑁 , which is represented as a number
in {1, 2, . . . , 𝑛𝑜 }, where 𝑛𝑜 is the number of distinct operators that
constitute query plans.

(2) If 𝑁 is a scan operator, e.g. SeqScan, the table scanned by
𝑁 is an essential feature of 𝑁 , which is represented as a number
in {1, 2, . . . , 𝑛𝑡 }, where 𝑛𝑡 is the number of tables in the database.
Other types of plan nodes that do not directly process tables, but
intermediate results, do not have this feature. Their table-related
information is not explicitly encoded but is implicitly captured by
the tree-structured transformer that understands the relationships
between the non-scan nodes and the scan nodes in 𝑃𝑞 . In particular,
for join nodes, their table-related information has a more significant
impact on 𝑃𝑞 , so we encode such information separately as will be
described in subsection 5.4.

(3) The statistics of the input and the output of 𝑁 . The statistics
commonly used by the existing plan node encoding schemes include
the estimated cost of 𝑁 , the estimated number of tuples returned by
𝑁 , and histograms and samples of the input of 𝑁 , where histograms
and samples are used to make more accurate estimation on the cost
and the cardinality of the output.

Notably, index tuning is different from the problems that are
faced by the existing plan node encoding methods such as cardinal-
ity estimation [13, 41]. During index tuning, the queries in the input
workload are really executed under the current index configuration
I0, so the actual cost of 𝑁 and the number of tuples returned by 𝑁
can be known. Therefore, histograms and samples of 𝑁 are useless
to our plan node encoding, and we only require the actual cost and
the actual output cardinality of 𝑁 which are represented as two
real numbers in [0, 1] normalized within the ranges of costs and
cardinalities of all plan nodes in 𝑃𝑞 .

(4) If 𝑁 has a predicate such as the condition of a selection oper-
ator, the predicate is also an essential feature of 𝑁 . In the existing
plan node encoding methods, a simple predicate “attr op val”
is usually represented as a triple (attr, op, val), where attr is an
attribute, op is an operation in {<, <=,=, >=, >, <>}, and val is
a constant. Normally, attr and op are represented as categorical
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values, and val is range-normalized to a real number in [0, 1]. For
the existing methods, val is used to estimate the statistics of 𝑁 .
However, as the actual statistics of 𝑁 are known in our work, it is
unnecessary to keep val, that is, our method just represents this
simple predicate as (attr, op). Obviously, our method has another
advantage. The existing plan node encoding methods cannot handle
string predicates like “city LIKE 'San %'” because the pattern
'San %' is not an exact value and cannot be mapped to a real
number. Our method just represents it as (city, LIKE) and avoids
encoding the pattern 'San %'.

A compound predicate is composed of several simple predicates
connected by logical operators AND, OR or NOT. Encoding compound
predicates is a complicated issue which is often over-simplified by
the existing methods. For example, in the state-of-the-art query
plan encoding methodQueryFormer [38] that inspires our work,
only the simple predicates in a compound predicate are encoded,
whereas the logical operations are totally ignored. However, the
logical operations are very important for the semantics of the com-
pound predicate because different logical expressions of the simple
predicates may result in totally different query plans. To address
this issue, we represent a compound predicate as an expression
tree, where leaf nodes are simple predicates, and non-leaf nodes are
logical operators. Then, the expression tree is traversed in pre-order
to form a sequence of simple predicates and logical operators. Here
the logical operators are encoded as categorical variables.
Embedding. Finally, the atomic features of a plan node 𝑁 (the
operator type of 𝑁 , the table scanned by 𝑁 , the actual cost of 𝑁 , the
actual output cardinality of 𝑁 , the attribute in a simple predicate,
the operation in a simple predicate, and logical operations) are
embedded as fixed-size vectors in the embedding space. Any feature
that is not applicable to 𝑁 is encoded as a vector of zeros. These
embedding vectors are then concatenated to form the encoding
vector of 𝑁 . To cope with variable-length compound predicates,
we require a compound predicate to be encoded as a sequence of 𝐿
fixed-size embedding vectors (unused embedding vectors are set to
zero vectors).

5.4 Join Schema Encoding
The join schema of the query 𝑞 represents how the tables involved
in 𝑞 can be joined, which is represented as a graph. The type of an
edge indicates the type of the join such as inner join or (left, right or
full) outer join. A left (right) outer join is represented as a directed
edge. Figure 5 depicts a join schema. All possible join orders can
be derived from the join schema. Particularly, any spanning tree
of the join schema contains an unordered set of joins that must be
done in a query plan of 𝑞. After specifying an execution order on
these joins, we obtain a specific join order.

Join schemas are essential for increasing prediction accuracy.
Although our join schema encoding method is inspired byQuery-
Former, they are quite different in their basic thought. To represent
the join-related information of a query plan, QueryFormer only
encodes the join order specified in this plan. Notably, this join order
corresponds to a spanning tree of the join schema. The process of
encoding the join order by QueryFormer is as follows: First, the
joins (edges) in the join order (spanning tree) are mapped to cate-
gorical values independently. Then, the embedding vectors of these
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(b) Join Order of Plan 
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Figure 5: An example of join schema and join order. (a) The
join schema of a query. (b) The plan of the query. (c) The
spanning tree of the join schema corresponding to the plan.

values are concatenated with the encoding of the plan nodes. As
QueryFormer focuses on encoding joins (edges), we call it an edge-
oriented encoding method. However, it has several disadvantages:

(1) According to join conditions, there are two kinds of joins.
One kind of joins is based on the relationships between foreign
keys and primary keys, which can be figured out from the database
schema. Of course, these joins can be mapped to categorical values
in advance. The other kind of joins are specified by users according
to query semantics and cannot be known in advance if these joins
do not appear in the workload. For unseen user-specified joins,
there are no corresponding categorical values, making them unable
to be properly understood by the model trained on the workload
that does not contain these unseen joins.

(2) For a query plan,QueryFormer only encodes the join order in
this plan. The join orders that can be derived from other spanning
trees of the join schema are all excluded, so they are missed by the
model. Although encoding only one join order is sufficient for some
tasks such as cardinality estimation, it is not enough for detecting
changes in query plans because the model is unaware of all possible
join orders except the encoded one.

To address the above issues, we propose a vertex-oriented encod-
ing method to encode the whole join schema instead of one of its
spanning trees. In this method, the information of the join schema
is encoded into the embeddings of vertices instead of edges. Our
method is designed based on the attention mechanism [32] with
information flow control. It works as follows:

First, each vertex (table) 𝑇𝑖 in the join schema is mapped to a
categorical value and is then encoded as a fixed-length vector 𝐸 (𝑇𝑖 ).
Then, the encoding of the tables 𝐸 (𝑇𝑖 ) are input into the attention
module, and the attention module fuse 𝐸 (𝑇𝑖 ) with 𝐸 (𝑇𝑗 ) of all tables
𝑇𝑗 that are joinable with𝑇𝑖 (𝑇𝑗 is a neighbor of𝑇𝑖 in the join schema).
We refer to the output corresponding to table 𝑇𝑖 as the table fusion
embedding of𝑇𝑖 , denoted by 𝐸 𝐽𝑖 . In this way, the information of the
join schema is encoded into the table fusion embedding of all its
vertices (tables).

As depicted in Figure 4, our attention module adopts a new
structure. An introduction to the attention mechanism can be found
in [32]. As with the standard attention module, the matrices 𝑄 and
𝐾 are used to compute the attention values𝐴𝑖 𝑗 between any pairs of
tables 𝑇𝑖 and 𝑇𝑗 in the join schema, which represents the influence
of 𝑇𝑗 on 𝑇𝑖 . However, the influence of a table on another table is
not arbitrary but is restricted by the edges (the join relationships
between the tables) in the join schema. To restrict such influence,
we create the join-bias matrix 𝐽 , where each element 𝐽𝑖 𝑗 represents
whether there is an edge between two tables 𝑇𝑖 and 𝑇𝑗 in the join
schema, that is, whether 𝑇𝑖 and 𝑇𝑗 are joinable. We have 𝐽𝑖 𝑗 = 0
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if 𝑇𝑖 and 𝑇𝑗 are not joinable, so the influence between 𝑇𝑖 and 𝑇𝑗
is masked. We have 𝑇𝑖 𝑗 = 𝑗1, 𝑗2, 𝑗3, 𝑗4 if 𝑇𝑖 and 𝑇𝑗 are joined by an
inner join, a left outer join, a right outer join, or a full outer join,
respectively, where 𝑗1, 𝑗2, 𝑗3 and 𝑗4 are learnable scalars. Finally,
we add the join-bias matrix 𝐽 to the attention score matrix 𝐴.

Because our join schema encoding method is vertex-oriented,
we associate the query plan 𝑃𝑞 with the join schema by associating
the encoding of the vertices (tables) in the join schema with the
encoding of the related plan nodes in 𝑃𝑞 . In particular, if a plan
node 𝑁 is a join on two input tables or intermediate results 𝐿 and
𝑅, the table fusion embedding of 𝐿 and 𝑅 are concatenated with
the encoding of 𝑁 . If 𝐿 (or 𝑅) is a table 𝑇𝑖 , the embedding of 𝐿 (or
𝑅) is certainly the table fusion embedding 𝐸 𝐽

𝑖
of 𝑇𝑖 . If 𝐿 (or 𝑅) is an

intermediate relation, the embedding of 𝐿 (or 𝑅) is 0.

5.5 Index Encoding
The index encoder encodes each index as a fixed-length vector. Let
𝐸 (𝑎) denote the embedding vector of an attribute 𝑎 obtained as
described in subsection 5.3 and let 𝑘max be the maximum number
of attributes composing an index key. An index 𝐸𝐼

𝑗
with index key

(𝑎1, 𝑎2, . . . , 𝑎𝑘 ) is encoded by

𝐸𝐼𝑗 =

(
𝑘⊕
𝑖=1

𝐸 (𝑎𝑖 )
)
⊕ ©«

𝑘max⊕
𝑖=𝑘+1

0ª®¬ , (10)

where 0 is a vector of zeros having the same length as 𝐸 (𝑎𝑖 ).
There are several methods to integrate the information of the

index configurationI into the model, e.g., encoding it together with
each node of the query plan 𝑃𝑞 similar to join schema encoding.
However, through experimentation, we chose the simplest but the
most effective approach: encoding I independent of 𝑃𝑞 .

Let 𝑙max be the maximum number of indexes that the model can
handle and suppose the index configuration I contains |I | ≤ 𝑙max
indexes encoded as 𝐸𝐼1, 𝐸

𝐼
2, . . . , 𝐸

𝐼
| I | , respectively. We concatenate

the encoding vectors of all these indexes and input them into an
MLP to obtain the representation vector 𝑅𝐼 of I, that is,

𝑅𝐼 = MLP
©«©«

| I |⊕
𝑖=1

𝐸𝐼𝑖
ª®¬ ⊕ ©«

𝑙max⊕
𝑖= | I |+1

0ª®¬ª®¬ . (11)

Recall that I only contain the enumerated indexes that are relevant
to 𝑞. Thus, it is not necessary to set 𝑙max to a very large number.

5.6 Model Training
Training Dataset. To train ChangeFormer, we first prepare a
dataset 𝐷 = {(𝑃𝑞𝑖 ,I𝑖 , 𝑃 ′𝑞𝑖 ) |𝑖 = 1, 2, . . . , 𝑛}, where 𝑃𝑞𝑖 is the execu-
tion plan of a query 𝑞𝑖 under the current index configuration I0,
I𝑖 is an index configuration, and 𝑃 ′𝑞𝑖 is the execution plan of 𝑞𝑖
after replacing I0 with I𝑖 . To get 𝐷 , we acquire a set 𝑄 of queries
and a collection I of index configurations during the latest index
tuning process, where 𝑄 consists of all or a fraction of historical
queries, and I consists of all or a fraction of enumerated index con-
figurations. For each 𝑞 ∈ 𝑄 and each I ∈ I, we obtain 𝑞’s execution
plans 𝑃𝑞 and 𝑃 ′𝑞 under I0 and I, respectively, and compose a triple
(𝑃𝑞,I, 𝑃 ′𝑞) in 𝐷 .

The training set of ChangeFormer can be easily derived from
on 𝐷 . For each triple (𝑃𝑞𝑖 ,I𝑖 , 𝑃 ′𝑞𝑖 ) ∈ 𝐷 , we create a training record

(𝑃𝑞𝑖 ,I𝑖 , 𝑦𝑖 ), where 𝑦𝑖 ∈ {0, 1} is the class label. Particularly, 𝑦𝑖 = 1
if 𝑃𝑞𝑖 and 𝑃 ′𝑞𝑖 have different tree structures, and 𝑦𝑖 = 0 otherwise.

In addition, 𝐷 can be used to train the linear model formulated
by Eq. (5), particularly, the coefficients 𝑟𝑁 and 𝑏𝑁 . For a specific
operator type 𝑡 such as SeqScan, we observe that the hardware (or
the DBMS configuration) affects various plan nodes of type 𝑡 in
various queries almost to the same extent. It implies that all plan
nodes 𝑁 of type 𝑡 can have the same coefficients 𝑟𝑁 and 𝑏𝑁 . Hence,
we denote them by 𝑟𝑡 and 𝑏𝑡 , respectively. To train 𝑟𝑡 and 𝑏𝑡 , we
prepare a training set as follows: For each triple (𝑃𝑞𝑖 ,I𝑖 , 𝑃 ′𝑞𝑖 ) ∈ 𝐷 ,
we find a node 𝑁 in 𝑃𝑞𝑖 with 𝑡𝑁 = 𝑡 and a node 𝑁 ′ in 𝑃 ′𝑞𝑖 with
𝐼𝑁 ′ = 𝐼𝑁 , 𝑂𝑁 ′ = 𝑂𝑁 and 𝑡𝑁 ′ ≠ 𝑡 . In other words, 𝑁 is speed up by
some indexes in I. Then, we compute the selectivity 𝜃 (𝑁 ) of 𝑁 and
the multiplicative factor 𝛼 = (𝑐 (𝑡𝑁 , 𝐼𝑁 )−𝑐 (𝑡𝑁 ′ , 𝐼𝑁 ′ ))/𝑐 (𝑡𝑁 , 𝐼𝑁 ) and
create a training record (𝜃 (𝑁 ), 𝛼). Finally, based on the training
set, we use the least squares method to find the best coefficients 𝑟𝑡
and 𝑏𝑡 for operator type 𝑡 .
Training Loss. To train a binary classification model, the binary
cross-entropy loss is often adopted. In our problem, false positives
and false negatives of ChangeFormer affect the time and the quality
of index tuning, respectively. In general, we prefer to the quality.
Therefore, we adopt the weighted binary cross-entropy loss:

𝐿 = − 1
𝑁

𝑁∑︁
𝑖=1

(𝛼 · 𝑦𝑖 log𝑝𝑖 + 𝛽 · (1 − 𝑦𝑖 ) log(1 − 𝑝𝑖 )), (12)

where 𝛼 and 𝛽 are the scaling factors of the false negative cost and
the false positive cost, respectively. To reduce false negatives, we
can set 𝛼 = 2 and 𝛽 = 1, which work well in many situations.

6 EVALUATION
6.1 Experiment Setup
Databases & Workloads. The evaluation was conducted on three
famous database benchmarks: TPC-H, TPC-DS and JOB [17]. The
databases for TPC-H and TPC-DS were generated with the scale
factor (SF) of 10. The workloads were generated as follows.

TPC-H: In this workload, we generated 30 queries at random
based on each template in TPC-H excluding templates 2, 17 and 20.
As with Leis et al. [15], templates 2, 17 and 20 were excluded because
queries in these templates attain several orders of magnitude longer
execution time than queries in other templates. If not excluded, the
queries in these templates will dominate the cost of the entire
workload, thereby creating an index to decrease the costs of the
queries in one of these templates would always be better than
creating indexes for other queries.

TPC-DS: In this workload, we randomly generated 30 queries
based on each template in TPC-DS excluding templates 4, 6, 9, 10,
11, 32, 35, 41, and 95 due to the same reason given above.

JOB: This workload contains 30 queries randomly generated
based on each template in JOB.

To increase the complexity of index tuning, we added some
synthetic queries to these workloads as the complexity of index
tuning depends on the number of possible index configurations, the
number of queries in the workload and the correlations between
index configurations. Synthetic queries may not comply with any
known templates, so they can increase the number of possible
index configurations. Synthetic queries were generated according
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Table 1: Summary of databases and workloads.

Benchmark DB SF/Size # Queries # Templates # Synthetic Queries Avg. # Plan Nodes

TPC-H SF = 10 570 19 0 14
TPC-DS SF = 1 2700 90 0 29
JOB 13GB 3390 113 0 24

TPC-H+ SF = 10 950 19 380 10
TPC-DS+ SF = 1 4500 90 1800 19
JOB+ 13GB 5650 113 2260 16

to the context-free grammar of SQL that supports most advanced
SQL syntax including joins and nested queries. The constants in
a synthetic query were randomly chosen from the values of their
corresponding attributes to ensure nonempty query results. The
obtained workloads are denoted as TPC-H+, TPC-DS+ and JOB+,
respectively. Table 1 summarizes the databases and the workloads.
Hardware & Software. The experiments were carried out on a
Ubuntu server with two Intel Xeon 4210R CPUs (10 cores, 2.40GHz),
256GB of main memory, and one NVIDIA GeForce RTX 3060 GPU.
The DBMS is PostgreSQL 12.13.
Implementation. Leis et al. [15] shows that no index configuration
enumeration algorithm can achieve the best performance in all
situations. In the experiments, we used AutoAdmin [6] as it is
usually effective for larger index configuration search spaces. RIBE
also works well with other enumeration algorithms, e.g. DTA [5].

6.2 End-to-End Evaluation of RIBE
6.2.1 Baselines. RIBE was compared with five baseline algorithms
that follow the traditional index tuning framework described in
section 2. For the sake of fairness, these baselines also use Au-
toAdmin [6] to enumerate candidate index configurations. These
baselines are different in how they compress the input workload.

Full: Workload compression is disabled.
GSUM: It uses GSUM [10] to compress the workload.
ISUM: It uses ISUM [28] to compress the workload.
ISUM-S: A variant of ISUM is used to compress the workload,

which avoids pairwise comparisons between queries. It often com-
presses a workload faster with a minor decline in performance.

Sample: The workload is compressed by randomly sampling a
specified number of queries from the workload.

Let 𝑛 be the number of queries in the workload. Similar to the
evaluation in [28], the compressed workload contains

√
𝑛/2 queries.

DISTILL [29] is a new index tuning method. However, it is not
open-sourced. Due to various possible ways to implement DISTILL
and various heuristic rules adopted by DISTILL, it is not easy to
reproduce the implementation in the original paper. Therefore, we
did not compare RIBE with DISTILL in the experiments.

6.2.2 Evaluation Metrics. We use the following metrics to evaluate
the performance of index tuning.

Cost Improvement. Given a workload𝑊 , let I0 be the initial
set of indexes and I be the set of selected indexes. The quality of
replacing I0 with I is measured by the relative improvement in
the cost of the workload𝑊 which is defined as

max
(
0,
𝐵(𝑊,I0,I)
𝑐 (𝑊,I0)

)
= max

(
0, 1 − 𝑐 (𝑊,I)

𝑐 (𝑊,I0)

)
. (13)

In some occasions, the selected indexes in I may inversely increase
the cost and must be discarded, so the cost improvement is 0.
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Figure 6: Cost improvements achieved by different index
tuning methods.

Table 2: Rankings of cost improvements achieved by different
index tuning methods.

Method # 1st Place # 2nd Place # 3rd Place # Worst

RIBE 16 17 10 1
Full 27 14 6 0
ISUM 6 11 23 3
ISUM-S 2 4 5 16
GSUM 4 3 2 12
Sample 4 5 4 22

Index Tuning Time. The efficiency of index tuning is measured
by the wall clock time from the acceptance of the workload to the
time when the “optimal” index configurations are returned. The in-
dex tuning timemainly includes the time for workload compression,
model loading and index configuration enumeration.

6.2.3 Experimental Results. In this experiment, we vary the budget
on the number of selected indexes from 8 to 16 because the number
of selected indexes affects the quality and the efficiency of index
tuning. We obtain the following experimental results.

Quality of Index Tuning. The cost improvements achieved by
the tested index tuning methods are depicted in Figure 6, and the
detailed statistics of cost improvements are shown in Table 2. We
have the following observations:

(1) The index tuning quality of these methods follows the order:
Full > RIBE > ISUM > GSUM ≥ ISUM-S > Sample. However, no
single method outperforms the others on all workloads.

(2) The indexes selected by RIBE often lead to higher cost im-
provements on various database benchmarks especially when more
indexes are selected. As shown in Table 2, out of 54 tests across
6 benchmarks and 9 budgets (8–16) on the number of selected in-
dexes, RIBE gets the first place in cost improvement in 16 tests
(29.6%), the second place in 17 tests (31.5%) and the third place in 10
tests (18.5%). It performs the worst in only one test. RIBE achieves
index tuning quality closest to Full.

This observation can be explained as follows: GSUM, ISUM,
ISUM-S, and Sample retain a subset of queries in the workload
with high costs after workload compression, which allows us to
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Figure 7: Running time of different index tuning methods.

select the most beneficial indexes when the desired number of
indexes is small. However, as the number of indexes increases, the
discarded queries affect index tuning more significantly, leading to
a decrease in cost improvement after building the selected indexes.
Unlike the baselines, RIBE only removes redundant queries from
the workload, which enables us to find more appropriate indexes.

(3) The cost improvement led to by every index tuning method is
not monotonically increasing with the number of selected indexes.
Similar to the observations in [28], creating more indexes may even
slow down the execution of some queries. This is mainly caused by
the intrinsic errors in the query optimizer’s cost estimator and the
fact that the index configuration enumeration algorithms are often
greedy and cannot find the optimal solution.

Efficiency of Index Tuning. The index tuning time of the tested
methods is shown in Figure 7. Their efficiency follows the order:
Sample > ISUM-S ≥ RIBE ≈ GSUM > ISUM ≫ Full.

Although Full has the best index tuning quality, it is the slowest
because it handles the full workload. All the othermethods are faster
than Full because their index tuning is performed on compressed
workloads. RIBE achieves index tuning quality very close to Full
and is 1–2 orders of magnitude faster than Full.

Among the methods based on workload compression, ISUM
is the slowest because it requires comparing all pairs of queries,
resulting in amuch higher time complexity of𝑂 (𝑘𝑛2) than the other
compression methods. Sample is the fastest as it randomly selects
a subset of queries from the workload without complex processing.
However, its tuning quality is the worst. RIBE is superior to ISUM
in both tuning quality and efficiency. The tuning efficiency of RIBE
is close to GSUM but sometimes lower than ISUM-S.

6.3 Evaluation of ChangeFormer
Here, we evaluate the accuracy and efficiency of ChangeFormer.

6.3.1 Baselines. ChangeFormer represents a query plan as a vector
which is essential for predicting if the plan will be changed after
building an index. In this evaluation, we compare ChangeFormer
with three models adapted from ChangeFormer by substituting its
query representation component with the following ones.

QueryFormer: QueryFormer is a transformer-based query rep-
resentation model [38]. We adopt the processing methods described
in the original paper, that is, using sampling and histograms to en-
code the statistical information in a query plan and employing an
edge-oriented scheme to encode join schemas.

Tree-CNN: This model is used in the learning-based query opti-
mizers BAO [18] and NEO [19]. It is designed based on convolution
neural networks (CNN) and utilizes triangular-shaped filters to
handle the tree structures of query plans.

GCN: A query is represented using a graph neural network [12,
40]. Based on the query’s tree representation obtained in subsec-
tion 5.3 (viewed as an undirected graph here), 4–16 layers of graph
convolutional networks (GCNs) [14] are applied, and a mean pool-
ing is finally used to obtain the representation of the plan.

6.3.2 Experimental Results. The evaluation on the classification
performance and the efficiency of ChangeFormer is as follows.
Classification Performance. The classification performance of
ChangeFormer is evaluated by its accuracy and the F2-score. We
use F2-score because of the higher misclassification costs caused by
false negatives in query plan change prediction. We used 10-fold
cross-validation to evaluate the accuracy and the F2-score.

As shown in Table 3, ChangeFormer attains higher classification
performance than all the other models in most cases. The design
of ChangeFormer is inspired by QueryFormer, so they have many
common points in design. However, ChangeFormer always out-
performs QueryFormer due to two distinct design decisions. First,
ChangeFormer adopts the vertex-oriented encoding of join schemas
which results in a better generalization ability. Second, using actual
statistics in ChangeFormer leads to better classification accuracy
than using sampling and histograms inQueryFormer.

GCN generally achieves better performance than the other mod-
els except ChangeFormer. It is attributed to the stacking of multiple
GCN layers that can learn high-order information of a graph.

QueryFormer generally outperforms Tree-CNN, especially in
more complex workloads that include synthetic queries. Its supe-
rior performance is due to the self-attention mechanism which
captures more useful information and effectively tackles the issue
of information loss resulting from long paths in query plans.
Time Efficiency. We evaluated the efficiency of the models by the
training time per epoch and the inference time per batch (consisting
of 1024 queries). Since the hyperparameters can significantly affect
the efficiency of the models, we tested the per-epoch training time
and the per-batch inference time averaged over 20 diverse sets of
hyperparameters. As shown in Table 4, the efficiency of Change-
Former is comparable to that of QueryFormer. These two models
are somewhat less efficient than Tree-CNN because they encode
more query-related information than Tree-CNN.

GCN is 2–7× slower than the other models in all circumstances.
This is because the eigendecomposition of an 𝑁 × 𝑁 matrix within
GCN entails a time complexity of 𝑂 (𝑁 3). Moreover, to accomplish
superior accuracy, GCN must be composed of more neurons than
the other models, thereby further degrading to the efficiency.

6.4 Accuracy of Cost Estimation
In this subsection, we compare the accuracy of our proposed cost
estimation method with the query optimizer’s cost estimator.
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Table 3: Classification performance of different query plan change prediction models. Green color highlights the highest
evaluation metric values, and red color highlights the second highest evaluation metric values.

Model TPC-H TPC-DS JOB TPC-H+ TPC-DS+ JOB+
Accuracy F2-Score Accuracy F2-Score Accuracy F2-Score Accuracy F2-Score Accuracy F2-Score Accuracy F2-Score

ChangeFormer 0.963 0.954 0.950 0.972 0.963 0.984 0.981 0.972 0.941 0.951 0.972 0.987
QueryFormer 0.941 0.945 0.932 0.952 0.929 0.968 0.949 0.929 0.883 0.951 0.937 0.960
Tree-CNN 0.950 0.909 0.960 0.972 0.952 0.975 0.837 0.766 0.873 0.878 0.877 0.909

GCN 0.955 0.936 0.955 0.972 0.956 0.967 0.957 0.951 0.957 0.962 0.952 0.964

Table 4: Training time and inference time of different query plan change prediction models.

TPC-H TPC-DS JOB TPC-H+ TPC-DS+ JOB+

Model Training
Time (s)

Inference
Time (ms)

Training
Time (s)

Inference
Time (ms)

Training
Time (s)

Inference
Time (ms)

Training
Time (s)

Inference
Time (ms)

Training
Time (s)

Inference
Time (ms)

Training
Time (s)

Inference
Time (ms)

ChangeFormer 76.7 6.92 872.1 7.43 219.5 6.15 153.8 6.28 1012.6 6.08 472.9 5.17
QueryFormer 69.2 6.71 716.3 8.45 321.5 6.47 182.7 4.03 749.9 6.82 767.15 4.11
Tree-CNN 21.2 4.56 291.6 3.15 219.3 3.88 82.5 2.89 746.6 2.82 757.3 2.39

GCN 146.1 13.79 1520.3 15.20 862.1 17.85 309.2 15.20 2117.2 12.57 1046.8 13.78

Table 5: Cost estimation errors of different cost estimation methods.

Estimator TPC-H TPC-DS JOB TPC-H+ TPC-DS+ JOB+
50th 95th 99th 50th 95th 99th 50th 95th 99th 50th 95th 99th 50th 95th 99th 50th 95th 99th

Optimizer 0.077 0.287 0.959 0.018 0.529 3.087 0.109 0.543 0.836 0.070 0.324 0.959 0.019 0.567 1.538 0.076 0.533 0.998
Matrix-D 0.076 0.288 0.959 0.020 0.292 3.121 0.107 0.539 0.783 0.071 0.379 0.959 0.021 0.500 1.615 0.077 0.534 0.998
Matrix-R 0.077 0.308 0.557 0.021 0.292 3.015 0.155 0.438 0.649 0.088 0.323 0.608 0.022 0.500 1.515 0.089 0.441 0.673

6.4.1 Experiment Design. The experiment is designed as follows:
First, we collect the queries in the workload whose plan tree struc-
tures are not changed by the enumerated index configurations.
Then, we compute the estimated costs of these queries after build-
ing the selected indexes using three methods.

Optimizer:We create hypothetical indexes and use PostgreSQL’s
optimizer to compute the estimated costs of the query plans.

Matrix-D: The method proposed in subsection 4.2 is used to
compute the estimated costs of the query plans. For all plan nodes
𝑁 , the parameters 𝑟𝑁 and 𝑏𝑁 are set to 1 and 0, respectively.

Matrix-R: The method is the same asMatrix-D except that 𝑟𝑁
and 𝑏𝑁 are adjusted with regard to the hardware and the software.

For each collected query 𝑞, we evaluate the accuracy of the esti-
mated cost of𝑞 after building a set of indexesI by the absolute error
between the actual benefit and the estimated benefit of building I
with respect to 𝑞, that is,����𝑐 (𝑞,I) − 𝑐 (𝑞,I0)𝑐 (𝑞,I0)

− 𝑐 (𝑞,I) − 𝑐 (𝑞,I0)
𝑐 (𝑞,I0)

���� = ����𝑐 (𝑞,I) − 𝑐 (𝑞,I)𝑐 (𝑞,I0)

���� ,
where I0 is the initial set of indexes created on the database.

6.4.2 Experimental Results. Table 5 shows the 50th, 95th and 99th
percentiles of the errors in the estimated costs of the collected
queries. The minimum error in each column is highlighted in green.
We have the following observations:

(1) On all benchmarks, Matrix-D achieves cost estimation ac-
curacy comparable to that of Optimizer. This is because the cost
estimation formula used by Matrix-D effectively simulates the cost
calculation process of the query optimizer’s cost estimator. Ad-
ditionally, in some cases, Matrix-D achieves significant improve-
ments in accuracy, such as the 95th percentile of errors on TPC-DS.
These improvements are because the estimated statistics used by

Optimizer significantly deviate from the actual statistics in some
situations, while Matrix-D can always make accurate estimation
based on the actual statistics stored in the workload matrices.

(2) Matrix-R adjusts the parameters 𝑟𝑁 and 𝑏𝑁 based on the
historical data. It leads to a substantial reduction in the tail distri-
bution of errors on all benchmarks, up to 40% compared with both
Matrix-D and Optimizer.

(3) In some occasions, cost estimation errors can exceed 1. This
is because index creation increases query execution time. Both the
query optimizer and our method are unable to handle such extreme
situations. We will address this issue in our future work.

7 CONCLUSION
RIBE tackles both workload redundancy and frequent costly what-if
calls that make the traditional index tuning framework sub-optimal
in terms of both tuning efficiency and quality. For the former issue,
the queries in theworkload are clustered according to their operator-
level actual statistical features stored in the workload matrices.
This clustering-based workload compression reduces workload
redundancy more effectively than the existing methods. For the
latter issue, the estimated benefit of creating indexes with respect
to a query is computed based on the actual statistics stored in the
workload matrices if the query’s plan structure will not be changed
by the indexes to be created. It is faster and more accurate than
using the what-if tool. With the encoding schemes for query plans,
indexes and join schemas, ChangeFormer can accurately predict if
the structure of a plan will be changed by the enumerated indexes.
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