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ABSTRACT
The tree structure is notably popular for storage and indexing; how-
ever, tree-based sorting such as tree sort is rarely used in practice.
Nevertheless, with the advent of byte-addressable storage (BAS),
the tree structure captures our attention with its write-once prop-
erty. This property aligns well with BAS’s asymmetric read-write
characteristics. In this paper, we seek to answer the question: Can
tree-based sorting algorithms outperform existing algorithms in
the hybrid DRAM-BAS system? To address this, first, we conduct a
comprehensive study to assess the compatibility of existing sorting
algorithms with such hybrid memory systems and explore the chal-
lenges. We then delve into various design dimensions of tree-sort
algorithms which leads to an optimized variant, TSort. Finally, a
comparative analysis is conducted among three different sets of
sorting algorithms, including in-place sorts, external sorts, and tree-
based sorts. The results indicate that TSort not only challenges
the traditional negative perceptions of the tree structure in sorting
but also exhibits excellent performance. It outperforms all other
counterparts across diverse datasets, whether uniformly distributed
or skewed, in most cases.
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1 INTRODUCTION
Ordering is often intricately linked to efficiency, indicating that the
sorting algorithm plays an important role in diverse data-intensive
applications [3, 14, 38, 41, 45, 53]. For example, in database manage-
ment systems, sorting is the foundation of many query operations,
such as ORDER BY, JOIN, DISTINCT, and GROUP BY. Therefore, a
large amount of research has been devoted to designing efficient
sorting algorithms.

Recently, byte-addressable storage (BAS) technologies [8, 15,
46, 51] have received lots of attention as potential alternatives to
current storage media. They have impressive access performance
compared to SSDs, and are more cost-effective and scalable than
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DRAM [18, 20, 49]. Given these attributes, the hybrid DRAM-BAS
memory stands out as the most promising next-generation stor-
age device [29, 47]. However, existing algorithms may not be able
to adapt well to the following inherent characteristics of BAS to
perform optimally:
⋄ (A) Asymmetric read andwrite performance. BAS exhibits a more

significant difference in read and write performance. Specifically,
its sequential write is up to 4x worse than sequential read and
even worse than random read [49]. Also, it suffers from limited
write endurance [17]. Both result in writes being more expensive
than reads.

⋄ (B) Byte addressability. BAS supports byte-level small-size access,
which makes its random access cheaper than that of traditional
disks. Meanwhile, its random read performance is comparable to
sequential read performance when the access size is larger than
256B [49]. Therefore, BAS is particularly tolerant of random read
scenarios.

⋄ (C) Constrained concurrency. BAS shows constrained perfor-
mance on concurrent operations, especially for writes. With a
non-optimal degree of parallelism, its write performance may
drop to half of its peak [12, 37]. Its read, on the other hand, ex-
hibits a more predictable performance, which initially improves
as the degree of parallelism increases and then stabilizes after
reaching a certain threshold. In short, BAS’s maximal access
bandwidth is determined jointly by access mode, access size, and
the degree of parallelism.

⋄ (N) Non-volatility. Although BAS’s non-volatility ensures data
persistence, it also implies that in-place processing is at risk of
data corruption when a crash occurs.
Table 1 lists how well several existing sorting algorithms cope

with the above characteristics. We add a fifth column (D) for DRAM
to indicate the ability of the algorithm to leverage additional DRAM
to enhance performance. For example, IPS4o (in-place) [4, 5] is not
write-efficient (no checkmark in column A), takes advantage of
BAS’s byte addressability (which allows it to run directly on BAS),
is multithreaded (although it does not specifically focus on thread
management), poses risk of data corruption (as it operates on the
original dataset), and does not utilize main memory. On the other
hand, B*Sort [30] is a write-limited scheme that leverages the BAS’s
property of byte addressability and is not affected by crashes (since
the original dataset is read-only, and the sorted data is stored as a
separate tree structure), but it does not utilize main memory. The ta-
ble also distinguishes between two types of algorithms: value-based
sorting schemes, which sort the entire record, and pointer-based
schemes, which operate on (key, pointer)-pairs. The latter schemes
require making a copy of (key, pointer)-pairs before sorting, and
retrieving the value part to complete the sort. So, they naturally do
not corrupt the original dataset in the event of a crash. Interestingly,
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none of these schemes effectively address all five characteristics.
Given the unique characteristics of BAS, there is a clear need to
identify, if not develop, efficient BAS-friendly sorting algorithms.

Among all data structures, the tree structure catches our atten-
tion, although it is often overlooked by most sorting algorithm
designers. Intrinsically, tree structures exhibit asymmetry between
read and write operations during construction, with far more reads
than writes. This inherent asymmetry aligns well with the unique
read-write characteristics of BAS, which inspired us to explore the
performance of tree-based sorting algorithms. The traditional and
well-known tree-based sorting algorithm, tree sort [35, 36], does
the sorting by constructing a binary search tree. It then traverses
the constructed tree to obtain a globally ordered sequence. Despite
its theoretically appealing 𝑂 (𝑛 log𝑛) best-case time complexity
(where 𝑛 is the number of data elements), tree sort has limitations
in practice. Its frequent random accesses during construction result
in a large number of cache misses. Additionally, it builds a very tall
tree when handling large-scale datasets, which leads to significant
traversal overhead. The multithreaded implementation of tree sort
is also inefficient: the tree construction process typically involves
mutex locks, which incurs substantial locking overhead and thread
blocking. Furthermore, implementing an efficient multithreaded
global tree traversal process is challenging due to ordering con-
straints. Finally, tree sort struggles with skewed datasets; when
sorting such data, it may degenerate into a linked list.

Considering the above limitations, we decide to explore the po-
tential of the tree-sort algorithm in the following design dimensions.

(1) Dimension #1: no batching (N) v.s. batching. The batching tech-
nique [10, 39] buffers a batch of data elements and inserts them
into the tree together, which can be further classified as single-
buffer batching (B) and double-buffer batching (D) [28].

(2) Dimension #2: global tree (G) v.s. multiple subtrees. Instead
of building one global tree, the multitree scheme [30, 34] con-
structs a set of range-continuous trees and locates the target
tree through hash-based (H) or binary-based (B) searches.

(3) Dimension #3: single thread (S) v.s. multiple threads. Because
of BAS’s property of constrained concurrency, we shall discuss
both general multithreading (M’) and augmented BAS-aware
multithreading (M) [6, 54] implementations.

(4) Dimension #4: Synchronous manner (S) v.s. asynchronous man-
ner (A). This dimension indicates whether threads are working
together for a particular operation in the multithreaded imple-
mentation [23].

In our experiments, the variant with BHMA exhibits the best per-
formance, which we denote as TSort. To evaluate the efficiency of
TSort, we conduct a comprehensive experimental study among in-
place sorting algorithms (including Introsort, IPS4o, and selection
sort), external sorts (such as traditional external merge sort [25]
and WiscSort [6]), and tree-based sorts (like B*-sort and TSort).
Our evaluation results reveal that TSort outperforms all other al-
gorithms across both uniformly and skewed distributed datasets
in most cases. From another perspective, this study revives the
ever-forgotten tree structure in the field of sorting, opening up
new design directions for sorting algorithms on BAS devices. In
summary, the contributions of this paper include:

Table 1: Algorithm’s compatibility to the ABCN(D) design
principle. (Note: "✓" - the scheme supports the feature well,
"⃝" - there is room for improvement.)

Algorithm A B C N D

Value-based sorting schemes

IPS4o (in-place) [4, 5] ⃝ ⃝
B*-Sort [30] ✓ ⃝ ✓
External merge sort [25] ✓ ⃝ ✓ ✓
segment sort [42] ⃝ ⃝
NVMSort [32] ⃝ ⃝ ✓
MONTRES-NVM [24] ✓ ⃝ ✓ ✓
NVMSorting [11] ✓ ⃝ ✓ ✓

Pointer-based sorting schemes

IPS4o (optimized) ✓ ⃝ ✓
PMSort [16] ✓ ✓ ✓
WiscSort [6] ✓ ✓ ⃝ ✓ ✓

⋄ According to the characteristics of BAS devices, we comprehen-
sively study and analyze the problems faced by existing conven-
tional and BAS-friendly sorting algorithms.

⋄ We provide the first thorough analysis of tree-sort algorithms
on the BAS device across different design dimensions to explore
its potential.

⋄ We systematically conduct a rigorous empirical study among
in-place sorting algorithms, external sorting algorithms, and tree-
based sorting algorithms to identify their relative strengths and
weaknesses in different scenarios.
The rest of this paper is organized as follows. In the next section,

we provide background knowledge and motivations for this work.
Then, in Section 3, we detail the design dimensions of tree-based
schemes. Section 4 offers a comprehensive analysis of tree-sort
algorithms with various design dimensions. Section 5 presents
a thorough performance evaluation among three sets of sorting
algorithms. Afterward, we review several existing BAS-related al-
gorithms in Section 6. Finally, this paper is concluded in Section 7.

2 BACKGROUND AND MOTIVATION
In this section, we present an overview of in-place and external
sorting algorithms, their BAS-based implementations, as well as
the motivation for studying tree-sort algorithms.

2.1 In-place Sorting Algorithm
In-place sorting algorithms like Introsort, selection sort, and IPS4o
are widely used in main memory (DRAM). Introsort is a hybrid of
quicksort, heapsort, and insertion sort. It begins with quicksort and
switches to heapsort when the recursion depth exceeds a level based
on the number of data elements being sorted, and uses insertion sort
for small partitions for efficiency. Selection sort is commonly used
for small datasets. It iteratively scans the unsorted part of the input
sequence, selects the smallest element (assuming a non-descending
sort), and places it in the correct position in the sorted part. IPS4o is
a state-of-the-art (parallel) sorting algorithm implemented based on
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Figure 1: Performance of different IPS4o implementations
(400 million data elements; 1/4 relative DRAM capacity).

samplesort and optimized for modern hardware architectures. It in-
tegrates ordered sequence detection methods to avoid performance
deterioration when dealing with skewed datasets.

The introduction of BAS with its byte addressability naturally
raises the question of whether these in-place sorting algorithms
can be directly migrated from DRAM to BAS. Unfortunately, such
a straightforward migration brings significant challenges. When
applied to BAS directly, traditional in-place algorithms exhibit poor
performance. One of the primary reasons is the write amplification
caused by redundant "values" in (key, value)-pairs. These values
are irrelevant to the sorting process but introduce many additional
writes. Although this phenomenon also exists in DRAM, its inef-
ficiency is masked by DRAM’s considerable write performance.
However, BAS’s relatively inefficient write performance makes this
problem evident. To mitigate redundancy and optimize BAS access,
we adopt pointer-based in-place sorting algorithms. Initially, we
extract the keys and addresses (pointers) of the (key, value)-pairs
from the dataset and store them on BAS. Subsequently, in-place
sorting algorithms process only the generated (key, pointer)-pairs
rather than the original (key, value)-pairs. Once the sorting is com-
plete, a sequence of sorted (key, pointer)-pairs is obtained, from
which the sorted (key, value)-pairs can be reconstructed by sequen-
tially accessing the corresponding pointers. In addition to reducing
redundancy, this approach also naturally addresses the issue of data
corruption in the event of a system crash.

Taking IPS4o as an example, Figure 1 illustrates a performance
comparison among its different implementations on BAS. The in-
place version implements sorting based on (key, value)-pairs, i.e., it
is a straightforward migration of the traditional IPS4o. The other
two versions are based on the (key, pointer)-pair implementation.
While the only-BAS version reconstructs the (key, value)-pairs di-
rectly on BAS as they are generated, the hybrid version uses DRAM
to buffer (key, value)-pairs and write out a batch of sorted data ele-
ments each time. When sorting 400 million uniformly distributed
data elements, the hybrid version performs about 3x faster than the
only-BAS version and 3.4x faster than the in-place version. This is
because the hybrid version not only reduces redundancy by using
(key, pointer)-pairs but also avoids small-size write operations with
the help of DRAM. Given the efficiency of the hybrid version im-
plementation (utilizing both pointer-based mechanism and DRAM),
all algorithm implementations in this paper adopt it by default.

2.2 External Sorting Algorithm
When dealing with datasets that exceed the capacity of main mem-
ory and are stored on secondary storage (e.g., SSD, HDD), the
algorithm of choice is typically the external sort [25]. It efficiently

manages large datasets by dividing them into multiple memory-
sized runs. These runs are then loaded into memory, sorted using
an in-place sorting algorithm, and written back to secondary stor-
age. Once all runs are processed, these ordered runs are merged
into a globally sorted sequence with the help of DRAM. Because
of the similarity of the traditional DRAM-disk storage structure
to the current hybrid DRAM-BAS structure, external sort can also
be migrated directly. However, such direct migration leads to poor
performance, mainly because it is not ABCN(D)-compliant in sev-
eral aspects as shown in Table 1. In response to this challenge, the
state-of-the-art BAS-friendly external merge sort, WiscSort, was
proposed [6]. Compared to the traditional method, it introduces
the pointer-based mechanism and multithreading management. By
optimizing parallel implementation at the device level, WiscSort
achieves a 2x improvement over the traditional external merge sort.

2.3 Tree structure
The tree structure is prominently utilized in the field of indexing [33,
43] and storage [9, 31]. There are also numerous tree-based algo-
rithms designed specifically for BAS devices [22, 40, 50, 52]. How-
ever, it is seldom used for sorting, especially large-scale datasets,
due to high maintenance costs. The state-of-the-art BAS-friendly
tree-based sorting algorithm is B*-sort [30]. It is designed to miti-
gate performance degradation caused by data skew and improve the
worst-case performance by optimizing the traversal process. This
method theoretically and dynamically divides the binary search
tree into multiple subtrees. It stores meta-information about these
subtrees in a linked list. When inserting a data element, B*-sort
sequentially scans the linked list to identify the target subtree, then
directly traverses this subtree instead of the entire global tree. How-
ever, its scalability is problematic in practice. As the number of
subtrees grows, scanning the linked list becomes expensive.

Despite the poor performance of B*-sort, the potential of tree-
sort algorithms remains, especially on the hybrid DRAM-BAS struc-
ture. This optimism is rooted in the fact that tree-sort’s asymmetric
read-write operations perfectly match with BAS’s asymmetric read-
write performance. More specifically, tree construction involves
a large number of random reads and a limited number of writes;
fortunately, BAS tolerates random reads despite its poor write per-
formance. Therefore, curiosity prompts us to explore the answers
to the following two questions: What existing optimization tech-
niques are crucial to BAS-friendly tree-sort algorithms? And is it
possible for a tree-sort algorithm to outperform its counterparts?
The details of the exploration are presented in subsequent sections.

3 TREE-BASED SORTING ALGORITHM
In this section, we explore the design dimensions of tree-based
sorting algorithms, including batching, multitree schemes, multi-
threading techniques, and concurrent implementations. For clarity,
we divide the tree-sort process into three stages: preparation, con-
struction, and traversal. The main task of the preparation stage is
to obtain meta-information about trees, during which both tree
ranges and tree roots are determined. The construction stage is
dedicated to building trees, where the original (key, value)-pairs
are converted to (key, pointer)-pairs and globally ordered search
trees are built on BAS. Lastly, in the traversal stage, a globally
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Figure 2: An example of
batch insertion.

Figure 3: Hash-based multi-
tree scheme.

ordered (key, value)-pair sequence is reconstructed by traversing
trees and accessing associated pointers. More details about design
dimensions are described below.

3.1 Batching
The first dimension concerns batching strategies [10, 39]: no batch-
ing (N), single-buffer batching (B) or double-buffer batching (D).
These strategies primarily work in the construction stage. When
no data elements are batched (N), the algorithm sequentially scans
the unsorted data elements stored on BAS and then inserts them
directly into the tree one at a time. During this process, no DRAM
resources are needed. An alternative approach is to insert a batch
of data elements each time. Here, a batch is first gathered into the
DRAM buffer and then inserted into the tree together with only
one tree traversal. To elaborate, when the DRAM buffer is full, the
scheme first sorts the data elements inside using an in-place sorting
algorithm, and then does batch insertion. During batch insertion,
it compares the data elements in the buffer with the tree node of
the target tree, and partitions the buffer into two sub-buffers; data
elements of one sub-buffer are to be inserted into the left branch,
and the elements of the other to the right. If one branch is empty,
the scheme constructs a balanced subtree from the sub-buffer’s
data elements and integrates this subtree into the vacant branch.
Otherwise, it repeats the above operations until an empty branch is
found. The balanced subtree is constructed by iteratively selecting
the median data element of the sub-buffer as the root node, with
data elements on either side forming the left and right nodes.

Figure 2 gives an example demonstrating how batch insertion
works. The tree root node 50 divides the sorted sequence in buffer
B into two parts (B1 and B2). B1, whose data elements are smaller
than node 50, goes to the left branch and B2 goes to the right.
Since the left branch is empty, a small batch of data elements in
B1 can be inserted directly. Specifically, these three data elements
are coalesced to form a balanced subtree with node 5 as the root.
Then this subtree is linked directly to the left branch of node 50 to
complete the insertion of B1. For B2, because the right branch is
not empty, it is further divided into B2-1 and B2-2 by node 70 and
inserted into the tree in the same way as B1 when an empty branch
is found. Once all data elements in buffer B are inserted into tree T,
the process of batch insertion is completed.

Although the batching scheme incurs extra DRAM reads and
writes, it reduces overhead on repeated accesses during multiple tra-
versals. Moreover, it efficiently constructs a more balanced subtree
for a given dataset, thus reducing the tree height and subsequent tra-
versal cost. Importantly, this mechanism makes it possible to store
some data elements, which are adjacent to each other in the tree,
in consecutive memory addresses, thereby improving cache utiliza-
tion in subsequent traversals. It achieves this as follows: whenever
a subtree for a sub-buffer is to be inserted, its data elements are
written to a contiguous memory space reserved on BAS that be-
longs to the tree. In addition, our investigation extends to both
single- and double-buffering mechanisms [28]. Both work similarly
(as described above), but the double-buffer batching approach facil-
itates parallelism - while data elements are being inserted from one
buffer, the other can be loaded simultaneously. However, splitting
the DRAM resources over two buffers means a smaller batch of
elements is inserted each time and thus may incur higher traversal
costs compared to the single-buffer batching scheme.

3.2 Multitree schemes
The second dimension considers the choice between employing a
single global tree (G) or multiple range-continuous (sub)trees [30,
34]. The global tree scheme requires minimal or no time in the
preparation stage but more time in the subsequent two stages for
the taller tree. Conversely, the multitree scheme requires time for
preparation and identifying the target tree but benefits from the
shorter tree structure. Since it is computationally inefficient to
create multiple range-continuous trees dynamically (as shown in
B*-Sort), we opt for a simpler and more effective approach that pre-
determines the number of trees (𝑛) before the sorting process. This
approach raises two main issues: (1) How to determine the range of
the (sub)trees in the preparation stage; (2) How to efficiently identify
appropriate target trees during the construction stage. To address
the above questions, we study two distinct multitree strategies: the
binary-based (B) and the hash-based (H) schemes.

For the binary-based scheme (B), we use the systematic sampling
method to extract a set of data elements from the dataset at fixed
periodic intervals. Then, we sort the sampled data elements and
construct a range-partitioning vector [13]. This vector splits the
dataset into 𝑛 (predetermined number) equally spaced and range-
continuous parts. Each part corresponds to a tree, such that each
tree is expected to hold approximately the same number of data
elements. Finally, we can easily identify the target tree for the data
elements by applying a binary search on the constructed range-
partitioning vector.

To enhance the target tree search efficiency, we also examine
a hash-based scheme as shown in Figure 3. In the preparation
stage, we first define a large number (>> 𝑛) of equi-width buckets.
Then, we count the number of data elements that fall into these
buckets with a dataset scan and build an equi-width histogram.
Afterward, we strategically combine adjacent buckets of the equi-
width histogram and build an approx-equi-depth histogram. The
guiding principle behind this process is to combine as many buckets
as possible while ensuring that the number of data elements within
each partition does not exceed a threshold (i.e., the average number
of data elements per partition). Finally, we map each partition to a
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tree. Once these trees are initialized, a hash-based mapping between
data elements and trees is essentially established.

3.3 Multithreading techniques
The third dimension explores the thread-related models: single-
threading (S), (conventional) multithreading (M’), and BAS-aware
multithreading (M) [6, 54]. The single-threading (S) andmultithread-
ing (M’) models are straightforward, with the former executing all
three stages using a single thread and the latter employing all the
threads throughout the entire process. BAS-aware multithreading
(M) is a parallel implementation based on the features of BAS. BAS,
unlike traditional storage devices, does not always benefit frommax-
imizing thread utilization because of its constrained concurrency.
Specifically, as the degree of parallelism increases, BAS’s write per-
formance drops significantly, sometimes to half of its peak [12, 37].
Its read performance, on the other hand, follows a more predictable
trend, which initially improves and stabilizes after reaching a cer-
tain threshold. In addition, taking into account the device’s internal
prefetching and thread distribution mechanisms [54], BAS’s max-
imal access bandwidth is determined jointly by the access mode,
access size, and the degree of parallelism [44]. Therefore, it is non-
trivial to effectively manage concurrent BAS-access operations.

Under a BAS-aware multithreading model (M) [6, 54], the thread
manager allocates varying numbers of threads based on different
access modes and access sizes. A preliminary study showed that
a higher degree of parallelism is preferred for reads and a lower
degree is optimal for writes; moreover, for large-size writes, the
optimal degree of parallelism is lower than that for small-size writes.
For example, inserting a (key, pointer)-pair to the tree is a small-size
write. On the other hand, inserting a buffer of (key, value)-pairs is
a large-size write. For the tree-sort algorithm, the final traversal
stage involves large-size writes. Here, it needs to traverse the trees
and retrieve the value component from the source dataset in order
to produce the final (key, value)-pairs. The buffered large-size (key,
value)-pairs are then written out to the BAS as the sorted output. In
our experimental study where 32 threads are employed, all threads
would be assigned for concurrent traversal reads but only 4 threads
would be assigned for such large-size writes.

3.4 Concurrent implementations
The fourth dimension pertains to whether multithreading is imple-
mented in a synchronous (S) or asynchronous (A) manner [23] dur-
ing the construction stage. In a synchronous setup, all BAS-access
threads move on to the subsequent tasks only after they have all
successfully completed the current one. Any thread lagging behind
causes other threads to be blocked. Specifically, the construction
stage is divided into three substages, which are load, sort, and insert.
In the load substage, all threads read from BAS, converting these
data elements into (key, pointer)-pair format and storing them into
the DRAM buffer. After all threads complete loading, the buffered
data elements are sorted in parallel using an in-place sorting algo-
rithm. In this way, data elements in the buffer that belong to the
same tree are clustered together. The buffer is then (virtually) parti-
tioned into multiple sub-buffers, each containing all data elements
belonging to the same tree in this buffer. Afterward, each thread
is assigned a set of sub-buffers and is responsible for inserting the

data elements inside into the corresponding trees. All threads per-
form the batch insertion of their assigned data elements in parallel.
Once all data elements in the entire buffer are fully inserted into
the trees, the threads proceed to the next iteration, i.e., load new
data elements into the buffer, etc. The process repeats until all data
elements in the dataset are inserted into the trees.

In contrast, the asynchronous approach ensures that all BAS-
access threads work independently. Once a thread completes its
current task, it can seamlessly progress to the next one without
waiting for others. To elaborate, each tree has its own sub-buffer in
this approach. These sub-buffers are defined before the construction
stage and hold the same size. From the view of a particular thread,
this mechanism is implemented as follows: First, the thread reads a
data element from BAS and places it into the appropriate DRAM
sub-buffer. Then, it checks the status of the current sub-buffer. If
the sub-buffer is full, it performs batch insertion for that sub-buffer.
Otherwise, it does nothing. Once the above process is completed,
this thread fetches the next data element from BAS and repeats the
process until all assigned data elements are inserted into the trees.
Although this approach avoids thread waiting between substages,
the overhead caused by read-write interference is increased.

3.5 Algorithmic Space
Based on the various dimensions, a large number of tree-based
sorting algorithms can be designed. Some of these are meaningless,
e.g., if single-threading is used, then there is no need to consider
the concurrent implementation dimension. We also expect schemes
that are based on batching to be superior over those that process
data elements one at a time; schemes that employ multiple subtrees
should outperform those that build only a global tree; methods that
use multithreading should in general perform better than single-
threading models. In this paper, we implement 19 tree-sort variants
- 3 "worst-case" variants that include one for no batching, one for
global tree, and one for single threading; and the other 16 are
combinations of the remaining 2 options from each dimension (after
ignoring the "worst-case" options). According to the performance
analysis in Section 4, the variant with the format "BHMA" stands
out among all tree-sort implementations; we refer to it as TSort.

Here, we give an overview of how TSort works. (1) In the prepa-
ration stage, we scan the original file to obtain statistical informa-
tion and build a hash mapping between the data elements and the
trees on DRAM through approx-equi-depth histogram1. Here, all
threads perform BAS-read operations concurrently for file scan
(each thread reads different parts of the source file), and a subset
of threads are assigned for the small-size BAS-write operations to
create the tree roots on BAS2. (2) In the construction stage, first,
we partition the entire DRAM buffer3 into multiple sub-buffers
to ensure that each tree has its own sub-buffer. All threads then
independently construct the trees asynchronously4 as described in
Section 3.4. Once all threads complete their insertion tasks, a set
of globally ordered trees is constructed on BAS. In this stage, mul-
tithreaded mixed BAS-read-and-write operations are needed, i.e.,
some threads perform BAS-read while others perform BAS-write
1TSort adopts hash-based multitree structure "H".
2TSort follows BAS-aware multithreading model "M".
3TSort takes a single-buffer batching scheme "B".
4TSort utilizes asynchronous multithread implementation "A".
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Table 2: Default settings.

dataset size 200 million - 2000 million

data element (1) 128B: 4B key + 124B value
(2) 100B: 10B key + 90B value

relative DRAM space 1/25; 1/8; 1/4; 1/2
maximum # of threads 32
# of trees 0.025% of the dataset size
# of buckets 10x the number of trees

simultaneously. (3) In the traversal stage, we use the entire DRAM
space as the write buffer. Moreover, multiple threads are able to
traverse different trees together since we have global information
about the trees from the preparation stage, such as the exact tree
size and storage address. Specifically, these threads traverse the
trees, retrieve the values, and store the (key, value)-pairs on DRAM.
When the DRAM buffer is full, a large batch of sorted (key, value)-
pairs is dumped into BAS. While the entire sorted (key, value)-pair
sequence is generated on BAS, this algorithm ends. During this
stage, tree traversal and value retrieval require multithreaded BAS-
read operations, and final sorted (key, value)-pair generation needs
multithreaded large-size BAS-write operations.

4 EVALUATION OF TREE-SORT VARIANTS
In this section, we provide a comprehensive performance analysis of
the 19 tree-sort variants. Some default settings of the experimental
evaluation are listed in Table 2.

4.1 Setup
Platform. The algorithms are implemented in C++, together with
the Intel Persistent Memory Development Kit (PMDK) [19] on a
real BAS device (Optane DCPMM). The performance evaluation is
conducted on a server with Linux version 5.4.0-163 and two 2.90GHz
Intel(R) Xeon(R) Gold 6326 CPUs. Each CPU has 16 physical cores,
with a shared 24MB L3 cache. Each CPU core has a 48KB L1 data
cache, a 32KB L1 instruction cache, and a 1280KB L2 cache. The
overall OptaneDIMM space for the system is 2048GB and theDRAM
capacity is 256GB, both are large enough to store all data elements
and meet the storage requirements for all algorithms in this paper.

Datasets. The datasets used consist of a set of fixed-size (key,
value)-pairs. Each pair includes a 4B key (randomly generated inte-
ger) and a 124B value. To measure the performance across different
scenarios, both uniform- and skew-distributed datasets are gener-
ated. The uniformly distributed dataset has a size ranging from 200
million to 2000 million (key, value)-pairs, and its data elements are
randomly generated. The skewed distributed dataset exhibits varied
patterns [5, 30], including 100% ordered, 50% ordered, 25% ordered,
reversed ordered, interleaved ordered, and gathered with outliers.
In addition, a sort benchmark from [2] is used to demonstrate that
these algorithms also work for non-integer keys. The data elements
are randomly distributed and consist of 10B keys and 90B values.
In this section, we only focus on datasets comprising 400 million
128B (key, value)-pairs with uniform, interleaved ordered, and 50%
ordered distributions. The comprehensive evaluations with other
datasets will be detailed in Section 5.

Implementation. For implementation, there are four aspects to
state. (1) All multithreading implementations are run in parallel
with a maximum of 32 threads. For the tree-sort algorithm with
BAS-aware multithreading implementation, it uses 16 threads for
small-size BAS-write (in the preparation stage), 4 threads for large-
size BAS-write (in the traversal stage), and 32 threads for all other
multithreaded operations (across different stages). (2) All implemen-
tations adopt the (key, pointer)-pair mechanism during sorting, and
store the final sorted file in a (key, value)-pair format on BAS. (3)
To eliminate the influence of noise on the conclusion and disregard
the warm-up and cool-down phases, all experiments are repeated
10 times, and only the middle stable 4 runs are averaged and re-
ported. (4) To assess the algorithm’s dependence on DRAM capacity,
and to simulate scenarios where input data size is substantial (far
exceeding our current experimental platform) while the DRAM
resource is limited, all algorithms are performed on varied relative
DRAM space in the ratios: 1/25, 1/8, 1/4, and 1/2. For example, a
relative DRAM space of 1/4 for 400 million data elements means
1/4*(400000000)*16 = 1.6 GB DRAM space is allocated. The relative
DRAM space is calculated based on the size of (key, pointer)-pairs.

4.2 Uniformly Distributed Datasets
4.2.1 Dimension #1: batching. In order to understand the perfor-
mance gain in the first dimension, we first look into the perfor-
mance evaluation among NHMA, BHMA, and DHMA, which share
the same settings in other dimensions. As shown in Figure 4a, the
variants equipped with buffer (BHMA and DHMA) present im-
pressive performance enhancements compared to the no-batching
implementation (NHMA), with an average improvement of 6.21x.
The no-batching implementation (NHMA) has two primary draw-
backs: (1) There are numerous repeated scans during node insertion.
Even if two data elements are positioned closely in the tree, sep-
arate traversal rounds are required to insert them both. (2) The
no-batching scheme fails to exploit cache locality efficiently. When
successively processing data elements belonging to different trees,
the no-batching scheme needs to swap around among these trees
frequently to perform insertions, thus inducing heavy cache misses.
However, with the help of batching, we see a significant reduction
in superfluous BAS reads and an enhancement in cache utiliza-
tion, both of which improve performance. Additionally, batching
schemes manage to store (some of) the data elements that are neigh-
bors in the tree in contiguous spaces on BAS, thus reducing cache
misses in subsequent traversals.

In comparing the two batching schemes, the double-buffer batch-
ing implementation performs worse than the single-buffer batching.
Taking DHMA and BHMA as an example, despite efforts to alleviate
thread blocking, DHMA exhibits a 12% performance degradation.
This phenomenon is especially pronounced with lower DRAM ca-
pacity as shown in Figure 4a. This is because the reduced buffer
capacity leads to increased traversal overhead, which overshadows
the benefits of exploiting parallelism.

4.2.2 Dimension #2: multitree. In Figure 4a, the performance com-
parison between BGMA and BHMA/BBMA illustrates the sub-
stantial advantage brought by the multitree scheme, with perfor-
mance enhancements exceeding 200x. Constructing multiple range-
continuous trees, instead of a single global tree, distinctly shortens
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Figure 4: Performance of tree-sort variants when sorting 400 million data elements with different distributions. (Note: In each
single bar, the colors changing from dark to light (from bottom to the top) represent the three different stages of tree-sort
variants, which are preparation, construction, and traversal.)

the height of each individual tree, thus reducing the traversal over-
head. Within the multitree scheme, exemplified by BHMA and
BBMA, the hash-based scheme (BHMA) outperforms the binary-
based scheme (BBMA) by 1.19x, and it benefits from both prepara-
tion and construction stages. In the preparation stage, it requires
1.68x less time than the binary-based scheme. In the construction
stage, it locates the target tree with only constant time complexity
for each data element, while the binary-based scheme requires a
time complexity of 𝑂 (log𝑛), where 𝑛 represents the number of
trees. When dealing with large-scale datasets, the performance gap
in the construction stage can be even larger.

Additionally, the hash-based scheme also manages to maintain
more evenly balanced trees. Its average tree height is reduced by one
level relative to the binary-based scheme. In detail, the hash-based
scheme aims to initialize a set of dual-balanced trees, ensuring both
inter-tree balanced and intra-tree balanced. In other words, all trees
contain a similar number of data elements, and the left and right
subtrees of each tree are similar in height. However, the binary-
search-based scheme cannot guarantee the dual-balance property
because of the lack of accurate global distribution information
before construction.

4.2.3 Dimension #3: multithread. BHMA, BHM’A, and BHSS in Fig-
ure 4a demonstrate the performance behavior of different models
in the third dimension. Since the single-threaded implementation is
the same for synchronous and asynchronousmanners (the fourth di-
mension), these three comparators share the same settings in other
dimensions. When the sorting is executed with multiple threads
(BHMA or BHM’A), the latency can be reduced by about 7x on
average because of the more efficient CPU utilization. For the mul-
tithreaded implementation, since BAS suffers from concurrency
constraints, both the conventional multithreading model (M’) and
BAS-aware multithreading model (M) are implemented and eval-
uated to demonstrate the necessity of special consideration for
BAS. Taking BHMA and BHM’A as an example, the BAS-aware
multithreading implementation improves the performance by 5%
on average. This is because it considers more parallel access details,
such as access mode and access size, and assigns different numbers
of threads for different operations. Its strategic allocation ensures
that both BAS-read and BAS-write operations are executed at their
peak efficiency. Comparing two multithreading schemes, large-size
BAS-write shows the largest difference in the number of threads
among all BAS access operations. Since the traversal stage contains
more large-size BAS-writes, these two multithreading models show
a more significant performance difference in this stage.
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Table 3: Four-factor ANOVA table.

Component 1/25 1/4

PoV F PoV F

D1 16.26 5623.22 2.55 515.04
D2 52.63 18 201.49 64.43 13 030.96
D3 3.66 1265.89 6.58 1331.24
D4 16.58 5734.98 16.83 3404.61
D1:D2 6.04 2087.56 1.58 319.37
D1:D3 0.01 2.10 0.08 16.04
D2:D3 0.03 11.82 0.09 17.64
D1:D4 1.32 455.82 0.37 73.98
D2:D4 2.94 1016.90 6.12 1238.10
D3:D4 0.15 53.46 0.48 98.09
D1:D2:D3 0.00 0.07 0.04 7.25
D1:D2:D4 0.21 72.92 0.48 96.97
D1:D3:D4 0.01 3.87 0.00 0.13
D2:D3:D4 0.01 4.83 0.13 26.55
D1:D2:D3:D4 0.01 3.60 0.00 0.04
Residual 0.14 0.24

4.2.4 Dimension #4: concurrency. As shown in Figure 4a, BHMA ex-
hibits a 1-second performance improvement over BHMS. Although
both asynchronous and synchronous methods experience thread
blocking, they are blocked for different reasons. The asynchronous
implementation uses mutex locks to manage threads and protect
shared resources. Therefore, thread blocking happens when one
thread tries to access a resource but another thread is accessing
it. The synchronous implementation, however, does not need to
consider consistency issues, but its thread blocking occurs between
substages of the construction stage. It attempts to reduce concur-
rent BAS-read and BAS-write operations to minimize read-write
interference, but the resulting performance improvement is not
significant. Meanwhile, its higher thread-blocking overhead leads
to poorer overall performance than the asynchronous scheme.

4.2.5 Discussion. To statistically evaluate the significance of var-
ious dimensions and their interactions, a four-factor Analysis of
Variance (ANOVA) [21] is employed. The validity of this analysis
is predicated on the normal distribution of variables and the homo-
geneity of variances. To satisfy these assumptions, log and power
transformations are applied to the data before analysis. Table 3
displays the computed Percentage of Variation (PoV) and F-value
(F) for each dimension and their interactions, excluding the worst-
case levels (no batching, single global tree, and single threading),
under two DRAM settings (1/25 and 1/4). In this table, "𝐷𝑛" rep-
resents Dimension #𝑛 and "𝐷𝑥 :𝐷𝑦" denotes the interaction effect
between 𝐷𝑥 and 𝐷𝑦. The reference F-value from the F-distribution
is 𝐹 [0.99,1,48] = 7.19, indicating that computed F-values exceeding
this threshold denote a statistically significant effect on perfor-
mance at a 99% confidence level. For clarity, PoV is also provided,
offering an informal representation of each dimension’s and their
interactions’ relative importance in percentage terms.

Regarding main effects observed in the first four rows of Ta-
ble 3, all dimensions demonstrate statistically significant effects

Table 4: The average (maximum) tree height.

Distribution 1/25 1/4

BHMA BHMS BHMA BHMS

Uniform 22 (33) 22 (31) 17 (22) 17 (21)
50% Ordered 64 (118) 16 (28) 22 (31) 13 (21)
Interleaved Ordered 107 (118) 12 (22) 27 (32) 12 (22)

on performance. The second dimension, related to the multitree
scheme, exhibits the highest F-value, signifying a dominant effect.
Notably, the first dimension, the batching scheme, has varying
effects depending on the DRAM capacities, which meets the expec-
tations. With limited DRAM, buffer capacity becomes a critical bot-
tleneck, making the choice between single-buffer and double-buffer
batching schemes crucial, as double-buffer batching exacerbates the
scarcity of DRAM. Conversely, with larger DRAM, capacity ceases
to be the primary constraint, diminishing the importance of the
batching scheme. In terms of interaction effects, it is observed that
the interactions between the first and second dimensions, as well as
between the second and fourth dimensions, are more pronounced
than others. However, certain combinations, such as D1:D2:D3:D4
and D1:D3:D4, do not exhibit statistically significant interaction
effects, indicating there are no combination effects for them on
performance.

4.3 Skewed Distributed Datasets
From Figures 4a, 4b and 4c, we observe that all tree-sort algorithms,
except for NHMA, have lower running time for skewed datasets
compared to the case where the dataset is uniformly distributed.
The relative performance among all tree-sort algorithms is not
much affected by the skewed inputs. NHMA’s performance, as ex-
pected, degenerates as the trees become taller due to the skewed
input. For all the other algorithms, which are essentially batch-
based schemes, a consistent reduction in latency is demonstrated
in both the construction and traversal stages compared to the uni-
formly distributed input. Clearly, batching allows more balanced
subtrees to be built for each batch of data elements, and contributes
to maintaining relatively balanced and shorter trees overall. This
significantly reduces the traversal overhead. Moreover, the batch-
ing schemes store neighboring data elements, which are from the
same tree, contiguously on BAS, thus increasing cache utilization
during subsequent traversal processes. This advantage becomes
particularly pronounced when (partially) ordered data elements are
processed together, i.e., in a skewed distribution.

Another interesting phenomenon that occurs when handling
skewed distributed datasets is captured in the tree height. The dif-
ference here mainly appears in the fourth dimension. Taking BHMA
and BHMS as an example, their tree heights under different scenar-
ios are shown in Table 4. For the asynchronous (A) implementation
(e.g., BHMA), the tree height depends heavily on both the DRAM
capacity and the distribution of input datasets. When dealing with
a dataset with skewed distribution, the tree height can be about
3-5x larger than in the uniform case if only 1/25 DRAM space is
provided. If larger DRAM space is given, like 1/4, the tree height
issue is mitigated, but still worse than in the uniform case. However,

1494



the synchronous (S) implementation (e.g., BHMS) performs well in
terms of tree height. It even builds a lower tree in the skewed case
than in the uniform one. This contrasts sharply with the behavior
of traditional tree structures, where skewness can lead to severely
unbalanced left and right branches. The main reason for the sig-
nificant difference in tree height between the asynchronous and
synchronous schemes is the batch size used during batch insertion.

In detail, let us assume that the total DRAM capacity is𝑀 and
the number of trees is 𝑘 . Since the asynchronous implementation di-
vides the DRAM space into multiple parts to ensure each tree has its
own buffer, the maximum batch size for this scheme would be𝑀/𝑘 .
The synchronous implementation, on the other hand, treats the
entire DRAM space as a global buffer when loading data elements
from BAS, and (virtually) partitions it only before batch insertion.
So its maximum batch size can be𝑀 in theory. As mentioned be-
fore, the batching mechanism helps a lot in constructing balanced
trees; and its strengths would be even more evident with larger
batch sizes. Therefore, the synchronous implementation enables
more balanced trees and thus shorter trees. Moreover, the synchro-
nous implementation is more likely to obtain a larger batch size in
skewed scenarios than in uniform ones. Therefore, the difference
in batch size between these two implementations becomes more
obvious when handling skewed distributed data elements. This ex-
plains why the tree height difference between them is pronounced
in skewed scenarios, but not as significant in uniform cases.

However, although the synchronous (S) scheme holds shorter
trees, it surprisingly fails to outperform the asynchronous (A)
scheme. As we mentioned, the synchronous (S) scheme benefits
from the larger batch size, which, however, might reduce the effi-
ciency of multithreading as well. Because the smallest execution
unit for multithreaded batch insertion is a tree or a batch. More
specifically, consider an extreme case where all elements in the
buffer belong to the same tree. In this case, though a more balanced
tree is built, only one thread is working when inserting all data
elements in this buffer, thus slowing down the sorting process.

5 COMPARATIVE STUDY
In this section, we conduct an experimental study among three sets
of sorting algorithms: in-place sorts, external sorts, and tree sorts.
All algorithms apply the (key, pointer)-pair mechanism and utilize
DRAM as a write buffer. We reiterate that the amount of DRAM
space available is given by the ratio with respect to the dataset size
of (key, pointer)-pairs (and not (key, value)-pairs). All experimental
settings are the same as the ones mentioned in Section 4.1.

5.1 Preliminary Evaluation
Prior to processing large datasets, we undertake a preliminary eval-
uation for each category of algorithms. After that, a more extensive
series of experiments are conducted only on the representative algo-
rithms. The preliminary experiment involves a dataset composed of
40 million 128B (key, value)-pairs. All algorithms are processed on
the hybrid DRAM-BAS structure, with 1/4 relative DRAM capacity.

5.1.1 Latency. As shown in Figure 5, within the in-place algo-
rithms, IPS4o stands out with its robust performance across both
uniformly and skewed distributed datasets. Selection sort, as the
onlywrite-limited in-place algorithm (in this paper), performsworst
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Figure 5: Preliminary performance evaluation among three
various sets of algorithms when sorting 40 million data ele-
ments with different distributions.
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Figure 6: Write count of IPS4o, WiscSort and TSort when
sorting 40 million uniformly distributed data elements.

because of its 𝑂 (𝑛2) time complexity. Among external sort algo-
rithms, WiscSort outperforms the traditional external merge sort
because of its optimized BAS-aware thread management. For the
tree-based algorithm category, TSort holds better performance,
completing its sorting task in less than 3s. In stark contrast, B*-Sort
fails to complete sorting even after an extensive 2-hour period.

5.1.2 Write count. BAS devices have two characteristics that are
unfavorable to writes. First, their write bandwidth is significantly
lower than the read bandwidth. Second, they have limited write
endurance. As such, a BAS-friendly algorithm should not only be
efficient but should also minimize the number of writes. As a result,
write count is also a crucial metric to evaluate the performance
of sorting algorithms on BAS. Figure 6 shows the write count for
3 representative algorithms of various sets, i.e., IPS4o, WiscSort,
and TSort. Notably, both external-based and tree-based algorithms
exhibit exceptionally low write counts, with only two writes - one
for (key, pointer)-pairs and another for sorted (key, value)-pairs.
Therefore, they are friendly enough to BAS in terms of writing.
Conversely, IPS4o does not perform well on BAS regarding writes.
Its write count is 7.3x higher than that of WiscSort and TSort. There
is a trade-off associated with the in-place feature. Although the
in-place scheme allows algorithms to maximize cache utilization, its
frequent data element swapping incurs heavy write traffic, which
is very unfriendly to BAS.
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Figure 7: Performance of WiscSort, IPS4o and TSort on uniformly distributed datasets with different workloads.
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Figure 8: Performance of WiscSort, IPS4o and TSort on datasets of size 400 million with different skewed distributions.

5.2 Uniformly Distributed Datasets
Based on the findings of the preliminary evaluation above, for this
and all subsequent experiments, we restrict our comparative study
to three representative schemes of the categories that perform best,
i.e., IPS4o representing in-place algorithms, WiscSort for external
sort algorithms, and TSort for tree-based schemes. For our first
set of comparative evaluation, we evaluate the three schemes on
uniformly distributed datasets. The results are shown in Figure 7, il-
lustrating the performance for processing different sizes of datasets
ranging from 200 million to 2000 million. It can be observed that:
(1) As the available DRAM capacity grows, the performance of
both TSort and WiscSort improves, but TSort depends less on the

DRAM resource. If we define the latency at 1/25 relative DRAM
space as𝑚, and the latency at 1/2 relative DRAM space as 𝑛, the
DRAM dependency rate can be calculated by |

𝑛
𝑚
−1

1/2
1/25 −1

|. For all dif-

ferent workloads, the DRAM dependency rate of TSort is only 1/2
that of WiscSort. Furthermore, TSort outperforms WiscSort by up
to 36%-55% on average for all different workloads and different
relative DRAM capacities. Its superior performance and DRAM
dependency rate are attributed to the tree structure and related
techniques. (2) The performance of TSort and IPS4o is comparable,
and both are excellent. If more than 1/8 relative DRAM space (actu-
ally it is only less than 1.7% of the size of the original dataset, and
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Figure 9: Comparison of BAS access bandwidth between WiscSort and TSort when sorting 400 million uniformly distributed
data elements with 1/4 relative DRAM capacity provided.

ranges from 0.4GB to 4GBwith different datasets) is provided, TSort
outperforms IPS4o. When 1/2 relative DRAM space is given (ranges
from 1.6GB to 16GB), TSort exceeds IPS4o by 12.6% on average.
The fact that TSort is more write-efficient makes it an attractive
BAS-friendly sorting scheme.

5.3 Skewed Distributed Datasets
Figure 8 depicts the performance of the three representative al-
gorithms under various skewed distributed datasets, including (a)
100% sorted, (b) 50% sorted, (c) 25% sorted, (d) reversed sorted, (e)
interleaved ordered, and (f) gathered with outliers. Each of these
datasets comprises 400 million 128B (key, value)-pairs. Carefully
comparing TSort’s performance in Figure 8 with Figure 7b, we are
surprised to find that TSort not only tolerates skewness but even
thrives under it. This contrasts sharply with the behavior of the
traditional tree structure, where skewness can lead to abysmal per-
formance. The performance difference can be attributed to both
the multitree scheme and batching mechanism, which together
enable TSort to build trees with near-optimal balance and height
and facilitate well the storage of data elements on BAS.

Delving into the first five subfigures of Figure 8 (i.e., 8a to 8e),
which represent varying degrees of sorted subsequences, we can
observe that: (1) TSort holds better performance in skewed cases
than in uniform ones. Taking 8e and 7b as an example, the perfor-
mance of TSort improves by 21% to 35% across different DRAM
cases. The reason is the same as mentioned in Section 3.1. Storing
data elements, which are neighbors in trees, together on contiguous
addresses of BAS significantly reduces traversal cost because of bet-
ter cache utilization, especially for (partially) ordered data elements.
(2) Interestingly, the improvement of TSort’s performance is more
significant in scenarios with less DRAM space. Strictly speaking, it’s
not that TSort profits more from reduced DRAM but rather it saves
more costs on random access. Although TSort benefits less from
cache locality with smaller DRAM capacity, the ordered sequence
from skewed datasets helps TSort compensate for this to some
extent. In Figure 8, this compensation can obtain up to 35% perfor-
mance improvement. (3) TSort yields more from datasets with more
sorted subsequences. TSort mainly benefits from cache utilization
when processing skewed datasets, so it is not sensitive to how the
sequences are ordered by. It ensures performance gains as long as
adjacent data elements are processed together. This trend is evident

in Figures 8a, 8d, and 8e where TSort holds similar performance in
100%-ordered, reversed-ordered, and interleaved-ordered scenarios.
And it gains more from the above scenarios than from the partially
ordered ones that have shorter sorted subsequences as shown in
Figures 8b and 8c. Moreover, it even outperforms IPS4o with only
1/25 relative DRAM space in reversed-ordered and interleaved-
ordered scenarios as shown in Figures 8d and 8e. (4) Although
TSort gains a lot, IPS4o gains more in 100%-ordered scenario. This
is because IPS4o benefits from skewed data in a different way than
TSort. TSort gains from cache utilization, whereas IPS4o profits
from reduced data processing. It stops processing after detecting an
ordered sequence. However, the reduced data processing doesn’t
give IPS4o a large performance gain, which is only about 6%, as
shown in Figures 8b-8e. This is because the performance bottleneck
for IPS4o is heavy BAS writes. However, in the 100%-ordered sce-
nario (as shown in Figure 8a), the globally ordered sequence helps
IPS4o avoid frequent data element exchanges and reduces expen-
sive BAS write operations, thereby improving performance by 42%.
(5) WiscSort also gets a performance improvement in processing
skewed data, and its improvement is between IPS4o and TSort. Its
improvement mainly comes from the in-place sorting process in
the run generation stage and the comparison process in the merge
stage. The performance gains in the former process are the same as
IPS4o, and in the latter process are through higher cache utilization.

Additionally, as depicted in Figure 8f, TSort is able to efficiently
handle datasets where most data elements are gathered together
but there are a few outliers. Its high tolerance to outliers is due to
the reasonable control over the bucket interval. Such control en-
sures perfect histogram construction, allowing TSort to handle this
specific data distribution well without compromising performance.

5.4 Bandwidth
Figure 9 compares the BAS access bandwidth betweenWiscSort and
TSort. The measurements are captured while these two algorithms
are sorting 400 million 128B (key, value)-pairs with a relative DRAM
space of 1/4. It can be observed that although WiscSort can reach
a higher peak access bandwidth, TSort holds a superior average
bandwidth. During the traversal stage (corresponding to WiscSort’s
merge stage), TSort consistently reaches an impressive read band-
width, nearing 14GB/s. In contrast, WiscSort hovers just below
12GB/s. Moreover, TSort displays a remarkable write bandwidth as
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Figure 10: Performance of WiscSort, IPS4o and TSort when
sorting 400 million non-integer data elements.

well at the same stage, with performance approximately 2x that of
WiscSort. It is worth noting that although TSort does not achieve
high access bandwidth during the construction stage (from about
2.5s to 11s) because of small size accesses and read-write inter-
ference limitations, its performance is still comparable to that of
WiscSort during the run generation stage (from about 0s to 8s).
Taking similar times, TSort produces globally ordered sequences
on BAS through the tree structure, while WiscSort generates only
several locally ordered subsequences on BAS. Together with its
bandwidth and DRAM space utilization advantages in the traversal
stage, TSort ultimately provides better concurrency performance.

5.5 Non-integer Datasets
Figure 10 illustrates the performance of the three representative
algorithms that process 400 million 100B (key, value)-pairs with
non-integer keys. The relative performance among them is similar
to that of processing integer keys. With all various sizes of DRAM,
TSort outperforms WiscSort by 34%-72%. For very small relative
DRAM capacity (e.g., 1/25), TSort performs slightly worse than
IPS4o since the latter’s sorting process does not depend on DRAM.
If a larger relative DRAM space is provided (e.g., 1/8, 1/4, or 1/2),
TSort outperforms IPS4o and the performance gain can exceed 14%
when the relative DRAM capacity is 1/2.

5.6 Discussion and Future Work
Although Intel killed off the Optane DCPMM business in 2022 due
to earning issues, research on it remains meaningful [18, 48]. There
are two main reasons. First, the demand for new storage technolo-
gies to bridge the gap between DRAM and SSD is evident [6]. BAS
technologies like Optane DCPMM and CXL-attached memory are
promising solutions [26]. Hence, the exploration of BAS-friendly
algorithms is of great importance. Second, the development of
TSort is guided by the general characteristics of BAS devices and
their hybrid structures, rather than being customized for a specific
BAS device, like the Optane DCPMM. Future BAS iterations, in-
cluding CXL-attached memory [1], are expected to inherit existing
attributes such as byte addressability, asymmetric read-write perfor-
mance, enhanced random-read performance, and more. Therefore,
TSort would remain applicable to future BAS devices. Neverthe-
less, looking ahead, there are also several opportunities to further
improve TSort. For instance, a more effective mapping approach
might be utilized to optimize the hash process. In addition, more

advanced tree structures, such as B+-tree [7], could be integrated
as well to construct a more robust multitree set.

6 RELATEDWORK
Several sorting algorithms have been designed for BAS-related
architectures in recent years, focusing on the I/O efficiency and per-
formance optimization. Segment sort [42] is introduced alongside
hybrid sort and lazy sort to minimize I/O overhead by achieving a
balance betweenwrites and reads. It divides the original file into two
segments, which are sorted using read-less external mergesort and
write-less selection sort, respectively. However, it degrades to pure
external mergesort when running on practical BAS machines [16].
NVMSort [32] represents an enhanced iteration of traditional heap-
sort. It attempts to place frequently-accessed nodes, especially those
proximal to the heap root, on DRAM,while others on BAS, to reduce
the BAS access overhead. However, the real-machine implementa-
tion of NVMSort faces significant performance degradation due to
huge cache misses. B*-Sort [30] stands out as a write-limited sorting
algorithm based on a binary tree paradigm. It introduces a tunnel
list structure that records some intermediate tree nodes to support
start-from-middle (instead of root) traversal, thus shortening the
traversal depth. Despite its innovative approach, scalability remains
a challenge, primarily because the tunnel list structure necessitates
a sequential scan for each insertion which is inefficient. NVMSort-
ing [11], optimized for MONTRES [27] and MONTRES-NVM [24],
adopts a different tactic. It aims to mitigate BAS access overhead
by identifying and avoiding the repeated processing of self-ordered
sub-sequences. PMSort [16] emerges as an adaptive sorting engine,
combining various sorting approaches to ensure peak performance
across different scenarios. WiscSort [6], meanwhile, refines the
conventional external mergesort. It effectively manages threads to
address the parallelism issue in the merge stage. However, these
algorithms do not adhere to the ABCN(D) principle as mentioned
in Table 1, thus struggling to perform well on real BAS devices
with datasets of unknown distribution and when DRAM capacity
is limited. In contrast, TSort skillfully handles the aforementioned
issues and, as a result, exhibits excellent performance.

7 CONCLUSION
In this paper, we conducted an extensive analysis of tree-sort al-
gorithms, particularly when operating on a hybrid DRAM-BAS
structure. The results reveal that TSort emerged as the winner
among all tree-sort variants, while in most cases it surpasses a set
of other algorithms as well. This achievement responds positively
to the question we posed at the outset of this paper. The tree al-
gorithm indeed has the potential to outperform other widely used
sorting methods. As an emerging BAS-friendly sorting algorithm,
TSort challenges long-standing biases against the tree structure in
sorting tasks, reinvigorating its pivotal role and potential in the
field of sorting.
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