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ABSTRACT
Having dominated databases and various data management systems
for decades,𝐵+-tree is infamously subject to a logging dilemma: One
could improve 𝐵+-tree speed performance by equipping it with a
larger log, which nevertheless will degrade its crash recovery speed.
Such a logging dilemma is particularly prominent in the presence of
modern workloads that involve intensive small writes. In this paper,
we propose a novel solution, called per-page logging based 𝐵+-tree,
which leverages the emerging computational storage drive (CSD)
with built-in transparent compression to fundamentally resolve
the logging dilemma. Our key idea is to divide the large single log
into many small (e.g., 4KB), highly compressible per-page logs, each
being statically bounded with a 𝐵+-tree page. All per-page logs
together form a very large over-provisioned log space for 𝐵+-tree
to improve its operational speed performance. Meanwhile, during
crash recovery, 𝐵+-tree does not need to scan any per-page logs,
leading to a recovery latency independent from the total log size.We
have developed and open-sourced a fully functional prototype. Our
evaluation results show that, under small-write intensiveworkloads,
our design solution can improve 𝐵+-tree operational throughput by
up to 625.6% andmaintain a crash recovery time of as low as 19.2 ms,
while incurring a minimal storage overhead of only 0.5-1.6%.
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1 INTRODUCTION
Since the 1970s, the 𝐵+-tree index has gained widespread adoption
and becomes the dominant data indexing structure in a wide range
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of data-centric applications, serving as a cornerstone in databases,
search engines, file systems, web caches, andmany other systems [6,
8, 11, 27, 34, 36, 42, 45, 49, 54, 57, 59, 62, 65, 68, 69, 75, 79].𝐵+-tree has
many important and highly desirable merits, such as the efficient
sequential traversal operations by keeping all keys in the sorted
order, a hierarchical structure that minimizes the number of random
reads during lookup operations, partially filled data blocks that can
speed up insertions and deletions, and a recursive algorithm that
ensures the index structure remains balanced even with frequent
changes. These features make 𝐵+-tree a highly efficient, scalable,
and performant structure for indexing large datasets and enabling
fast queries [17, 32, 46, 61, 74, 85].

However, in recent years, the emergence of modern Internet-
based services and web applications has presented unprecedented
challenges for the classic 𝐵+-tree structure. One of the most critical
challenges is its frequently-criticized inability to handle workloads
that involve a large amount of small-sized writes (less than 100
bytes) [3, 19, 43, 46, 85], which is unfortunately often the case in
today’s Internet workloads. As a result, many application systems
are abandoning the once-successful 𝐵+-tree structure, despite its
many well-established and recognized merits.

1.1 Critical Issues
The limitations of 𝐵+-tree are deeply rooted in its basic structural
design. As a multi-tier balanced tree structure, 𝐵+-tree stores data
in leaf nodes and keeps data strictly sorted, which enables quick
locating of the target data. However, such an indexing structure has
an inherent limitation—the data records must be updated in place,
which leads to a sequence of critical issues that make it difficult for
𝐵+-tree to handle workloads with intensive small writes.

Issue #1: I/O amplification. In a typical 𝐵+-tree-based system,
data records are stored in pages, which are often much larger than
a data record. When a record (e.g., 100 bytes) is updated, the entire
data page (e.g., 16 KB) must be first loaded from storage, updated
in memory, and then written back to persist the change on stor-
age. This process, known as “read-modify-write”, can cause severe
I/O amplification problems [46, 68, 81, 85], resulting in a storm of
random I/Os with unnecessary data transfer. Moreover, since most
𝐵+-trees tend to retain a low fill factor (the ratio of valid data to
node size) to reduce the number of index node splits, most of these
data pages contain only half a page of meaningful data, which is a
further waste of both I/O time and memory.
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Issue #2: Underutilized buffer pool. In an attempt to address
the aforementioned I/O amplification issues, most 𝐵+-tree-based
systems incorporate a large buffer pool to temporarily hold updated
data in memory and delay costly flush operations as long as possi-
ble. However, since each in-memory page is strictly mapped to a
corresponding data page on storage, it requires significant space
to accommodate dirty data pages in memory, even if only a few
records are updated. As time elapses, much of the buffer pool space
is wasted on buffering dirty pages, rather than effectively serving
as a cache for speeding up data retrievals. The limited buffer pool
resources are thus wasted, resulting in poor performance.

Issue #3: Logging dilemma. Buffering dirty data in memory
poses another issue, data persistency. In order to ensure data in-
tegrity in the event of system failures, 𝐵+-tree based systems tem-
porarily store each updated record in a change log rather than solely
in the volatile buffer pool to avoid costly flush operations that are re-
quired to persist data immediately to storage [26, 31, 43, 51, 58, 71].
Although it converts “in-place updates” to more efficient “out-of-
place appending”, upon system failures, the change log must be
replayed to recover the lost data. An undesirable result is that the
log, besides occupying significant storage space, also lengthens the
recovery period, resulting in long system downtime and service
outages. In order to limit the log size, periodic checkpointing is neces-
sary to enforce the flush of dirty data pages, so that the correspond-
ing records in the log space can be reclaimed promptly [26, 43, 51].
On the other hand, frequent checkpointing incurs many small and
random I/Os, negatively impacting system performance. Eventually
it creates a difficult trade-off between runtime performance, buffer
pool and storage space usage, and recovery speed, resulting the
logging dilemma in 𝐵+-tree-based systems.

In this paper, we aim to revisit the design of the classic 𝐵+-tree
and fundamentally address the critical issues that have limited its
effectiveness in the modern age. Our goal is to breathe new life into
the decade-old𝐵+-tree structure byminimizing its I/O amplification,
optimizing its use of the buffer pool and storage space, and enabling
near-instant recovery.

1.2 Our Solution
All of the aforementioned issues essentially stem from the fact that
record data in 𝐵+-tree must be updated in place, directly in the
leaf node. Although each update is appended in the change log for
data persistency in the event of system failures, such updates are
“temporary” until they are properly indexed by the 𝐵+-tree index
structure. In other words, these in-log changes are not persistently
locatable until they are reflected in the original data pages dur-
ing the checkpointing process. Simply extending the log size only
postpones the need for “read-modify-write” operations for in-place
updates, and it exacerbates the need for a large buffer pool and
results in an unbearably long recovery time.

In this paper, we propose a novel solution, called per-page logging
based 𝐵+-tree or p𝐵+-tree, to address the challenges in traditional
𝐵+-tree structures. Our key idea is to create a “virtualized” data
page for each leaf node, which consists of the original data page and
a small append-only region, called per-page log. In-place updates
to a data page are then converted to “in-place appending”, with all
changes recorded in the per-page log. As each virtual page is ad-
dressable by the 𝐵+-tree index structure, all updates are effectively

persistent, completely eliminating the need for a large change log
and enabling near-instant recovery upon system failures.

This solution essentially breaks down the huge global log into
many small per-page logs and disperses them to each data node.
It leverages the indexing structure of the existing 𝐵+-tree to make
updates in the log quickly persistent and index-addressable. This
approach transforms expensive in-place writes to much lower-cost
appending operations while removing the need for in-memory
buffering and a large change log. It ultimately eliminates the cause
of checkpointing-induced performance issues and shortens recov-
ery time, thus freeing us from the difficult logging dilemma. How-
ever, this solution also poses a critical problem—a huge storage
capacity waste due to the pre-allocated per-page logs.

Our solution is made possible by the emerging computational
storage drives (CSD), which offers transparent on-device compres-
sion capability [1, 18, 72, 73, 86]. This new hardware technology
provides a virtualized storage space and transparently compresses
data on the I/O path. It enables us to create a large, over-provisioned
“virtual” page for each node without wasting physical storage on
reserved space for partially filled per-page logs. This is essential to
our solution, as it allows us to fully realize the benefits of our pro-
posed approach at a minimal storage cost. We have implemented a
fully functional prototype of p𝐵+-tree and conducted experiments
on a commercially available CSD from ScaleFlux [73]. To demon-
strate its effectiveness, we have compared its performance with a
conventional 𝐵+-tree-based system with an ARIES-style logging
mechanism [58]. Our evaluation results show that per-page logging
and our proposed solution can significantly improve the run-time
performance by up to 625.6%, with minimal physical space overhead
and near-instant recovery.

The rest of this paper is organized as follows. Section 2 presents
the background. Section 3 and Section 4 introduce the proposed
design solution and evaluation, respectively. Section 5 discusses
the related work. Section 6 concludes the paper.

2 BACKGROUND
2.1 𝐵+-tree-based Storage Engine
𝐵+-tree-based storage engines are widely used and play a vital role
in enterprise and customer applications [27, 46, 54, 57, 59, 61, 62,
65, 68, 75, 85]. Figure 1(a) illustrates the architecture of a typical 𝐵+-
tree, which consists of three major components: a persistent data
store based on 𝐵+-tree, an in-memory buffer pool, and a logging
component [26, 31, 43, 51, 58, 71].

𝐵+-tree structure. A 𝐵+-tree is an m-ary tree with a large num-
ber of children per node [26, 27]. It consists of three types of nodes:
root, internal, and leaf. Data items are stored in leaf nodes, while in-
ternal nodes maintain the indexes of their children. By default, each
node is allocated a fixed-sized page (e.g., 16KB) [59, 62]. To insert
a record into the 𝐵+-tree, the tree is first searched to find the leaf
node that the new record should go into. If the node has sufficient
space to accommodate the new record, the data is directly added to
the node. Otherwise, the split operation is triggered, during which
the original node is split into two nodes, and its data (data or index
items) are evenly separated and put into the two new nodes. The
indexes for the two nodes are inserted into their parent node. The
split operation is recursively conducted for the involved sub-trees
until all the nodes are under their size limit.
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Figure 1: Illustrations of a 𝐵+-tree-based system, logging and checkpointing, and CSD with built-in transparent compression.
In real-world deployment, 𝐵+-tree nodes often suffer from sig-

nificant under-utilization of the allocated space. Prior studies show
that the average fill factor, i.e., the ratio of valid data to node size,
is typically only around half of the node size [35, 41, 82, 83]. Our
own experiments also show that the average fill factor is around
51.2% after a 90-minute random read/write workload. To address
this space overhead, current enterprise 𝐵+-tree solutions adopt
software-based compression [9, 21, 28, 64, 86] or condensed data
format [55, 77], but such approaches complicate the application
design significantly and also introduce extra computation overhead.
The new computational storage drive provides hardware support by
offloading compression to the device without performance penalties.
More details will be discussed in Section 2.3.

Memory buffer pool. 𝐵+-tree-based storage engines often in-
corporate an in-memory buffer pool for two main purposes: caching
frequently accessed pages and buffering updated (a.k.a., dirty) pages.
Cached data pages are managed through an LRU (Least Recently
Used) list. Dirty pages that have been modified in the buffer pool
are tracked using two monotonically increasing Log Sequence Num-
bers (LSNs): 𝐿𝑆𝑁𝑙𝑎𝑠𝑡 records the oldest revision of the page and
𝐿𝑆𝑁𝑙𝑒𝑎𝑠𝑡 records the newest revision of the page. To keep track of
these dirty pages, a FLU (Flush) list stores pointers to these pages
based on their 𝐿𝑆𝑁𝑙𝑎𝑠𝑡 . Once the buffer pool reaches a threshold, a
flush operation is triggered to write the dirty pages from the FLU
list to the storage in LSN order. It follows the write-ahead logging
protocol [51, 59, 62, 71], which ensures that changes made to the
pages are durable and recoverable in the event of system failures.

As illustrated in Figure 1(a), upon a write operation, the buffer
pool is first queried to determine whether the corresponding data
page is present in it or not. If true, the data item is updated directly
in memory. Otherwise, the data page must first be loaded from stor-
age into it before the update can be applied. Similarly, for read query
operations, the buffer pool is also checked first. If the corresponding
data page is found there, the data is returned. Otherwise, the data
page needs to be loaded from storage into the buffer pool before
the data is returned. The buffer pool serves write requests using
an in-place update method, which requires loading the target data
page from the slow persistent storage if it is not already present in
the buffer pool. This operation, known as “read-modify-write”, se-
verely amplifies the I/O volume and introduces unpredictable, slow
random I/Os, resulting in inefficiencies in 𝐵+-tree-based systems,
especially in handling intensive small writes.

2.2 Checkpoint-based Logging
The logging component is responsible for ensuring crash consis-
tency by logging 𝐵+-tree page updates and temporarily caching

them in the buffer pool. This alleviates the performance impact of
read-modify-write and random I/Os incurred by update operations.
In the case of a system crash, 𝐵+ can reconstruct all the not-yet-
persisted dirty pages by replaying the updates in the change log. To
reduce the crash recovery latency, a checkpointing process [43, 63]
periodically flushes cached dirty data pages from the buffer pool
to persistent storage according to the FLU and releases the corre-
sponding space in the log.

Figure 1(b) illustrates an example of the checkpoint-based log-
ging scheme. In the buffer pool, a FLU list keeps track of the up-
dated data pages according to their corresponding 𝐿𝑆𝑁𝑙𝑎𝑠𝑡 . Once
the checkpointing process is triggered (e.g., due to too many dirty
pages in the buffer pool or high log space occupation), a certain
number of dirty pages (e.g., 100) at the end of the FLU list are
selected and flushed from the buffer pool to storage. After this
operation, the corresponding log records can be safely discarded.
For instance, after the flush operation, if the 𝐿𝑆𝑁𝑙𝑎𝑠𝑡 of the dirty
page at the end of the FLU is 200, then the log records with LSNs
smaller than 200 can be safely released. During recovery after a
system crash, only log records after the latest checkpoint needs to
be replayed to recover the involved data pages and reconstruct the
database states, such as rebuilding the in-memory buffer pool. This
process reduces the time required for recovery, as only a limited
number of log records need to be processed.

Logging dilemma. Although checkpoint-based logging pro-
vides system crash consistency, the periodic flush operations it
incurs can bring a heavy I/O burden and severely degrade system
runtime performance. While reducing the checkpointing frequency
or eliminating it completely may seem like an intuitive solution to
decrease the involved I/O overhead and interference, it would result
in occupying a huge (or infinite) log space and an unacceptably
long recovery time upon system failures, since all the records in
the change log must be replayed one by one. On the other hand,
although frequent checkpointing operations reduce the log space
usage as well as recovery time, the constantly happening check-
pointing can also interfere with and degrade the performance of the
foreground services. This creates a logging dilemma, for which there
are currently no perfect solutions. This work shows that the emerg-
ing CSD with built-in transparent compression brings a unique
opportunity to fundamentally address this logging dilemma.

2.3 In-Storage Transparent Compression
Generally speaking, CSD refers to any storage drives that can per-
form certain computational tasks beyond their core storage duties.
In this work, we focus on one special type of CSD that provides
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built-in transparent data compression capability. As shown in Fig-
ure 1(c.a), CSD controller chip integrates a hardware engine to com-
press and decompress each 4KB data block on the I/O path, and the
Flash Translation Layer (FTL) is responsible for managing the stor-
age of post-compression variable-length data blocks in NAND flash
memory. Compared with host-side compression [9, 55, 64, 77, 86],
such in-storage transparent compression completely relieves host
CPU from compressing and decompressing data as well as manag-
ing the storage of post-compression variable-length data blocks.

With a specifically designed ASIC as its hardware compression
engine, the CSD with transparent compression achieves competi-
tive performance, even compared with conventional commercial
SSDs [40, 56, 70]. For example, the ScaleFlux CSD-3310 SSD, which
is used in this work, achieves 1,020K IOPS under the sustained
70/30 random 4KB read/write workload with 2:1 compressible data,
which is 191.4% and 240% higher than that of Samsung PM9A3 [70]
and Micron 7450Pro [56] SSDs without in-storage compression,
respectively. Additionally, since the intra-CSD per-4KB data com-
pression is transparent to the host, CSD is 100% compliant with
standard I/O interfaces, such as NVMe, which greatly simplifies its
real-world deployment.

Figure 1(c.b) illustrates the data mapping inside CSD with trans-
parent compression. Because NAND flashmemory does not support
in-place data update, any flash-based storage drives must internally
maintain a mapping table to record the indirection mapping be-
tween logical page number (a.k.a., LPN) and physical page number
(a.k.a., PPN). In traditional SSDs without built-in transparent com-
pression [29, 30, 87], each incoming 4KB data block is directly
written into one 4KB physical page, hence one LPN maps to one
distinct PPN. In CSD with built-in transparent compression, each
incoming 4KB data block is compressed before being written to
NAND flash memory. As a result, multiple LPNs could map to one
PPN, as illustrated in Figure 1(c.b): for the write operations updating
logical pages 0, 1, and 2 with data A, B, and C, after compression,
such three logical pages can be condensed into physical page 3 and
then programmed to flash memory Block 01 for persistence.

CSDwith built-in transparent compression offers two interesting
properties. Firstly, as shown in Figure 1(c.c), it exposes a virtualized
logical space that can be much larger than its physical storage ca-
pacity, conceptually similar to thin provisioning [23, 60, 67, 68]. This
allows users to provision more logical storage capacity than that
being physically available. Secondly, since repeated data patterns
such as all-zero data are highly compressible, CSD allows users to
pack sparse data inside each 4KB data block without sacrificing the
physical storage cost, as shown in Figure 1(c.d). These two prop-
erties of CSD enable decoupling of user-perceived logical space
from physical storage space. This is essential to our solution, as
it allows data management software, such as the 𝐵+-tree-based
storage engines, to intentionally over-provision space for creating a
sparse data structure in the logical storage space without sacrificing
the physical storage capacity.

3 DESIGN
This section presents a novel design, called p𝐵+ tree, to funda-
mentally address the inherent problems with the traditional 𝐵+
tree-based storage engine. Leveraging the vast, virtualized logical
space provided by CSD, we maintain distributed per-page logs to
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Figure 2: An illustration of the architecture and workflow of
the 𝐵+-tree-based database system with per-page logging.

achieve both high runtime performance and near-instant recovery.
We desire to achieve three important goals:

(1) Runtime and recovery efficiency. Compared with the tradi-
tional 𝐵+-tree implementation, our solution should significantly
reduce I/O amplifications under small-write intensive work-
loads and meanwhile ensure fast crash recovery.

(2) Data persistence and correctness. Our solution should not
affect data integrity. Data persistence and correctness should
remain identical to the traditional 𝐵+-tree implementation.

(3) High space utilization. Our solution should not cause sig-
nificant physical storage cost in comparison with traditional
𝐵+-tree implementation.

We developed a set of design solutions to achieve the above-said
design goals, and accordingly implemented and open-sourced a
fully functional prototype based on real CSD hardware with built-
in transparent compression. In the following sections, we will first
introduce the overall design and then elaborate on each component.

3.1 Overview
As illustrated in Figure 2(a), our solution modifies the 𝐵+-tree im-
plementation from the on-disk storage and in-memory caching
perspectives. While the data nodes are similar to those in the origi-
nal 𝐵+-tree, our proposed p𝐵+-tree maintains a global log and a set
of distributed per-page logs. The global log is a small, append-only
space used to batch small-sized and random updates, similar to the
log in traditional implementation. The per-page logs, in contrast,
are distributed over the storage space. Each 𝐵+-tree page is attached
with a per-page log, acting as a small and private log that keeps
track of changes made to the records of this page. Thus, it can be
regarded as a “delta” to the data page.

The memory part of p𝐵+ tree includes a read-favored buffer pool
and an in-memory global log index. To minimize access latency
and improve runtime performance, the read-favored buffer pool
maintains a set of virtual pages that store copies of the valid data
of hot data nodes in memory, based on their LRU sequence. Each
virtual page is an in-memory copy of the most recent version of
data records, which may reside in the data pages, the per-page
logs, or the global log on persistent storage. The global log index
maintains a small in-memory indexing structure for quick locating
of target data in the global log.
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3.2 Per-page Logging
To address the dilemma of logging, we leverage the large logical
space provided by CSD to create a sparse data structure on stor-
age, called per-page logs. Essentially, each per-page log is a small,
over-provisioned logical space that contains updates made to its
corresponding data page. As the per-page log is part of the data
node, it represents a small in-place patch to the data records, mak-
ing updates “index-addressable” by the 𝐵+ tree index structure. As
a result, the global log can be small, which allows us to decou-
ple the trade-off between system performance and recovery time,
fundamentally eliminating the root cause of the logging dilemma.

However, realizing the idea of per-page logging is non-trivial due
to several challenges: (1) As per-page logs are distributed over stor-
age space, directly appending each update to separate per-page logs
individually would lead to massive small, random writes. As such
operations reside on the critical path, slow random I/Os can directly
impact foreground services and delay the response of requests. (2)
As the delta to the data page, log records must be retrieved as well
upon data requests, which could increase the latency and delay
read operations. (3) Although CSD enables us to over-provision
a virtualized logical space for accommodating per-page logs, its
physical capacity is still limited. We must have a mechanism to
ensure sufficient reserved space for continuous services.
• Organization of Logs. We propose a per-page logging design
with a two-phase logging approach. In the first phase, we ingest
incoming log writes in an append-only way to a small-sized global
log. This avoids the immediate random writes to the distributed
per-page logs, which would have a significant impact on foreground
workloads. In the second phase, log records in the global log are
asynchronously applied to the corresponding per-page logs in the
background, moving I/Os from the critical path and leveraging the
CSD’s high I/O bandwidth.

Per-page logs are allocated in the granularity of pages. As
shown in Figure 2(a), for each data node in the 𝐵+-tree structure,
p𝐵+-tree allocates a contiguous logical space consisting of two parts:
the data page and a reserved space for the associated per-page log.
Each data node is allocated with a 16KB data page and a 4KB per-
page log, which together form a 20KB virtual data page. This design
brings two benefits. First, by maintaining the per-page log space
immediately after the data page, we do not need to maintain the
extra mapping between them. Second, when accessing a data node,
both its data page and log page can be read from storage together
in one single I/O operation, which reduces the overhead. Per-page
logging offers two important advantages: (1) By appending updates
within its per-page log, read-modify-write operations now can be
minimized. The per-page log accumulates updates as deltas to a
data page, effectively reducing I/O amplification. (2) Benefiting from
CSD’s transparent compression, even partially filled per-page logs
with only a few updates can be efficiently compressed, occupying a
small amount of physical storage capacity. In other words, while
the distributed per-page logs create a logically sparse data layout
on CSD, physical storage space is not wasted.

Global log serves as a small, shared log space for all data nodes,
providing a “staging area” to temporarily accumulate update opera-
tions and quickly persist the changes to storage. The updates in the

global log are periodically flushed to their corresponding per-page
logs in the background, which will be explained later.

The global log consists of an open segment and multiple sealed
segments. An open segment is an active space that accommodates
incoming updates. Once an open segment is filled, it becomes an
immutable, “sealed” segment and waits to be written to the per-page
logs. An in-memory index table is maintained for fast lookup in an
open segment, and can be implemented as a hash-based key-value
mapping table or a small 𝐵+-tree. After a sealed segment is applied
to per-pages logs, its in-memory index can be reclaimed.

The global log brings two benefits. First, as logging is append-
only, it only involves sequential writes, as opposed to randomwrites
that would be incurred if we directly write to per-page logs. Second,
the global log decouples the foreground runtime performance from
per-page logging. A write operation can commit quickly and return
once its operation log is appended to the global log, and the updates
are persisted to the per-page logs later in the background. This
effectively shortens the critical path for writes, allowing the log
records to be asynchronously applied to per-page logs through
parallel and batch I/Os with high bandwidth supported by CSD.
• Log Space Management. Two compaction processes, minor and
major compaction, are responsible for log space management.

Minor compaction. Once an open segment in the global log
becomes full, it transitions into a sealed segment and waits to be
applied to the per-page logs. This process, called minor compaction,
reclaims space from the global log, as illustrated in Figure 2(b). Since
a sealed segment may contain multiple log records that belong to
the same per-page log, applying the log records one by one to their
per-page logs may incur redundant and unnecessary I/Os. Thus we
conduct the compaction process in a batched manner. Specifically,
we (1) scan the sealed segment and retrieve all the involved per-page
logs from storage, (2) apply the log records to update the involved
per-page logs in memory, and (3) flush the updated per-page logs
back to storage. This batched processing exploits the parallelism of
the CSD. In p𝐵+-tree, there may exist multiple seal segments, and
their compaction processes can be performed in parallel.

Major compaction. When the per-page log becomes full, a ma-
jor compaction process is triggered to merge the logged updates
(deltas) to the corresponding data page, and the log space is re-
claimed for accommodating future updates. As shown in Figure 2(b),
once a per-page log exceeds its size limit (e.g., 4 KB), major com-
paction is initiated to (1) load both the log page and data page
into memory in one I/O and merge-sort the key-value pairs, (2)
update the data page with the merge-sorted results, and (3) reset
the per-page log as all-zeros to reclaim the space. If the compacted
data set exceeds the size limit of the data page, such as 16 KB in
our example, a split operation is triggered to divide it into two data
pages, and the tree’s indexing structure (i.e., p𝐵+-tree’s internal
nodes) is updated accordingly.

To configure the frequency of major compaction, we can use a
per-page log fill factor. By default, the fill factor is initially set as
1.0, meaning that the major compaction is triggered only when a
per-page log is completely full. During runtime, we periodically
measure the workload’s read ratio within a time window (e.g., 10
minutes). When the read ratio reaches 80%, 90%, and 100%, we
decrease the fill factor to 0.5, 0.25, and 0, respectively. The rationale
behind this is that read-intensive workloads tend to benefit less
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Figure 3: Illustrations of (a) the virtual-page-based 𝐵+-tree structural operation and (b) the read-favored buffer pool.
from per-page logs so we can do compaction earlier to save space
and reduce data access overhead.

Handling updates and queries. The p𝐵+-tree with per-page
logging is optimized for both updates and queries. For an incoming
update operation, the system first checks the in-memory buffer
pool to determine whether its data page is present or not. If yes, the
update is appended to the open segment of the global log, and the
in-memory data page is also updated correspondingly. Otherwise,
the update is directly appended to the open segment of the global
log without reading the data page from storage. This process, which
we call blind update, differs from the original 𝐵+-tree design, as it
avoids the costly read-modify-write updates and consumes limited
buffer pool space. Delete operations are handled as a special type
of updates. When deleting a key, a new record with the key and a
deletion flag as the value is created and inserted into the tree with
an update operation. The space occupied by the deleted record is
reclaimed during compaction operations.

For a query, the system first checks whether its data page exists
in the buffer pool or not. If yes, the required data is directly returned.
Otherwise, we load the valid data of this page from storage. In p𝐵+-
tree, the “valid” data of one node page is the aggregated result of
data in the data page and applied updates from the per-page log
and the global log. Updates found in the global log are considered
more recent than those in the per-page log, which, in turn, are more
recent than the data records in the data page. Hence, it first loads
the data page into memory and then consolidates the data from the
logs as a virtual page, and then returns the data.

The correctness of concurrent updates and queries is guaranteed
by the exclusive execution of operations during compaction and
the strictly defined access order. Instead of blocking the entire
compaction operation, only the compaction results (e.g., the updated
global log, per-page log, and data page) are exclusively applied,
during which accesses to the virtual page is lock-protected. In
addition, the access flow follows the same order as the compaction
operations (i.e., from the global log, per-page log, to the destination
data page one by one, sequentially.). Thus, the concurrent updates
and queries are guaranteed to retrieve the correct version of records.

In the event of a system crash, our per-page logging approach
allows for a much faster recovery process compared to traditional
designs. Instead of replaying a large number of log records (e.g., tens
of GBs) to rebuild the entire buffer pool, we only need to reconstruct
the small in-memory index for the open segment of the global log.
This is possible because the majority of updates are already made
index-addressable in the distributed per-page logs. As a result, we
can achieve near-instant recovery by reconstructing the index for

a small volume of log records (e.g., 100MB), enabling the system to
be restarted immediately to handle incoming requests.

3.3 Virtual Page
The original 𝐵+-tree design adopts a strict “one-to-one” mapping,
where each in-memory data page is mapped to a data node in the
tree, which has a corresponding on-storage copy of the same size.
This ensures that any structural changes to the tree, such as a node
split, can be equally reflected in both copies in a consistent way.

Such a design, however, cannot be directly applied in per-page
logging, because the assumed one-to-one mapping is invalid. In
p𝐵+ tree, the content of a data node is a result of aggregating the
data records in the data page and the updates from the per-page log
and the global log. As a result, the in-memory copy could exceed
the size of the data page on storage, while a node split is not needed
since the indexing is still valid. We need a new approach to handle
page management in the buffer pool.

Virtual page. In p𝐵+-tree, we use virtual page as the basic
caching unit for buffer pool management. A virtual page is a logical
unit that is uniquely indexed by a data node in the 𝐵+-tree struc-
ture. As illustrated in Figure 3(a), each virtual page (denoted as 𝑣𝑝)
maps to a 𝐵+-tree data node and has an in-memory version and an
on-storage version. The two versions are ensured identical.

The on-storage version of a virtual page is a logical group that
consists of data records in the data page, updates in the per-page
log, and unapplied record updates in the global log; The in-memory
version is the aggregated result cached in the buffer pool, being
organized in a list of 4KB pages in memory. If a memory page is
filled, we do not directly split the data page as in the traditional 𝐵+
design. Instead, we simply create a new memory page and insert
it into the list of the virtual page to continue accommodating in-
coming records. Node split only occurs during major compaction,
when the data page can no longer hold new updates and the split
operation must be initiated since the data can no longer be indexed
by a single data node in the tree structure.

Figure 3(a) illustrates split operationwith virtual pages. In this ex-
ample, the virtual page 𝑣𝑝𝑥 becomes full during major compaction.
As the data page cannot accommodate all the data, 𝑣𝑝𝑥 is split into
two new virtual pages, 𝑣𝑝𝑥 and 𝑣𝑝𝑦 , respectively. The new version
of 𝑣𝑝𝑥 and the newly created 𝑣𝑝𝑦 , are then reflected in the buffer
pool. This virtual page split process can be performed iteratively
until achieved at the root node. Since only major compaction can
trigger the split operation, uncoordinated splits can be avoided.

To reduce the frequency of split operations as well as major
compaction, we can selectively flush data pages from the buffer
pool. When a virtual page is evicted from the buffer pool, we check
its fill factor. If the current virtual page contains more than one
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data page, meaning it is oversized, we can directly conduct the split
operation based on the data records retained in memory, and then
disable and reclaim the records in the per-page log and the global
log for the affected data page in memory. This ensures that the
in-memory and on-storage versions of a virtual page are always
consistent, and that structural correctness is maintained.

3.4 Read-favored Buffer Pool
With per-page logging, read-modify-write operations are no longer
necessary, which eliminates the need to load original data page into
memory. This presents an opportunity for us to redesign the buffer
pool to prioritize reads. We can cache only frequently accessed,
or “hot”, data pages in the buffer pool for efficient reads, while
making all write operations bypass the buffer and directly persist
to the global log (a.k.a. blind update). This read-favored design
can improve system performance by reducing cache pollution with
infrequently accessed data pages, and prioritizing reads over writes.

In our proposed design, the buffer pool only caches hot data
pages for reads, while all write operations bypass the buffer. Only
a read LRU list is maintained to track the in-memory virtual pages.
Whenever a virtual page is retrieved (accessed) from either the
buffer pool or the persistent storage, it is inserted into the head
of the linked list to maintain the LRU order. For the purpose of
better illustration, Figure 3(b) shows an example with detailed LRU
state transitions when serving a set of operations. We compare the
behavior of the system with the ones without per-page logging
or read-favored buffer pool. Initially, the LRU list is in State #0, as
shown in Figure 3(b.1), and the four data pages (page ID 1, 2, 3, 5) are
organized according to their LRU order, 3, 2, 5, and 1, respectively.

When we execute PUT(3.a, value) to insert a new key 𝑎 into
data page 3, the system follows these steps: (1) The record is first
persisted in the global log space and the in-memory index is updated
accordingly; (2) Since node page 3 is already in the buffer pool, it is
directly updated and the LRU list remains unchanged.

For PUT(4.f, value), there is nomemory copy of the node page
in the buffer pool, so we conduct a “blind update” by persisting the
log record for key 𝑓 in the global log and updating the in-memory
index. The state of the LRU list remains unchanged and is still at
State #1. In contrast, the traditional buffer pool management would
need to load data page 4 for 𝑓 into the buffer pool.

With per-page logging and the read-favored buffer pool, write
operations can be performed without triggering random disk reads
and flush operations when a buffer miss happens. As shown in
Figure 3(b.2), such a blind update approach brings much better
write performance, since random I/Os are eliminated from the write
path. For read operations, the read-favored LRU list is still updated
correspondingly. For example, on the third operation GET(5.m) that
retrieves key𝑚 from node page 5, since the node page is already in
the read-favored buffer pool, value can be directly fetched without
storage access. The LRU list is updated by reinserting page 5 at the
head of the list (State #2), similar to the original buffer pool design.

For the last operation, GET(6.n), the node page is not present in
the buffer pool and must be fetched from storage. Once the page has
been loaded, it is inserted into the head of the LRU list, transitioning
the list to State #3. Assuming the size threshold of the buffer pool
is 4, the least recently used page, which is node page 1 in this case,
would be evicted to make room for the newly fetched page.

Another benefit of the read-favored buffer pool design is the
elimination of eviction costs. During the LRU eviction, the read-
favored buffer pool can directly discard the in-memory copy without
any flush operations. This is because any evicted page already has
a persistent copy on storage, which can be found by aggregating
records in the global log, the per-page log, and its data page, and
the on-storage copy is guaranteed consistent with the in-memory
copy. In other words, the page is “clean”. Therefore, flushing the
page is unnecessary, which saves the system from performing any
random writes during the eviction.

In summary, with the read-favored buffer pool design, write op-
erations are not buffered in the buffer pool, which saves the limited
buffer pool space to better serve read operations. Additionally, since
all data pages are clean, they can be safely evicted without flushing
data back to storage, thus avoiding random I/Os and reducing the
eviction overhead.

4 EVALUATION
To evaluate p𝐵+-tree, we have developed a fully functional proto-
type that incorporates the proposed per-page logging, virtual pages,
and read-favored buffer pool. For comparison, we have also imple-
mented a baseline 𝐵+-tree that uses conventional buffer pool man-
agement with ARIES-based write-ahead logging [58], denoted as
baseline. We also compare withWiredTiger [59], a production-grade
key-value engine based on 𝐵+-tree data structure. All three pro-
totypes provide standard key-value interfaces, such as PUT() and
GET(). We conduct our evaluations on the latest commercially avail-
able ScaleFlux’s CSD with built-in transparent compression [73].

4.1 Experimental Setup
Our experiments are conducted on a server equipped with a 12-
core 2.1GHz Intel Xeon Silver 4310 CPU, 128GB DDR4 DRAM, and
a 3.82TB ScaleFlux CSD-3310 [72, 73]. The server runs Ubuntu
20.04 LTS with Linux Kernel 5.15 and Ext4 file system. We use
the 𝑖𝑜_𝑢𝑟𝑖𝑛𝑔 [38], a Linux kernel system call interface to perform
I/O operations, such as write() and read() in an asynchronous
manner for both the baseline and the 𝑝𝐵+-tree prototype.

The ScaleFlux’s CSD-3310 integrates a hardware-based zlib com-
pression engine that compresses each 4KB block on the internal I/O
path, which is transparent to the host. The engine has a compres-
sion and decompression latency of around 5𝜇s, which is over 10×
shorter than the read latency (>50𝜇s) and much less than write la-
tency (>1𝑚𝑠) of typical TLC/QLC NAND flash memory. Being 100%
compliant with NVMe standard, the drive operates with a PCIe
Gen4 ×4 interface, achieving up to 7.2GB/s and 4.8GB/s sequential
read and write bandwidth, respectively. It can perform 1450K/380K
random 4KB read/write IOPS (I/O per second) over 100% LBA span.
The CSD-3310 drive is already in volume production and has been
deployed in data centers worldwide.

To evaluate the performance of our proposed p𝐵+-tree design
solution and compare it with a baseline 𝐵+-tree, we conduct experi-
ments using Yahoo! Cloud Serving Benchmark (YCSB) [19]. Before
running the benchmark, we first warm up both the baseline 𝐵+-tree
and p𝐵+-tree by sequentially populating each store with 100 GB of
key-value pairs. The key-value pair size varies between 100 bytes
and 200 bytes, with an average of 120 bytes. For each key-value
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Figure 4: Comparison of (a) run-time and (b) recovery performance under different workloads.
pair, we generate the key based on YCSB’s distribution to emu-
late real-world applications, and the value is filled with randomly
generated data content. We evaluate the systems using different
read/write ratios and configurations, with a fixed data set size of
100 GB for each test case. Specifically, we used YCSB’s Random
Distribution (denoted as Random), Scrambled Zipfian Distribution
(denoted as Scrambled Zipf ), and Skewed Zipfian Distribution (de-
noted as Skewed Zipf ) to generate the keys.

4.2 Overall Performance
We first conduct experiments to demonstrate the overall perfor-
mance and crash recovery efficiency of the p𝐵+-tree design. For
both the baseline and p𝐵+-tree, we set the size of a 𝐵+-tree node
page as 16KB. All the non-leaf tree nodes are kept in memory, while
the leaf nodes that contain all the key-value pairs are persistent
on the CSD. The baseline’s buffer pool management employs the
original LRU and FLU lists for flushing, with the flush thresholds
set as 90% and 70%, respectively. The buffer pool size is 1.5GB by
default. For p𝐵+-tree, we set the per-page log size as 4KB and the
size of the open segment in the global log space as 100 MB. The
read-favored buffer pool of the p𝐵+-tree uses the LRU policy similar
to the baseline, which size (plus the size of the global log index) is
similar to the buffer pool size of the baseline.

We evaluate the performance of both the baseline and p𝐵+-tree
using 16 concurrent clients under three workloads with mixed 50%
read and 50% write operations. The impact of the number of clients
and read/write ratios are analyzed in Section 4.3. Figure 4 shows
the overall performance and recovery speed of the baseline and
p𝐵+-tree as we increment the buffer pool ratios (i.e., the ratio of
buffer pool size to the dataset size of 100GB) from 0.5% to 20%.

Overall performance. In Figure 4(a), we can observe that p𝐵+-
tree outperforms the baseline in terms of run-time performance
(throughput and read/write latency) across all workloads. The
largest performance improvements are achieved under the work-
load with random distribution, where the p𝐵+-tree increases the
throughput by up to 63.85% and reduces the write and read latencies
by up to 64.73% and 12.3%, respectively. Under the Skewed Zipf
workload, p𝐵+-tree also exhibits significant performance improve-
ment, increasing the throughput by up to 39.54% and reducing the
write and read latencies by up to 43.46% and 11.85%, respectively.
The benefits are more moderate under the Scrambled Zipf work-
load, where p𝐵+-tree increases the throughput by 34.97% to 58.27%,
and reduces the write and read latencies by 42.36% to 61.2% and
1.43% to 11.22%, respectively. The performance benefits of p𝐵+-tree
can be attributed to two main factors. First, the per-page logging
approach, which performs blind updates, shortens the write path

and reduces system latency. Second, p𝐵+-tree induces far fewer disk
I/Os for minor and major compaction compared to the baseline’s
read-modify-write approach.

As shown in Figure 4(a), the relative advantage of p𝐵+-tree de-
creases as the buffer pool size increases. This is because a larger
buffer pool allows the baseline to accumulate more reads and writes,
while p𝐵+-tree chooses to bypass the buffer pool for writes, and the
consolidations are conducted by the global log, which has much less
space than the buffer pool. Additionally, p𝐵+-tree shows less perfor-
mance improvement under workloads with better localities, such as
the Skewed Zipf. However, even with a large buffer pool, p𝐵+-tree
still substantially outperforms the baseline under all workloads,
when the size ratio increases to 20% of the dataset size.

Crash recovery. An important advantage of p𝐵+-tree is its “in-
stant recovery” enabled by the per-page logging. With the baseline,
while a large buffer pool can improve its run-time performance, it
leads to a long recovery time as a large number of log records need
to be replayed when the system crashes. With the per-page logging
of p𝐵+-tree, only the log entries in the small global log need to be
replayed during recovery, making the recovery process much faster
and more efficient. Figure 4(b) shows the recovery time comparison
between the baseline and p𝐵+-tree with buffer pool sizes varying
from 0.5% to 20%. As the buffer pool size increases, the recovery
time of the baseline 𝐵+-tree also increases significantly, from 12.6s
to 141.6s on average of ten arbitrary system aborts and restarts. This
is because the larger buffer pool size holds more key-value pairs in
memory, resulting in larger log space (increasing from 1.71GB to
42.9GB), which needs to be scanned and replayed during recovery,
causing longer recovery latency.

In contrast to traditional logging approaches where recovery
time is directly proportional to the buffer pool size, p𝐵+-tree’s per-
page logging design decouples recovery concerns from runtime
performance. During recovery, p𝐵+-tree only needs to reconstruct
the in-memory index for the global log, which contains a small
volume of log records (around 209MB on average). After the index
is reconstructed, the system can immediately start serving incoming
requests. On average, p𝐵+-tree achieves a 19.2 ms recovery latency,
which is far less than that of the baseline. These results demonstrate
that p𝐵+-tree achieves near-instant recovery regardless of buffer
pool sizes and outperforms the baseline in terms of recovery latency.

4.3 Analysis on Per-page Logging
This section analyzes the per-page logging design and the effect
of each component of p𝐵+-tree. Specifically, we conduct several
evaluations to explore how p𝐵+-tree’s better bandwidth utilization
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Figure 5: Performance and bandwidth utilization with write ratios from 20% to 100% under different workloads.
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Figure 6: Total I/Os and I/O amplification (IOA) with write
ratios from 20% to 80% under different workloads.
and reduced I/O amplification contribute to the improved perfor-
mance. We also evaluate the concurrent performance of p𝐵+-tree
with various numbers of client threads under different workloads,
and examine the space occupation of per-page logs with the CSD. Fi-
nally, we analyze how the fill factors affect the system performance
with particular workloads, providing a comprehensive understand-
ing of p𝐵+-tree’s design and its implications for database systems.

Per-page logging. Figure 5 shows the performance and I/O
bandwidth utilization of p𝐵+-tree and the baseline under different
read/write ratios, revealing the significant benefits brought by the
per-page logging.We can see that p𝐵+-tree outperforms the baseline
in terms of throughput (KOPS) and average latency in all cases.

Firstly, as the write ratio increases, p𝐵+-tree demonstrates in-
creasing overall throughput, while the baseline’s overall throughput
decreases. The throughput improvements of p𝐵+-tree over the base-
line range from 51.4% to 625.6%, 24.6% to 410.3%, and 38% to 228.2%
for the workloads of Random, Scrambled Zipf, and Skewed Zipf,
respectively. Secondly, the latency of p𝐵+-tree remains stable as the
write ratio increases, whereas the latency of the baseline continues
to increase. In particular, the write latency reductions range from
85.2% to 87.4%, 77.2% to 82.2%, and 57.7% to 72.7%, for the three
workloads respectively; and the read latency reductions range from
18.3% to 35.5%, 12.2% to 26.9%, and 3.3% to 22.2%, respectively. These
results demonstrate that per-page logging significantly improves
the performance and reduces the latency of the database system,
particularly when the workload involves a higher write ratio.

The lower part of Figure 5 provides further insights into the
reasons why p𝐵+-tree outperforms the baseline. First, the per-page
logging of p𝐵+-tree allows blind updates and separates foreground
service from background I/O operations. This leads to better uti-
lization of the high bandwidth provided by the CSD, resulting in
better overall throughput and lower write latency compared to the
baseline. On average, p𝐵+-tree demonstrates 19%, 12.3%, and 4%
higher bandwidth utilization than the baseline for the Random,
Scrambled Zipf, and Skewed Zipf workloads, respectively.

Second, the per-page logging design of p𝐵+-tree results in less
I/O amplification compared to the baseline. The severe I/O am-
plification of the baseline (especially write amplification) leads to
significant read/write contention, requiring the baseline to allo-
cate more bandwidth for writes (53%, 30.2%, and 17% on average
over p𝐵+-tree for the three workloads). As a result, fewer band-
widths (30.6%, 24.1%, and 17% on average less than p𝐵+-tree for the
three workloads) can be provided for reads, leading to longer read
latencies in the baseline as compared to p𝐵+-tree.

In Figure 6, we further analyze the total I/Os and I/O amplifica-
tion of p𝐵+-tree and the baseline. The I/O amplification is calculated
as the ratio of CSD’s total physical read/write to the host’s issued
total read/write. The results show that the baseline generates more
I/Os than p𝐵+-tree across all three workloads, with I/Os that are
112.6%, 21.9%, and 13.7% higher than p𝐵+-tree, respectively. The I/O
amplification of the baseline over p𝐵+-tree also follows the same
trend. It shows that per-page logging and the read-favored buffer
pool significantly reduce I/O amplification, which contributes to
the improved system performance of p𝐵+-tree.

Concurrency performance. Figure7 shows the concurrency
performance of p𝐵+-tree, in terms of the system throughput and av-
erage latency under different numbers of client threads. For system
throughput, as the number of client threads increases, the improve-
ments of p𝐵+-tree over the baseline increases from 116.4% to 241.8%,
127.6% to 137.1%, and 97.6% to 115% for the three workloads, re-
spectively. As for the latency, with the increasing concurrency,
the average latencies of p𝐵+-tree remains stable while the base-
line shows an increasing trend. Specifically, the p𝐵+-tree’s average
write latencies are 81.7% to 85.2%, 78.9% to 83.4% and 55.9% to 67.1%
shorter than the baseline’s for the three workloads, respectively;
and the average read latencies are 4.1% to 27.2%, 4.9% to 36.7%, 1.2%
to 27% shorter for the three workloads, respectively.

The improvements come from two aspects. (1) p𝐵+-tree’s blind
update can better take advantage of the CSD’s high bandwidth. Con-
solidated I/Os accumulated by blind updates and compaction oper-
ations can build a deeper NVMe queue, which in turn contributes
to higher system throughput with more concurrent requests. (2)
p𝐵+-tree can better control I/O amplification. Taking advantage of
blind update and the read-favored buffer pool design, the potential
I/O contention can be reduced, so p𝐵+-tree exhibits shorter latency.

Space consumption. We further evaluate the space usage of the
p𝐵+-tree and the baseline under different dataset sizes, ranging from
50GB, 100GB to 200GB. In each experiment, the dataset is randomly

142



1 2 4 8 16 32
0

100

200

300

L
at

en
cy

 (
u
s/

o
p

)

 B+-Write  pB+-Write  B+-Read  pB+-Read  B+-KOPS  pB+-KOPS

0

100

200

300

1 2 4 8 16 32
0

50

100

150

200

No.of.Client ThreadsNo.of.Client Threads

0

100

200

300

1 2 4 8 16 32
0

20

40

60

80

No.of.Client Threads

0

200

400

600

800

K
O

P
S

(1) Random (2) Scrambled Zipf (3) Skewed Zipf

Figure 7: Throughput and latency under different workloads with the number of clients from 1 to 32.
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Figure 8: Comparison of (a) logical/physical space utilization and (b) performance and buffer pool hit ratio comparison between
the baseline and p𝐵+-tree with different configurations.
accessed with a mix of 50% read and 50% write key-value operations.
We set the size of the per-page log for the p𝐵+-tree as 4KB, and
the size of the data page for the p𝐵+-tree and the baseline as 16KB.
Figure 8 (a) compares the total storage usage in terms of logical
storage usage (i.e., before in-storage compression) and physical
flash memory space usage (i.e., after in-storage compression).

In terms of logical space usage, as the per-page logs are sparsely
managed with each of them being partially filled, p𝐵+-tree requires
more logical space than the baseline. Specifically, for the 50GB,
100GB, and 200GB datasets, p𝐵+-tree consumes 25.4%, 23.9% and
25.3% more space than the baseline, respectively. However, in terms
of physical flash memory space, p𝐵+-tree consumes nearly identical
space to that of the baseline, with only a slight increase. For 50GB,
100GB, and 200GB datasets, the extra physical space occupied by
p𝐵+-tree over the baseline is only 1.6%, 0.5% and 1.1%, respectively.
It is because the CSD with built-in transparent compression can
condense the sparse per-page logs before writing to the physical
space. Since most per-page logs are only partially filled (e.g., only
1KB space stores actual data while the rest of the space is filled by
zeros), the over-provisioned logical space requires much smaller
real physical space after transparent compression inside the CSD.

Fill factor. As mentioned in Section 3, the per-page log fill
factor can also affect the performance of p𝐵+-tree and should be
configured according to the runtime workload characteristics. For
example, under read-dominant workloads, read performance can
be improved if the valid data in the global log and per-page log are
timely consolidated to its data pages, for which we should reduce
the per-page log fill factor. On the other hand, under write-intensive
workloads, reducing storage write amplification is more important,
for which we may increase the per-page log fill factor.

In this work, we adopt a simple heuristic to adjust the per-page
log fill factor. We adaptively tune the fill factor of a 4KB per-page
log with a read-favored policy (i.e., Pr4) according to the read ratios
of the incoming requests during a sliding time window. For example,
when a read-dominant workload is detected (e.g., requests are all
read in one minute), we reduce the fill factor of per-page logs by
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Figure 9: Performance and I/O amplification under alterna-
tive 𝐵+-tree configurations.

half, meaning that major compaction would be triggered more
aggressively by reclaiming a per-page log.

We have implemented three different versions of the p𝐵+-tree
for comparison: one with 4KB per-page log (referred to as P4), one
with 2KB per-page log (referred to as P2), and one with 4KB per-
page log and dynamically adjusted fill factor (referred to as Pr4).
The results in Figure 8(b) show that dynamically adjusting the fill
factor for 4KB per-page logs can reduce the read latency of Pr4 by
40.44% to 52.67%, 33.06% to 40.73%, and 12.91% to 14.67%, compared
to the baseline, P2 and P4 for the three workloads, respectively. The
read-hit ratios (e.g., ratios of requests cached by the buffer pool)
also show that Pr4 is more efficient than the others.
4.4 Trade-offs of Per-page Logging
• Comparing to alternative 𝐵+-trees. We further evaluate the
performance of the proposed p𝐵+-tree with varying data node sizes.
In Figure 9, 𝐵+4 , p𝐵

+
4 and p𝐵+ refer to the baseline 𝐵+-tree, p𝐵+-tree

with 4KB data page, and p𝐵+-tree with 16KB data page.
As shown, p𝐵+4 outperforms 𝐵+4 in all cases in terms of the system

throughput and I/O amplification. The highest improvements of
p𝐵+4 over 𝐵+4 are achieved under the Random workload (up to 72.0%
and 43.9% for system throughput increment and I/O amplification
reduction); the least improvements are observed under the Skewed
Zipf workload (up to 19.6% and 37.8%, respectively). The benefits
mainly come from the blind update and I/O reduction enabled by
per-page logging and read-favored buffer pool designs, as described
in Section 4.3.
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With read-intensive workloads (25% write ratio), p𝐵+ with 16KB
data page shows a slight performance loss of 4.05% compared with
𝐵+4 . The reason is that for a query that is not hit in the buffer pool,
p𝐵+ incurs 20KB I/Os (16KB data and 4KB log), while 𝐵+4 only incurs
4KB I/Os. For the same reason, compared with 𝐵+4 , p𝐵

+ triggers
2.62% higher I/O amplification under read-intensive workloads,
which are mainly from foreground I/Os for serving read operations.
As the write ratio increases to 50% and 75%, we can see that p𝐵+
outperforms 𝐵+4 in terms of system throughput and I/O amplifi-
cation across all the workloads. The benefit mainly comes from
the blind update design of p𝐵+ which eliminates the I/O-intensive
checkpointing process (i.e., background I/Os) by compaction op-
erations as described in Section 4.2. It is also worth noting that
although adopting a small page size (4KB) seemingly alleviates
the involved I/Os, it leads to multiple negative effects, such as the
large index size and increased lock contention in buffer pool man-
agement, which makes it a less preferable configuration in many
databases [44, 62, 65, 76].
Table 1: Performance of p𝐵+-trees with per-page logs and
data pages stored on separate devices.

Prototype Throughput
(KOPS)

Average Write
Latency (us/op)

Average Read
Latency (us/op)

p𝐵+-tree 287.4 25.41 101.3
(p)𝐵+-tree 277.8 21.14 107.7

• Separating per-page log from data page. To explore the fea-
sibility of storing the log and data in separate storage devices for
handling disk failures, we expand the standard design of p𝐵+-tree
to a version storing per-page logs and data pages in two ScaleFlux
CSD-3310 devices separately, denoted as (p)𝐵+-tree. As shown in
Table 1, under the 50/50 Random read/write workload, the aver-
age read latency of (p)𝐵+-tree is 6.31% longer than that of p𝐵+-tree,
since a read to the virtual page is now divided into two separate and
synchronous I/O operations to two storage devices. However, (p)𝐵+-
tree shows 16.8% write latency reduction. It is because p𝐵+-tree
performs blind update for write operations, and the asynchronous
and batched compaction can better utilize the doubled bandwidth
(provided by two storage devices). The overall throughput of (p)𝐵+-
tree is slightly (3.3%) lower than that of p𝐵+-tree.
• Effects of global log. We also evaluate the performance and I/O
effects by varying the segment size of the global log. Based on the
results, as the segment size increases from 50MB to 100MB, both
throughput (from 147.6 KOPS to 197.7 KOPS) and total I/Os (from
202.5 GBs to 144.3 GBs) show significant improvements (reductions).
However, when the segment size exceeds 100MB, the throughput
and I/O show little further improvement (no more than 204.5KOPS
and no less than 140.3GB, respectively). Meanwhile, as the segment
size increases from 50MB to 500MB, the recovery time and volumes
sharply grow from 4.4ms to 152.4ms and 74.7MB to 1024.3MB,
correspondingly.
• Effects of clients. To saturate the bandwidth of the storage de-
vice and explore the potential interference between asynchronous
threads, we initiate 64 to 256 clients to constantly perform random
read/write operations to p𝐵+-tree with write ratios ranging from
80% to 100%. The results show that the performance stops climbing
and begins to decrease with 128 clients under 90% write case, which
is caused by the severe interference as the thread contention and
storage bandwidth become system bottlenecks.
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Figure 10: Performance comparison of the baseline 𝐵+-tree,
WiredTiger, 𝐵𝜀-tree, LeanStore and p𝐵+-tree.

• Comparing to p𝐵+-tree without per-page log. To illustrate
the performance and I/O impact of per-page log, we further disable
the 4KB per-page log of p𝐵+-tree with 16KB or 4KB data pages by
configuring the size of all per-page logs to 0, which forces minor
compaction to directly flush the records in the global log to data
pages. We issue the Random mixed read/write workloads to com-
pare the performance and I/O amplification of p𝐵+-tree with and
without per-page log. The storage device is a 1TB Western Digital
SN570 NVMe SSD, which has no compression capability.

After disabling per-page logs, p𝐵+-tree with 16KB data pages
shows non-trivial throughput degradation (up to 36.3%) and I/O am-
plification (up to 31.8%) compared to p𝐵+-tree with 4KB per-page
logs and 16KB data pages. It is because after disabling per-page
logs, each minor compaction directly rewrites a 16KB data page,
introducing severe write amplification. Although the global log
decouples foreground services from background compaction, the
amplified background compaction still causes interference to the
foreground service operations and results in performance degrada-
tion. In addition, p𝐵+-tree with 4 KB per-page logs and 16KB data
pages show 21.2% lower throughput and 30.1% higher I/O ampli-
fication compared to p𝐵+-tree with 4KB data pages and without
per-page logs. It is because p𝐵+-tree with 4KB data pages intro-
duces less read amplification than p𝐵+-tree with 4 KB per-page logs
and 16KB data pages. However, considering that large data page
size reduces index management overhead, allocating a small-size
per-page log for each data page can take advantage of blind updates
and reduce the involved I/O amplification, which is considered a
more beneficial choice overall.

4.5 Comparison with State-of-the-arts
In this section, we compare the performance of p𝐵+-tree with two
state-of-art 𝐵+-tree-based systems, WiredTiger [59], LeanStore [2,
44] and 𝐵𝜀-tree [7]. We conduct experiments using a mixed work-
load lasting for one hour with varying read/write ratios for all the
prototypes. Similar to prior experiments, the workloads are based
on YCSB’s Random, Scrambled Zipf, and Skewed Zipf distributions.

Figure 10 shows the results in terms of average throughput, write
and read latency. Comparing the baseline 𝐵+-tree with WiredTiger,
we can find that our implementation of the baseline achieves robust
performance similar to that of the production-level 𝐵+-tree-based
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storage engine. In addition, we can see that our p𝐵+-tree outper-
forms both the baseline 𝐵+-tree and WiredTiger across the board.
Specifically, p𝐵+-tree achieves improvements ranging from 25.13%
to 625.59%, 57.73% to 86.22%, and 3.33% to 46.28% compared to the
baseline, and 23.78% to 599.48%, 58.54% to 86.1%, and 2.02% to 32.29%
compared to WiredTiger, in terms of throughput (KOPS), average
write and read latency (𝜇s/op) under the three workloads.

Moreover, comparing with the state-of-art optimizations for 𝐵+-
tree-based implementations, 𝐵𝜀-tree and LeanStore, our p𝐵+-tree
also shows substantial performance improvements. Specifically,
p𝐵+-tree outperforms 𝐵𝜀-tree by 23.4% to 516.9%, 56.26% to 85.86%
and 2.81% to 27.65%, and outperforms LeanStore by 14.25% to 58.34%,
21.42% to 64.65% and 0.02% to 25.3% in terms of throughput, average
write and read latency, respectively. We also measure the total I/Os
issued by p𝐵+-tree, LeanStore and 𝐵𝜀-tree during the period of
ingesting 20GB random writes. The results in Table 2 show that 𝐵𝜀-
tree and LeanStore issue 81.35% and 71.63% more I/Os compared to
p𝐵+-tree, and the corresponding write amplifications of LeanStore
and 𝐵𝜀-tree are 1.81x and 1.72x of p𝐵+-tree.

Table 2: Physical I/Os for ingesting 20GB random writes.
Prototype Physical I/Os (GB) Physical Write Amplification
p𝐵+-tree 467.1 23.36
LeanStore 847.1 42.36
𝐵𝜀-tree 801.7 40.09

This experiment well demonstrates that the p𝐵+-tree design
achieves substantial performance improvement even compared
with the production-level implementation of the traditional 𝐵+-tree
and the state-of-art B-tree optimizations.

5 RELATEDWORK
𝐵+-tree-based data systems have been heavily studied. Prior works
have been conducted on various aspects to improve the database
performance, storage efficiency, and data reliability, etc.

Structural optimization for 𝐵+-tree. Many structure-related
techniques have been proposed to optimize the efficiency and per-
formance of 𝐵+-tree-based database systems [10, 12, 16, 26, 27, 37,
46, 47, 50, 68, 80, 81]. Bw-tree [46, 81] is a representative design
adapting 𝐵+-tree to modern multi-core CPU architecture with fast
SSDs. The Bw-tree organizes each 𝐵+-tree logical node as “base
plus deltas”, which enables latch-free operations for better utilizing
multi-core CPUs, and reduces write amplification and write stalls
by persisting pages and deltas with a log-structured store. However,
their solution still follows the “read-modify-write” principle and re-
quires extra indirect mappings. Many works also optimize 𝐵+-tree
for persistent memory [5, 20, 22, 33, 37, 45]. For instance, SLM-
DB [37] proposes to leverage persistent memory by combining the
indexing efficiency of the 𝐵+-tree and the write efficiency of LSM-
tree [13, 48, 66, 78, 84], such that both the fast lookup/ingestion can
be realized. These proposed techniques are orthogonal to our per-
page logging, and thus can be applied together to further improve
the efficiency of the 𝐵+-tree-based database system.

Logging optimization for 𝐵+-tree. ARIES [58] has been the
de facto standard for logging and recovery in 𝐵+-tree-based and
many other systems. It provides a mechanism including write-
ahead logging and checkpointing to enable crash recovery as well
as native support for indexes and space management. Many works

have been proposed to optimize the efficiency of ARIES [4, 24–
26, 31, 39, 43, 51, 52, 74]. For example, Haubenschild et al. [31] pro-
pose several techniques, such as parallel logging, optimized commit
protocol and checkpointing mechanism, to exploit the potential of
ARIES with fast storage devices and many-core architecture. Lee
et al. [43] and Magalhaes et al. [51] propose to maintain indexes
for log records and conduct the checkpointing for indexed logs
to achieve instant recovery for memory-optimized cloud-native
𝐵+-tree databases and purely in-memory 𝐵+-tree databases, respec-
tively. These solutions, which aim to boost either the logging or
recovery process, are specially tailored to particular components.
Unlike these prior works, our per-page logging divides and dis-
tributes the log records in a sparse data layout on storage, which
enhances the 𝐵+-tree structure to naturally enable blind update and
instant recovery, fundamentally addressing the logging inefficiency
for 𝐵+-tree-based database systems with ARIES logging.

𝐵+-tree on CSD. Qiao et al. [68] show that CSD with built-in
transparent compression is beneficial for 𝐵+-trees. Such devices
can expose a virtualized logical address space that is much larger
than the actual physical storage capacity of the device, which is
realized by implementing compression directly on device with the
help of FTL. By leveraging the sparse logical address space, the I/O
amplification issues inherent in the 𝐵+-tree design can be mitigated
with various techniques, such as page shadowing and optimized
logging, etc. Other attempts [1, 14, 15, 18, 53], such as directly
building 𝐵+-trees on flash devices [1], also show the potentials
of 𝐵+-tree in many domains. Our per-page logging approach is
built atop CSD with transparent compression. Our studies well
demonstrate that with proper designs and assistance from new
hardware, 𝐵+-trees can efficiently serve modern workloads with
high performance and low cost.

6 CONCLUSION
This paper presents a simple yet effective design that leverages
the emerging CSD with built-in transparent compression to funda-
mentally resolve the logging dilemma of 𝐵+-tree implementations.
Besides improving data storage efficiency, a unique advantage of
CSD is to allow data management software to deliberately create
sparse data structures on storage without sacrificing its physical
capacity. Leveraging this property, we propose a per-page logging
based 𝐵+-tree design to seamlessly decouple the crash recovery la-
tency from the log size. Its effectiveness has been well demonstrated
through extensive experiments and comparison on a commercially
available CSD with built-in transparent compression.
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