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ABSTRACT
Machine learning models are known to memorize private data to

reduce their training loss, which can be inadvertently exploited

by privacy attacks such as model inversion and membership in-

ference. To protect against these attacks, differential privacy (DP)

has become the de facto standard for privacy-preserving machine

learning, particularly those popular training algorithms using sto-

chastic gradient descent, such as DPSGD. Nonetheless, DPSGD still

suffers from severe utility loss due to its slow convergence. This

is partially caused by the random sampling, which brings bias and

variance to the gradient, and partially by the Gaussian noise, which

leads to fluctuation of gradient updates.

Our key idea to address these issues is to apply selective up-

dates to the model training, while discarding those useless or even

harmful updates. Motivated by this, this paper proposes DPSUR,

a Differentially Private training framework based on Selective

Updates and Release, where the gradient from each iteration is

evaluated based on a validation test, and only those updates leading

to convergence are applied to the model. As such, DPSUR ensures

the training in the right direction and thus can achieve faster con-

vergence than DPSGD. The main challenges lie in two aspects —

privacy concerns arising from gradient evaluation, and gradient

selection strategy for model update. To address the challenges, DP-

SUR introduces a clipping strategy for update randomization and

a threshold mechanism for gradient selection. Experiments con-

ducted on MNIST, FMNIST, CIFAR-10, and IMDB datasets show

that DPSUR significantly outperforms previous works in terms of

convergence speed and model utility.
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1 INTRODUCTION
In the past decade, deep learning techniques have achieved remark-

able success in many AI tasks, such as image recognition [31, 51, 69],

text analysis [10], and recommendation systems [57]. However,

even though the training data are not published, adversaries may

still learn them by analyzing the model parameters. For exam-

ple, the contents of training data can be inverted from the mod-

els [19, 37, 42, 55, 71], or themembership information of the training

set can be inferred [33, 48]. This is of particular concern in those

applications which involve sensitive and personal data, such as med-

ical imaging and finance. Recent legislations such as EU’s General

Data Privacy Regulation (GDPR) and California Consumer Privacy

Act have mandated machine learning practitioners to take legal

responsibility for protecting private data [11].

One of the state-of-the-art paradigms to prevent privacy disclo-

sure in machine learning is differential privacy (DP) [17]. Many

works [1, 9, 18, 23, 27, 46, 50, 58] have demonstrated that by adding

proper DP noise in the training phase, the resulted machine learn-

ing models can prevent unintentional leakage of private training

data, such as membership inference attacks.

Among these works, the seminal work by Abadi et al. [1] pro-

poses differentially private stochastic gradient descent (DPSGD)

as the training algorithm. In DPSGD, each iteration involves four

main steps: (i) randomly selecting a batch of samples using Poisson

sampling, (ii) computing and clipping the gradient for each sample,

(iii) adding random Gaussian noise to each gradient based on a

privacy loss analysis, and (iv) updating the model weights using

the average noisy gradients in the batch. In these steps, random

Gaussian noise and Poisson sampling are the main reasons to cause

slower convergence than conventional SGD [56, 60, 64, 66].

(1) Gaussian Noise. In DPSGD, Gaussian noise is added to

the gradient in each iteration to satisfy differential privacy.

However, the noise scale can be forbiddingly large, leading

to inaccurate gradient estimation and poor optimization,

especially when it is close to convergence [1].
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Lemma 2.3 (Post-processing [17]). LetM be a mechanism sat-
isfying (𝜖, 𝛿)-DP. Let 𝑓 be a function whose input is the output ofM.
Then 𝑓 (M) also satisfies (𝜖, 𝛿)-DP.

2.2 Rényi Differential Privacy
Rényi differential privacy (RDP) is a relaxation of 𝜖-differential

privacy, which is defined on Rényi divergence as follows.

Definition 2.4. (Rényi Divergence [54]) Given two probability

distributions 𝑃 and 𝑄 , the Rényi divergence of order 𝛼 > 1 is:

𝐷𝛼 (𝑃 ∥𝑄) =
1

𝛼 − 1 lnE𝑥∼𝑄

[(
𝑃 (𝑥)
𝑄 (𝑥)

)𝛼 ]
, (3)

where E𝑥∼𝑄 denotes the excepted value of 𝑥 for the distribution 𝑄 ,

𝑃 (𝑥), and 𝑄 (𝑥) denotes the density of 𝑃 or 𝑄 at 𝑥 respectively.

Definition 2.5. (Rényi Differential Privacy (RDP) [35]) For
any neighboring datasets 𝑥, 𝑥 ′ ∈ X𝑛 , a randomized mechanism

M : X𝑛 → R𝑑 satisfies (𝛼, 𝑅)-RDP if

𝐷𝛼 (M(𝑥) | |M(𝑥 ′)) ≤ 𝑅. (4)

The following Definition 2.6 provides a formal definition of

Gaussian mechanism, and a formal RDP guarantee by it.

Definition 2.6. (RDP of Gaussian mechanism [35]) Assuming

𝑓 is a real-valued function, and the sensitivity of 𝑓 is 𝜇, the Gaussian

mechanism for approximating 𝑓 is defined as

G𝜎 𝑓 (𝐷) = 𝑓 (𝐷) + 𝑁
(
0, 𝜇2𝜎2

)
, (5)

where 𝑁 (0, 𝜇2𝜎2) is normally distributed random variable with

standard deviation 𝜇𝜎 and mean 0. Then the Gaussian mechanism

with noise G𝜎 satisfies (𝛼, 𝛼/2𝜎2) − 𝑅𝐷𝑃 .

The following Lemma 2.7 defines the standard form for convert-

ing (𝛼, 𝑅)-RDP to (𝜖 , 𝛿)-DP.

Lemma 2.7. (Conversion fromRDP toDP [3]). if a randomized
mechanism 𝑓 : 𝐷 → R satisfies (𝛼, 𝑅)-RDP ,then it satisfies(𝑅 +
ln((𝛼 − 1)/𝛼) − (ln𝛿 + ln𝛼)/(𝛼 − 1), 𝛿)-DP for any 0 < 𝛿 < 1.

2.3 Deep Learning with Differential Privacy
Differentially Private Stochastic Gradient Descent (DPSGD) is a

widely-adopted training algorithm for deep neural networks with

differential privacy guarantees. Specifically, in each iteration 𝑡 , a

batch of tuples B𝑡 is sampled from 𝐷 with a fixed probability
𝑏
|𝐷 | ,

where𝑏 is the batch size. After computing the gradient of each tuple

𝑥𝑖 ∈ B𝑡 as 𝑔𝑡 (𝑥𝑖 ) = ∇𝜃𝑖𝐿(𝜃𝑖 , 𝑥𝑖 ), where 𝜃𝑖 is model parameter for

the i-th sample, DPSGD clips each per-sample gradient according

to a fixed ℓ2 norm (Equation (6)).

𝑔𝑡 (𝑥𝑖 ) = Clip(𝑔𝑡 (𝑥𝑖 ) ;𝐶)

= 𝑔𝑡 (𝑥𝑖 )
/
max

(
1,
∥𝑔𝑡 (𝑥𝑖 )∥2

𝐶

)
.

(6)

In this way, for any two neighboring datasets, the sensitivity

of the query

∑
𝑖∈B𝑡 𝑔(𝑥𝑖 ) is bounded by 𝐶 . Then, it adds Gaussian

noise scaling with 𝐶 to the sum of the gradients when computing

the batch-averaged gradients:

𝑔𝑡 =
1

𝑏

©­«
∑︁
𝑖∈B𝑡

𝑔𝑡 (𝑥𝑖 ) + N
(
0, 𝜎2𝐶2I

)ª®¬ , (7)

where 𝜎 is the noise multiplier depending on the privacy budget.

Last, the gradient descent is performed based on the batch-averaged

gradients. Since initial models are randomly generated and indepen-

dent of the sample data, and the batch-averaged gradients satisfy the

differential privacy, the resulted models also satisfy the differential

privacy due to the post-processing property.

Privacy accounting. Three factors determine DPSGD’s privacy

guarantee — the noise multiplier 𝜎 , the sampling ratio
𝑏
|𝐷 | , and the

number of training iterations𝑇 . In reality, given the privacy param-

eters (𝜖, 𝛿), we can set appropriate values for these three hyper-

parameters to optimize the performance. The privacy calibration

process is performed using a privacy accountant: a numerical algo-

rithm providing tight upper bounds for the given (𝜖, 𝛿) as a function
of the hyper-parameters [1], which in turn can be combined with

numerical optimization routines to optimize one hyper-parameter

given the other two. In this work we use the RDP [35] for privacy

accounting. In practice, given 𝜎 , 𝛿 and 𝑏 at each iteration, we select

𝛼 from {2, 3, ..., 64} to determine the smallest 𝜖 .

3 DPSUR: DP TRAINING FRAMEWORK WITH
SELECTIVE UPDATES AND RELEASE

In this section, we present our proposed framework DPSUR, with

an overview in Section 3.1. Then two key components of DPSUR,

namely, minimal clipping strategy and threshold mechanism,are

introduced in Sections 3.2 and 3.3, respectively.

3.1 Overview
As aforementioned, DPSUR does not directly accept the model

updates from each iteration due to the influence of random sampling

and Gaussian noise. Therefore, we first calculate the loss of the

generated model in each iteration, and then compare it with that

from the last iteration to determine whether or not to accept the

model update.

Figure 2 shows the workflow of DPSUR, which takes as inputs

the total number of updates 𝑇 , number of updates accepted 𝑡 , ac-

ceptance threshold 𝑍 , and initialization model 𝑤0, executes the

following steps, and outputs a final model.

• Step 1: In each iteration, we obtain a batch of tuples from

the training set via Poisson sampling, and generate an in-

termediate model𝑤𝑛𝑒𝑤 using the DPSGD algorithm.

• Step 2:We evaluate the intermediate model𝑤𝑛𝑒𝑤 and𝑤𝑡−1
on the validation batch B𝑣 resampled from training set to

calculate the loss 𝐽 (𝑤𝑛𝑒𝑤) and 𝐽 (𝑤𝑡−1).
• Step 3:We compute the difference of loss Δ𝐸 = 𝐽 (𝑤𝑛𝑒𝑤) −
𝐽 (𝑤𝑡−1) to evaluate the performance of intermediate model.

• Step 4:We clip Δ𝐸 and add noise to it to satisfy differential

privacy, obtaining Δ̃𝐸.
• Step 5:Given the acceptance threshold𝑍 , we accept update

of the intermediate model𝑤𝑛𝑒𝑤 and 𝑡 plus 1 if Δ̃𝐸 < 𝑍 , or
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Proof. The second derivative of ln [Φ(𝑥)] is:

ln
′′ [Φ(𝑥)] = Φ′′ (𝑥) · Φ(𝑥) − Φ′ (𝑥) · Φ′ (𝑥)

[Φ(𝑥)]2

=
−𝑥 · Φ′ (𝑥) · Φ(𝑥) − Φ′ (𝑥) · Φ′ (𝑥)

[Φ(𝑥)]2
,

(16)

where Φ′ (𝑥) = 1√
2𝜋
𝑒−

𝑥2

2 .

When 𝑥 ≥ 0, since Φ(𝑥),Φ′ (𝑥) > 0, ln
′′ [Φ(𝑥)] < 0 always hold.

When 𝑥 < 0, Φ′ (𝑥) > 0. As such, proving −𝑥 · Φ′ (𝑥) · Φ(𝑥) −
Φ′ (𝑥) ·Φ′ (𝑥) < 0 is equivalent to proving −𝑥 ·Φ(𝑥) −Φ′ (𝑥) < 0.

We let 𝐾 (𝑥) = −𝑥 · Φ(𝑥) − Φ′ (𝑥), so the derivative for 𝐾 (𝑥) is:
𝐾 ′ (𝑥) = −Φ(𝑥) + (−𝑥) · Φ′ (𝑥) − Φ′′ (𝑥)

= −Φ(𝑥) + (−𝑥) · Φ′ (𝑥) − (−𝑥) · Φ′ (𝑥)
= −Φ(𝑥) < 0

(17)

Since lim𝑥→−∞ 𝐾 (𝑥) = 0, 𝐾 (𝑥) < 0 when 𝑥 < 0. In summary,

ln
′′ [Φ(𝑥)] < 0 always holds. In other words, ln

′′ [Φ(𝑥)] is the
concave function when 𝑥 ∈ (−∞,∞). According to the properties

of the concave function, we can obtain:

𝜆 · ln [Φ(𝑥1)] + (1 − 𝜆) ln [Φ(𝑥2)] ≤ ln [Φ(𝜆𝑥1 + (1 − 𝜆)𝑥2)],
where 𝜆 ∈ (0, 1) and 𝑥1, 𝑥2 ∈ (−∞,∞) .

Let 𝜆 = 𝛼−1
𝛼 (𝛼 > 1) , 𝑥1 =

𝑏−𝜇
𝜇𝜎 , 𝑥2 =

𝑏+(𝛼−1)𝜇
𝜇𝜎 or 𝑥1 =

𝑏
𝜇𝜎 , 𝑥2 =

𝑏−𝛼𝜇
𝜇𝜎 . Then the following two inequalities hold:

(𝛼 − 1)
𝛼

· ln [Φ(𝑏 − 𝜇
𝜇𝜎
)] + 1

𝛼
ln [Φ(𝑏 + (𝛼 − 1)𝜇

𝜇𝜎
)] ≤ ln [Φ( 𝑏

𝜇𝜎
)]

(𝛼 − 1)
𝛼

· ln [Φ( 𝑏
𝜇𝜎
)] + 1

𝛼
ln [Φ(𝑏 − 𝛼𝜇

𝜇𝜎
)] ≤ ln [Φ(𝑏 − 𝜇

𝜇𝜎
)]

(18)

In the end, we can obtain the following:

(Φ(𝑏 − 𝜇
𝜇𝜎
))𝛼−1 · Φ(𝑏 + (𝛼 − 1)𝜇

𝜇𝜎
) ≤ (Φ( 𝑏

𝜇𝜎
))𝛼

(Φ( 𝑏
𝜇𝜎
))𝛼−1 · Φ(𝑏 − 𝛼𝜇

𝜇𝜎
) ≤ (Φ(𝑏 − 𝜇

𝜇𝜎
))𝛼 ,

(19)

where 𝜇, 𝜎 > 0 and 𝛼 > 1.

Theorem 4.2 is proved. □

This proves Algorithm 1 satisfies the same (𝛼, 𝛼/2𝜎2)-RDP as

Gaussian mechanism of RDP [35]. In other words, DPSUR only

consumes privacy budget when the update is selected and released

based on the interval. As such, in Figure 2, the privacy budget of

computing Δ̃𝐸 is consumed only if Δ̃𝐸 < 𝑍 .

4.2 DPSUR: Putting Things Together
Now we describe the overall algorithm of DPSUR in Algorithm 2,

which consists of the following two steps.

i. DPSGD (Lines 3-8). This part is the traditional DPSGD pro-

cedure. First, a small batch of samples B𝑡 are randomly selected

from the training datasets (Line 3). For each sample 𝑥𝑖 ∈ B𝑡 , its
gradient values are calculated and clipped so that the 𝑙2 norm of

the gradients is not greater than the clipping bound 𝐶𝑡 (Lines 4-

6). In Line 7, the clipped gradients are first summed up, and then

added Gaussian noise N(0,𝐶2

𝑡 𝜎
2

𝑡 ) to satisfy differential privacy,

and finally averaged. As such, the sensitivity is 𝐶𝑡 here. Gradient

descent is then performed using these noisy gradients to obtain a

new temporary model𝑤𝑛𝑒𝑤 for the current iteration (Line 8).

ii. Selective update (Lines 9-18). First, a small batch of samples

B𝑣 are randomly selected from the training set (Line 9). Then we

calculate the loss for temporary model 𝐽 (𝑤𝑛𝑒𝑤) and the latest ac-

cepted model 𝐽 (𝑤𝑡−1), where 𝐽 (𝑤) = 1/|B𝑣 |
∑
𝑥∈B𝑣 L(𝑤, 𝑥), and

subtract them to get Δ𝐸 (Lines 10- 11). To get the sensitivity, Δ𝐸 is

clipped to [−𝐶𝑣,𝐶𝑣], which means that one less or one more sample

produces a maximum variation of 2𝐶𝑣 for Δ𝐸 (Line 12). To ensure

differential privacy, Gaussian noise N(0, 𝜎𝑣2 · (2𝐶𝑣)2) is added to

obtain a noisy version △̃𝐸 (Lines 13). The temporary model𝑤𝑛𝑒𝑤

will be accepted and 𝑡 plus 1 if △̃𝐸 < 𝛽 ·𝐶𝑣 , where 𝛽 is the accep-

tance threshold parameter (Lines 15- 16). Otherwise, the temporary

model 𝑤𝑛𝑒𝑤 is rejected, and the model from the last iteration is

returned (Line 18).

The above two steps are repeated until the entire privacy budget

is consumed. We will provide rigorous privacy analysis in the next

section.

Algorithm 2: Overall algorithm of DPSUR

Input: training datasets {𝑥1, 𝑥2, . . . , 𝑥𝑁 }, loss function
L(𝜃, 𝑥). Parameters: learning rate 𝜂, batch size for

training 𝐵𝑡 , noise multiplier for training 𝜎𝑡 , clipping

bound for training 𝐶𝑡 , batch size for validation 𝐵𝑣 ,

noise multiplier for validation 𝜎𝑣 , clipping bound for

validation 𝐶𝑣 , threshold parameter 𝛽

Output: the final trained model𝑤𝑡

1 Initialize 𝑡 = 1,𝑤0 = Initial();

2 while 𝑡 < 𝑇 do
3 Randomly sample a batch B𝑡 with probability

𝐵𝑡

𝑁
;

4 for 𝑥𝑖 ∈ B𝑡 do
5 Compute 𝑔𝑡 (𝑥𝑖 ) ← ∇L (𝑤𝑡 ,𝑥𝑖 ) ;

6 𝑔𝑡 (𝑥𝑖 ) ← 𝑔𝑡 (𝑥𝑖 )/max(1, | |𝑔𝑡 (𝑥𝑖 ) | |2
𝐶𝑡

);
7 𝑔𝑡 ← 1

| B𝑡 | (
∑
𝑖∈B𝑡 𝑔𝑡 (𝑥𝑖 ) + N (0, 𝜎

2𝐶𝑡
2));

8 𝑤𝑛𝑒𝑤 = 𝑤𝑡−1 − 𝜂𝑡𝑔𝑡 ;
9 Poisson sampling a batch B𝑣 with probability

𝐵𝑣

𝑁
;

10 Compute loss 𝐽 (𝑤𝑛𝑒𝑤) and 𝐽 (𝑤𝑡−1) by batch B𝑣 ;
11 △𝐸 = 𝐽 (𝑤𝑛𝑒𝑤) − 𝐽 (𝑤𝑡−1);
12 △𝐸 = min(max(△𝐸,−𝐶𝑣),𝐶𝑣);
13 △̃𝐸 = △𝐸 + N(0, 𝜎𝑣2 · (2𝐶𝑣)2);
14 if △̃𝐸 < 𝛽 ·𝐶𝑣 then
15 𝑤𝑡 = 𝑤𝑛𝑒𝑤 ;

16 𝑡 = 𝑡 + 1;
17 else
18 𝑤𝑡 = 𝑤𝑡−1;
19 return𝑤𝑡 ;

5 PRIVACY ANALYSIS
This section establishes the privacy guarantee of DPSUR. Since DP-

SUR is non-interactive, it only releases the final model accumulated

from all accepted model updates. In the following, we first analyze
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where 𝑞 =
𝐵𝑣

𝑁
, 𝜎𝑣 is noise multiplier of the validation phase, and

𝛼 > 1 is the order.

The proof is similar to that of the training phase, so we omit it.

5.3 Overall Privacy Analysis of DPSUR
Since both training and validation phases access the same training

set, we need to combine their RDPs sequentially using Lemma 5.4,

and then use Lemma 2.7 to convert it to (𝜖, 𝛿)-DP. Therefore, the
final privacy loss of DPSUR is as follows:

Theorem 5.6. (Privacy loss of DPSUR). The privacy loss of
DPSUR satisfies:

(𝜖, 𝛿) =(𝑅𝑡𝑟𝑎𝑖𝑛 (𝛼) + 𝑅𝑣𝑎𝑙𝑖𝑑 (𝛼) + ln((𝛼 − 1)/𝛼)
− (ln𝛿 + ln𝛼)/(𝛼 − 1), 𝛿), (26)

where 0 < 𝛿 < 1, 𝑅𝑡𝑟𝑎𝑖𝑛 (𝛼) is the RDP of training which is computed
by Theorem 5.1, and 𝑅𝑣𝑎𝑙𝑖𝑑 (𝛼) is the RDP of validation which is
computed by Theorem 5.5.

5.4 Discussion of Privacy
Our privacy analysis shows that DPSUR strictly adheres to the

principles of differential privacy, limiting adversaries to conduct

differential attacks solely based on the algorithm’s output. However,

it is worth noting that DPSUR may be susceptible to interactive

side-channel attacks. For instance, a strong adversary (e.g., the hy-

pervisor of a guest OS in the cloud) who has access to DPSUR’s

internal update/release status could measure the time interval of

two adjacent model updates to infer the number of rejections in

between and thus cause privacy breaches. To mitigate such threats,

we suggest introducing random waiting time for update accep-

tance cases. Nonetheless, we emphasize that DPSGD is supposed to

work in a non-interactive training scenario where the attacker can

only access the final output model. Since most real-world machine

learning systems are non-interactive during training, the privacy

guarantee provided by DPSUR remains sufficient and consistent

with other DPSGD variants.

To further validate such privacy guarantee in real-world scenar-

ios, in Section 6.4 we conduct membership inference attacks on

the trained models. The experimental results indicate that DPSUR

exhibits strong defense against membership inference attacks, thus

safeguarding the privacy of training data.

6 EXPERIMENTAL EVALUATION
In this section, we conduct experiments to demonstrate the perfor-

mance of DPSUR over four real datasets and popular machine learn-

ing models. And we perform experiments involving two member

inference attacks to show the privacy-preserving effect of DPSUR.

All experiments are implemented in Python using PyTorch [44].

6.1 Experimental Setting
6.1.1 Baseline. We compare DPSUR with DPSGD [1] and four

state-of-the-art variants, namelyDPSGDwith important sampling [56],

handcrafted features [52], tempered sigmoid activation [40], and

adaptive learning rate [30], which we refer to as DPIS, DPSGD-HF,

DPSGD-TS, and DPAGD respectively. Note that we do not compare

DPSUR with those approaches that modify the structures of over-

parameterized models [12] or the semi-supervised model PATE

[38, 39], as they differ significantly from the scope of this work.

6.1.2 Datasets and Models. Experimental evaluation is conducted

over three image classification datasets, includingMNIST [29], Fash-

ion MNIST (FMNIST) [59], and CIFAR-10 [28], and a movie review

dataset IMDB [32].

MNIST contains 60,000 training samples and 10,000 testing sam-

ples of handwritten digits, divided into 10 categories with 7,000

grayscale images per category. Each sample consists of a grayscale

image of size 28 × 28 and a corresponding label indicating its cat-

egory. The model trained using handcrafted features as inputs

achieves 99.11% accuracy after 20 epochs in the non-private set-

ting [52].

FMNIST consists of 60,000 training samples and 10,000 testing

samples of fashion products categorized into 10 categories, with

each category containing 7,000 grayscale images of size 28×28. The
dataset also includes labels indicating the category of each image.

The model trained using handcrafted features as inputs achieves

90.98% accuracy after 20 epochs in the non-private setting [52].

CIFAR-10 comprises 50,000 training samples and 10,000 testing

samples of colored objects categorized into 10 categories. Each

category contains 6,000 color images of size 32 × 32 with three

color channels. Additionally, each sample is accompanied by a label

indicating the category to which it belongs. The model trained

using handcrafted features as inputs achieves 71.12% accuracy after

20 epochs in the non-private setting [52].

IMDb consists of 50,000 reviews of movies, each review encoded

as a list of word indexes and labeled with an obvious bias towards

either positive or negative sentiment. The dataset is divided into a

training set of 25,000 reviews and a test set of 25,000 reviews. In

the non-private setting, the model trained using cross-entropy loss

function, Adam optimizer, and an expected batch size of 32 achieves

an accuracy of 79.97% after 20 epochs.

We apply the same convolutional neural network architecture

as [40, 52, 56] to three image datasets, i.e., MNIST, FMNIST, and

CIFAR-10. Additionally, we used a same five-layer recurrent neural

network as in [56] for the IMDB dataset. We use the categorical

cross-entropy loss function for all datasets.

Table 1: Noise multiplier for validation 𝜎𝑣

Dataset 𝜖 = 1 𝜖 = 2 𝜖 = 3 𝜖 = 4

MNIST 1.3 1.0 0.9 0.8

FMNIST 1.3 1.3 0.8 0.8

CIFAR-10 1.3 1.3 1.1 1.1

IMDB 1.3 1.2 1.0 0.9

6.1.3 Parameter Settings. In our experiments, we set the privacy

budget 𝜖 from 1 to 4 for each dataset while fixing 𝛿 = 10
−5
. For

image datasets, we user the SGD optimizer with a momentum

parameter set to 0.9; for the IMDB dataset, we employ the Adam

optimizer whose parameters are the same as [25].
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During the DPSGD phase, for the three image datasets, we adopt

the best parameters recommended in [52]. Specifically, we fine-

tune the noise multiplier 𝜎𝑡 for various 𝜖 , following the approach

outlined in [52, 56]. This fine-tuning process is a common practice

in all privacy-preserving machine learning methods, and it does

not incur any privacy loss. For the IMDB dataset, we enumerate

different values and choose the best for each parameter since the

competitor method [56] does nshiot specify them.

Based on our analysis in Section 3.2 and 3.3, we set the clipping

bound 𝐶𝑣 = 0.001 for Δ𝐸 and acceptance parameter 𝛽 = −1 to all

privacy budgets 𝜖 and datasets. In addition, for MNIST, FMNIST

and CIFAR-10, we set the batch size of validation set 𝐵𝑣 = 256.

While IMDB, which have fewer training samples, we set the batch

size of validation set 𝐵𝑣 = 128. The noise multiplier for validation

𝜎𝑣 ranges from 0.8 to 1.3 for all datasets and privacy budgets, as

shown in Table 1. Intuitively, when the privacy budget is small, we

increase 𝜎𝑣 to add more iteration rounds.

6.2 Overall Performance
Table 2 shows the classification accuracies of DPSUR and five com-

petitive methods.
1
It is noteworthy that DPSUR consistently out-

performs all competitors across all datasets and privacy budgets,

except for a less eminent advantage on the MNIST dataset where

the accuracy of [56] already approaches that of the non-private

setting, leaving little room for further improvement. For the other

three datasets, the classification accuracy of DPSUR is at least 1%

higher than the second best, which shows a huge improvement

over DPSGD.

Notably, DPSUR performs almost as well as in the non-private

setting at 𝜖 = 4 in three image datasets. The superior performance of

the DPSUR is attributed to our objective of selecting model updates

to minimize the loss function. Moreover, We derive the RDP for

the selective Gaussian mechanism, which allows us to reduce the

consumption of privacy loss. In particular, on the CIFAR-10 dataset,

we observe that DPSUR even outperforms non-private results when

𝜖 = 4. This is because moderate noise in SGD sometimes helps the

neural network escape from local minima [20].

6.3 Impact of Various Parameters
In this subsection, we study the impact of various parameters of

DPSUR, including the learning rate, the noise multiplier of valida-

tion, the cilpping bound of loss, and the threshold parameter. Due

to space limitation, we only show the results of CIFAR-10 dataset.

In all experiments, if not specified, we use the SGD optimizer with

the momentum 0.9, and set the learning rate 𝜂 = 4.0, batch size for

training 𝐵𝑡 = 8192, noise multiplier for training 𝜎𝑡 = 5.67, batch

size for validation 𝐵𝑣 = 128, noise multiplier for validation 𝜎𝑣 = 1.1,

clipping bound for validation 𝐶𝑣 = 0.001, the threshold parameter

𝛽 = −1, and privacy budget (3, 10−5).
Learning rate 𝜂. As plotted in Figure 9a, the highest accuracy

achieved is 70.83% when using a learning rate of 𝜂 = 4. If the

learning rate is larger than 4, the accuracy starts to decrease. This

is because a large learning rate may cause slow convergence to

the trained model. However, thanks to selective update, DPSUR

1
Since the scattering network used in DPSGD-HF [52] is not applicable to natural

language processing, we omit the results of this method on the IMDb dataset.

becomes adaptive to different learning rates, and the accuracy re-

mains stable at 70.02% when using a extremely high learning rate

𝜂 = 7.

Noise multiplier for validation 𝜎𝑣 . A large 𝜎𝑣 can save pri-

vacy budget running more rounds, which degrades the quality of

the accepted model. On the contrary, a small 𝜎𝑣 can guarantee the

accepted model quality, but consumes more privacy budget. Ac-

cording to Figure 9b, we find that the test accuracy of DPSUR is

quite stable at around 70.3% when 𝜎𝑣 increases from 0.8 to 1.3, and

the highest accuracy is 70.83% when 𝜎𝑣 = 1.1.

Clipping bound for validation 𝐶𝑣 . As aforementioned, using

a sufficiently small clipping bound 𝐶𝑣 can discretize the difference

of the loss Δ𝐸. With a shallow model training on CIFAR-10, loss

values ranging from 0.01 to 0.0001 are all considered sufficiently

small, a smaller 𝐶𝑣 (e.g. 1𝑒 − 05) than the front does not bring

performance gains. As shown in Figure 9c, the accuracy for the

cases of 𝐶𝑣 ∈ [0.01, 1𝑒 − 05] achieves slightly better performance.

However, when𝐶𝑣 is set to 1 or 10, we observe a significant decline

in performance, which is consistent with our analysis that setting

a large 𝐶𝑣 does not provide any performance benefits.

Threshold parameter 𝛽. The acceptance probability is influ-

enced by the parameter 𝛽 , with smaller values leading to a de-

creasing probability of accepting both low-quality and high-quality

models. As shown in Figure 9d, the best performance is achieved

when 𝛽 = −1.0. This is consistent with our analysis in Section 3.3

that a smaller 𝛽 leads to a higher rejection probability for low-

quality updates, thereby guiding the model towards the correct

direction during iterations. It is worth noting that setting 𝛽 too

small does not gain more benefits, as a very small 𝛽 causes the

model to reject almost all high-quality and low-quality solutions,

contributing nothing to the model convergence.

Batch size of validation set 𝐵𝑣 . A small 𝐵𝑣 can help conserve

the privacy budget, enabling more rounds of computation. However,

this can result in a decrease in the quality of the accepted model.

Conversely, a larger value of 𝐵𝑣 can ensure better model quality

but consumes a greater portion of the privacy budget. As shown in

Figure 9e, we observe that as 𝐵𝑣 increases from 32 to 256, the test

accuracy of DPSUR improves from 69.10% to 70.83%, but it declines

to 68.36% when 𝐵𝑣 = 1024.

6.4 Resilience Against Member Inference
Attacks

Differential privacy protection is naturally resistant to membership

inference attacks. To empirically verify if DPSUR achieves the same

privacy guarantee as DPSGD, we conduct membership inference

attacks on models trained on FMNIST and CIFAR-10, where their

models are trained from DPSUR and DPSGD algorithms, respec-

tively.

6.4.1 Attack overview. We adopt two membership inference at-

tacks, Black-Box/Shadow [45] and White-Box/Partial [37], which

are the SOTAmethods inmembership inference attack to our knowl-

edge.

Black-Box/Shadow. In the Black-Box/Shadow attack scenario,

the adversary has a shadow auxiliary dataset. The dataset is divided

into two parts, with one part used to train a shadow model for

the same task. The shadow model is then queried using the entire

1209



1210



and drops from 0.73 to around 0.50 on the CIFAR-10, which almost

equals to random guess. It’s noteworthy that the attack performance

on FMNIST is consistently poor, as models trained on FMNIST gen-

eralize well on non-member data samples [47]. These results show

that the model under DP protection can defend very well against

membership inference attacks, and our DPSUR algorithm can pro-

vide the same level of privacy protection as DPSGD.

Table 3: Accuracy of Member Inference Attack on FMNIST

Attack Algorithm 𝜖 = 1 𝜖 = 2 𝜖 = 3 𝜖 = 4 non-private

Black-

Box/Shadow

DPSUR 0.498 0.500 0.503 0.506

0.582

DPSGD 0.498 0.503 0.493 0.494

White-

Box/Partial

DPSUR 0.499 0.504 0.501 0.502

0.584

DPSGD 0.501 0.502 0.502 0.505

Table 4: Accuracy of Member Inference Attack on CIFAR-10

Attack Algorithm 𝜖 = 1 𝜖 = 2 𝜖 = 3 𝜖 = 4 non-private

Black-

Box/Shadow

DPSUR 0.495 0.498 0.503 0.504

0.732

DPSGD 0.504 0.505 0.504 0.505

White-

Box/Partial

DPSUR 0.499 0.501 0.502 0.503

0.743

DPSGD 0.500 0.501 0.501 0.503

7 RELATEDWORK
Privacy-preserving model training was first proposed in [5, 49].

Subsequently, Abadi et al. [1] proposed a generalized algorithm,

DPSGD, for deep learning with differential privacy, and since then

many works aimed at improving DPSGD from different aspects.

Gradient clipping. At each iteration of training, Zhang et

al. [67] used public data to obtain an approximate bound on gra-

dient norm and clip the gradients at this approximate bound. The

work in [53] proposed adaptive clipping in each layer of the neural

network. Andrew et al. [2] designed a method for adaptively tun-

ing the clipping threshold to track a given quantile of the update

norm distribution during training, especially in federated learn-

ing. Venkatadheeraj et al. [43] proposed AdaCliP, which using

coordinate-wise adaptive clipping of the gradient. However, a re-

cent work [61] has shown that by redefining the clipping equation

as𝐶𝑙𝑖𝑝𝐶 (𝑔) = 𝐶/| |𝑔| |2, clipping is actually equivalent to normaliza-

tion by setting the clipping bound small enough.

Gaussian noise. The work of [41] implemented adaptive noise

addition using a hierarchical correlation propagation protocol ap-

proach, adding a small amount of noise to features with high cor-

relation to the model’s output. Balle and Wang [4] introduced an

optimized Gaussian mechanism that directly calibrates variance

using the Gaussian cumulative density function instead of rely-

ing on a tail-bound approximation. Their work is orthogonal to

ours and can be incorporated ours as the underlying perturbation

mechanism. Lee et al. [30] selected the best learning rate from a

candidate set based on model evaluation in each round of DPSGD

training. Further, Xu et al. [60] employed the Root Mean Square

Prop (RMSProp) gradient descent technique to adaptively add noise

to coordinates of the gradient. Since then, many works [21, 64, 70]

have focused on reducing the dimensionality of the model during

training to reduce the impact of noise on the overall model.

Poisson sampling. Wei et al. [56] first explored the problem

of bias due to Poisson sampling in DPSGD and proposed DPIS,

which weights the importance sampling by the gradient norm of

the sample.

Models, pre-processing and parameter tuning. Papernot et
al. [40] found that using a family of bounded activation functions

(tempered sigmoids) instead of the unbounded activation function

ReLU in DPSGD can achieve good performance. Tramer et al. [52]

used Scattering Network to traverse the image in advance to extract

features before DPSGD training. Soham et al. [12] combined care-

ful hyper-parameter tuning with group normalization and weight

standardization to yield remarkable performance benefits.

Privacy accounting. Abadi et al. [1] proposed a method called

the Moments Accountant (MA) for giving an upper bound the pri-

vacy curve of a composition of DPSGD. The Moments Accountant

was subsumed into the framework of Renyi Differential Privacy

(RDP) introduced by [35]. Bu et al. [7] introduced the notion of

Gaussian Differential Privacy (GDP) base hypothesis test. There also

exits other variants of DP, for example Concentrated DP (CDP) [8]

and zero Concentrated-DP [8]. These variants are tailored for spe-

cific scenarios and can be converted into one another under certain

conditions. Our primary focus is on (𝜖, 𝛿)-differential privacy, as it
is themost prevalent andwidely adopted in both academic literature

and practical applications. Besides, many works [13, 14, 62, 63, 68]

based on local differential privacy focus on 𝜖- differential privacy.

8 CONCLUSION
We propose DPSUR, a differentially private scheme for deep learn-

ing based on selective update and release. Our scheme utilizes the

validation test to select appropriate model updates in each iteration,

thereby speeding up model convergence and enhancing utility. To

reduce the injected Gaussian noise, we incorporate a clipping strat-

egy and a threshold mechanism for gradient selection in each itera-

tion. Furthermore, we apply the Gaussian mechanismwith selective

release to reduce privacy budget consumption across iterations. We

conduct a comprehensive privacy analysis of our approach using

RDP and validate our scheme through extensive experiments. The

results indicate that DPSUR significantly outperforms state-of-the-

art solutions in terms of model utility and downstream tasks. Our

scheme is widely applicable to various neural networks, and can

serve as a flexible optimizer for new DPSGD variants. For future

work, we plan to extend DPSUR to larger models and datasets and

theoretically analyze its convergence speed.
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