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ABSTRACT
With the rapid development of blockchain, the concept of decentral-

ized applications (DApps), built upon smart contracts, has attracted

much attention in academia and industry. However, significant is-

sues w.r.t. system throughput, transaction confidentiality, and the

security guarantee of the DApp transaction execution and order

correctness hinder the border adoption of blockchain DApps.

To address these issues, we propose L2chain, a novel blockchain

framework aiming to scale the system through a layer-2 network

where DApps process transactions in the layer-2 network and only

the system state digest, acting as the state integrity proof, is main-

tained on-chain. To achieve high performance, we introduce the

split-execute-merge (SEM) transaction processing workflow with

the help of the RSA accumulator, allowing DApps to lock and up-

date a part of the state digest in parallel. We also design a witness

cache mechanism for DApp executors to reduce the transaction

processing latency. To fulfill confidentiality, we leverage the trusted

execution environment (TEE) for DApps to execute encrypted trans-

actions off-chain. To ensure transaction execution and order cor-

rectness, we propose a two-step execution process for DApps to

prevent attacks (i.e., rollback attacks) from subverting the state tran-

sition. Extensive experiments have demonstrated that L2chain can

achieve 1.5X to 42.2X and 7.1X to 8.9X throughput improvements

in permissioned and permissionless settings respectively.
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1 INTRODUCTION
Blockchain is an append-only structure of linked blocks, containing

transactions issued by participants who do not trust each other.

Consensus protocols ensure the security and reliability of the global

view of the on-chain data. With the rapid development, it has

evolved from original UTXO-based model which only supports
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cryptocurrencies (e.g., Bitcoin [49]) to account-based model, sup-

porting Turing-complete transactions with smart contracts (e.g.,
Ethereum [61]). In particular, smart contracts can represent service

level agreements (SLAs) among participants, empowering the de-
centralized applications (DApps) where data and SLAs are recorded

in contracts without a centralized service provider. It has been used

in many scenarios such as finance [59], healthcare [47], crowdsourc-

ing [32, 41], data sharing [26], federated learning [43], etc..

However, low throughput and scalability issues hinder the devel-

opment of blockchain-based DApps where the consensus protocol

is the main bottleneck [23]. For instance, proof-of-work (PoW) [49],

as a widely used protocol in permissionless chains where any node

can freely join or leave, can only commit tens of transactions per

second (tps), while PBFT [18] in permissioned chains with known

node identities can achieve hundreds of tps [24]. In addition, privacy

is another not well-addressed issue. Specifically, DApps can work

individually or collaborate to complete one workflow and some

DApps may use confidential logic and data to process transactions.

Meanwhile, DApps users may care about their privacy, requiring

executing transactions without exposing the details to DApp nodes.

What’s more, it is essential to ensure transactions are successfully

executed in the correct order with the resistance to malicious be-

havior trying to subvert the system security. Thus, in summary, we

need to fulfill three requirements of blockchain-based DApps:

(1) High Performance. The transaction processing should have

high performance in terms of high throughput and low latency.

(2) High Confidentiality. Both intra- and inter- DApp transac-

tions can be processed without exposing detailed information.

(3) High Security. Transactions processed by each DApp should

be correctly executed in an correct order to obtain the final result.

Recently, the concept of layer-2 (L2) solution, building upon a

layer-1 (L1) blockchain, has been proposed to improve the DApps’

performance. It is regarded as an orthogonal solution to enhance

the consensus protocols of blockchains [9]. Specifically, L2 solution

enables DApps to parallelly execute transactions off-chain through

authenticated and private communication channels. Additionally,

it only finalizes the execution result of a transaction batch on-chain

once, without recording every single transaction. Thus, compared

with a pure L1 chain, L2 solution performs much fewer on-chain

consensus, dramatically improving throughput and scalability.

However, existing L2 solutions are still immature and fail to

address aforementioned three requirements simultaneously. In par-

ticular, existing solutions can be categorized into two types. One

is to rely on decentralized channels where participants first lock
the on-chain collateral and establish private communication chan-

nels to exchange authenticated state transitions off-chain. After
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High confidentiality: For each DApp, some data can only be

visible internally and only record the data hash on-chain for in-

tegrity check. Examples are product cost price in Table 1 and user

purchased product in Table 2. For DApp users, some transactions

content needs to be even hidden from DApp executors. Such as a

user’s current balance required in transaction 4○ and 5○.

High security: Two criteria of the transaction need to be ensured:

Execution correctness needs to be publicly verifiable. For exam-

ple, without exposing user’s balance, DApps need to ensure that𝑈𝐴

has sufficient balance to purchase 𝑃1 and 𝑈𝐴’s balance is correctly

deducted after executing transaction 5○.

Order correctness to enforce DApps can only execute transac-

tions in a determined order to prevent rollback attacks where the

malicious obtains valid but outdated states to 1) cause state inconsis-

tency between L1 and L2, affecting the system security. 2) rollback

to outdated states to detect confidential transaction content.

Intuitively, we can encrypt states and transactions and let DApp

executors decrypt the inputs and execute transactions in a black
box that outputs updated encrypted states. Such that executors can-

not learn anything from the inputs and outputs. However, DApps’

marginal conditions (e.g., indicating invalid inputs) can leak side

information. Specifically, a rollback attacker can solely execute un-

committed self-made transactions together with user transactions

to trigger marginal conditions, breaking privacy. Here we illustrate

how a rollback attack can lead to state inconsistency and break

confidentiality based on workflow 2 in Example 2.1.

State inconsistency: Transactions 4○ and 5○ represent the state

change of𝑈 ′
𝐴
𝑠 balance where both $100 and $80, which have been

signed by retailer DApp executors, are valid. After internally pro-

cessing 5○ and 𝑈𝐴 receiving the product, a colluded executor tries

to finalize𝑈 ′
𝐴
𝑠 balance still as $100. However, L1 validators cannot

detect the obsolescence, since they did not join in the workflow

directly, leading to the state inconsistency between L1 and L2.

Break confidentiality: Suppose DApp executes transactions in a

“black box”, taking in encrypted 𝑈𝐴’s balance and product price,

then outputting a deducted balance (if sufficient). If one can rollback

the system state and feed the “black box” with different transactions,

the encrypted user balance can be detected by continually inputting

dummy product price until the box outputs “insufficient”.

To fulfill these requirements simultaneously, we introduce L2chain.

2.2 Layer-2 Blockchain Scaling
The L2 solution is built upon an L1 chain to reduce disseminat-

ing and consensus costs by off-loading transaction execution and

part of order workloads to L2 nodes and only using the L1 chain

for disputes [30]. Particularly, an accumulator (e.g., Merkle tree)

maintains system states and its digest of current state values (e.g.,
Merkle tree root) denoted by 𝐷 is recorded on the L1 chain. Users

use 𝐷 to authenticate if a state value is currently valid by checking

its membership of 𝐷 . To process transactions, there are three steps:

(1) Off-chain execution. L2 executors obtain the latest digest 𝐷

and an ordered transaction batch 𝐵 to perform a state transition

𝐷′ ← 𝑆𝑇𝐹 (𝐷, 𝐵), producing an updated digest 𝐷′.
(2) Execution correctness proof. L2 executors then generate a

proof 𝜋 ← 𝑃𝑅𝐹 (𝐷, 𝐵, 𝐷′), proving that by executing transac-

tions 𝐵, the state digest can be correctly updated to 𝐷′.

(3) Finalization on-chain. Finally, L2 executors invoke an L1

transaction, updating the on-chain state digest from 𝐷 to 𝐷′

with the proof 𝜋 . According to the verification result through a

function {0, 1} ← 𝑉𝑅𝐹 (𝐷, 𝐵, 𝐷′, 𝜋), L1 validators either com-

mit the L1 transaction on-chain or abort it.

By doing so, user transactions only need to be transmitted and

ordered among involved L2 executors and only one L1 transaction,

representing an L2 batch execution result, is processed on-chain. It

enhances the system by easing the consensus bottleneck.

2.3 Trusted Execution Environment (TEE)
Trusted Execution Environment (TEE) is a hardware solution pro-

viding an isolated memory area with the guarantee of confidential-
ity and integrity of data and codes running inside the area even if

the entire platform is compromised. Examples are Intel’s Software

Guard Extensions (SGX) [5, 36, 46] and ARM TrustZone (TZ) [53].

Take SGX as an example. Every time to initialize the code run-

time, SGX checks whether the hash of loaded code and data matches

the developer’s signature. During the run-time, SGX can prove to

others that the specific code is executed correctly (a.k.a. remote at-
testation [5]). Specifically, a private key 𝑠𝑘 is embedded in each SGX

enclave, and the corresponding public key 𝑝𝑘 is publicly known. Ev-

ery time to produce an execution result of the loaded code, it signs

with 𝑠𝑘 . Thus, remote nodes can use 𝑝𝑘 to verify the computation

integrity. In addition, with the secretly embedded keys, TEE can

also achieve data sealing which enables both the input and output

data of the TEE can remain encrypted and only be decrypted inside

a TEE ensuring the confidentiality of data as well.

2.4 RSA Accumulator
The RSA accumulator [17, 40] represents the members in a mul-

tiset 𝑆 with a digest 𝐷 where 𝐷 = 𝑔Π∀𝑠∈𝑆𝐻𝑝 (𝑠 ) ∈ G and 𝐻𝑝 () is
a hash-to-prime function. In particular, 𝐷 is a member of an RSA

quotient group [52] G (Z×
𝑁
/{±1} where 𝑁 is the production of

two prime numbers) which has a fixed member 𝑔 as the generator.

Such that, the accumulator digest 𝐷 is an integer with an unknown

order inG. The basic functions of an RSA accumulator include addi-

tion, removal, membership proof/verification and non-membership

proof/verification of an element. Recently, Boneh et al. [11] expends
the basic functions to support batch-based processing where the

Shamir’s Trick [58] plays an important role.

Shamir’s Trick. Given a group element 𝐷 and its x-th and y-th

roots𝐷𝑥 , 𝐷𝑦
, Shamir’s Trick can be used to compute the (xy)-th root

of 𝐷 . We define 𝑆𝑇 (𝐷𝑥 , 𝐷𝑦) → 𝐷𝑥𝑦
where 𝑆𝑇 () first computes

the Bezout coefficients 𝑎 and 𝑏 of 𝑥 and 𝑦, such that 𝑎𝑥 + 𝑏𝑦 =

1, then outputs (𝐷𝑥 )𝑏 (𝐷𝑦)𝑎 as the result of 𝐷𝑥𝑦
. 𝑆𝑇 (𝐷𝑥 , 𝐷𝑦) is

more efficient than directly computing 𝐷𝑥𝑦
because it has fewer

exponentiation operations.

Given the multiset 𝑆 with digest 𝐷𝑡 at time 𝑡 , we now define the

function of the RSA accumulator we need in this work as follows:

(1) 𝑨𝒅𝒅(𝑫𝒕 , 𝑺, 𝑬) → {𝑫𝒕+1, 𝑺
⋃︁

𝑬 } : add a batch 𝐸 of elements

into 𝑆 and obtain the updated digest 𝐷𝑡+1 = 𝐷
Π∀𝑒∈𝐸𝐻𝑝 (𝑒 )
𝑡 .

(2) 𝑫𝒆𝒍 (𝑫𝒕 , 𝑺, 𝑬) → {𝑫𝒕+1, 𝑺 − 𝑬 } : delete a batch 𝐸 of elements

from 𝑆 and obtain the updated digest 𝐷𝑡+1 = 𝐷
1/Π∀𝑒∈𝐸𝐻𝑝 (𝑒 )
𝑡 .
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(3) 𝑴𝒆𝒎𝑷 (𝑫𝒕 , 𝑺, 𝑬) → 𝒘𝑬 : a prover tries to convince to a verifier
that all elements in 𝐸 are valid members of 𝑆 by providing a

witness𝑤𝐸 = 𝑔Π∀𝑒∈𝑆,𝑒∉𝐸𝐻𝑝 (𝑒 )
. Note that,𝑤𝐸 is exactly the same

as 𝐷𝑡+1 after deleting 𝐸 from 𝑆 .

(4) 𝑴𝒆𝒎𝑽 (𝑫𝒕 ,𝒘𝑬 , 𝑬) → {0, 1} : a verifier verifies if 𝐸 ⊂ 𝑆

by checking if (𝑤𝐸 )Π∀𝑒∈𝐸𝐻𝑝 (𝑒 ) = 𝐷𝑡 . Note that, with larger

Π∀𝑒∈𝐸𝐻𝑝 (𝑒), 𝑀𝑒𝑚𝑉 needs more exponentiation operations.

However, the cost can be bounded within a constant by using

the Wesolowski proof [60], for more details please refer to [11].

Keep witnesses. Both deletion and membership proof of an ele-

ment 𝑒 require to compute 𝐻𝑝 (𝑒)-th root of the digest 𝐷𝑡 . How-

ever, without the RSA trapdoor, one has to reconstruct the digest

from scratch i.e., 𝐷𝑡+1 = 𝑔Π∀𝑠∈ (𝑆−{𝑒})𝐻𝑝 (𝑠 )
which is time-costly [11].

Thus, by pre-computing and storing the witness𝑤𝑖 (∀𝑒𝑖 ∈ 𝑆,𝑤𝑖 =

𝑔Π∀𝑒∈𝑆,𝑒≠𝑒𝑖𝐻𝑝 (𝑒 ) = 𝐷
1/𝐻𝑝 (𝑒𝑖 )
𝑡 ), deletion and membership proof can

be efficiently performed. Moreover, when elements of 𝑆 change, the

witness𝑤𝑖 of element 𝑒𝑖 can be updated in the following cases:

(1) A new element 𝑒∗ is added to 𝑆 : The new witness is𝑤
𝐻𝑝 (𝑒∗)
𝑖

.

(2) An element 𝑒∗ is deleted from 𝑆 : After the deletion of 𝑒∗,
we can obtain the updated digest 𝐷𝑡+1 = 𝐷

1/𝐻𝑝 (𝑒∗)
𝑡 of 𝑆 . Thus,

we can update each 𝑒𝑖 ’s witness by 𝑆𝑇 (𝑤𝑖 , 𝐷𝑡+1).

2.5 Related Works
Next, we briefly review typical related DApp systems, from the

perspectives of performance, confidentiality and security.

Performance. Existing DApp systems can be categorized in:

Permissionless: Ethereum [61], as the pioneer to support DApps

with smart contracts, uses PoW [49] as the consensus protocol with

only tens of tps. Improvements are achieved by layer-2 paradigm.

Plasma [54] and zkSync [45] achieve hundreds of tps. However,

their transaction validation strategies (e.g., optimistic rollup [16]

for Plasma and zero-knowledge proof [28] for zkSync) introduce

high latency from tens minutes to even days.

Permissioned: Fabric [6] uses PBFT [18] and Quorum [19] uses

IBFT [1] and Raft [51] to reach consensus among authorized nodes.

Besides, protocols such as Tendermint [15], HotStaff [64], SBFT

[31] also use message exchange to tolerant Byzantine faults (BFT)

with hundreds of tps. However, existing systems aim to reach global

consensus at once and do not provide flexibility for DApps to adopt

self-desired protocols (e.g., Paxos [38] and Raft for crash failure

tolerance (CFT)), limit the overall performance.

Hybrid consensus: For flexibility, some systems allow multiple

consensus protocols to coexist. Corda [56] supports pluggable pro-

tocols of DApps. While, CAPER [4], Multichain [29], cross-chain

swap [34] and deal [35] maintain different views of chains with

different protocols. However, the challenge is to deal with the cross-

chain/app transactions which will be discussed later.

Confidentiality. Transactions on Ethereum are publicly avail-

able without confidentiality. Meanwhile, Plasma, zkRollup, and

zkSync shift workloads to L2 centralized but untrusted processors.

Although user transactions are private to L1 nodes, they are still

available to L2 processors. Fabric introduces channels with Pri-

vate Data Collections [7] to isolate DApps and their transactions.

However, the channel structure is static, facing the challenge of

cross-app transactions. While, Quorum, Corda, CAPER, Multichain,

cross-chain swap, and deal make private transactions only visi-

ble to chosen participants. Precisely, transactions are encrypted or

recorded in a private chain, and can only be decrypted or viewed

by nodes with legitimate. However, in our motivation scenario,

transaction executors, which are participants of the above systems,

can also be malicious. Thus, our goal is more strict: making the

private transactions only visible to authorized codes (SLAs).

Security. Typical systems such as Ethereum, Fabric, Quorum, Mul-

tichain, Corda and CAPER rely on consensus nodes to replay and

validate transaction execution and order correctness. Meanwhile,

L2 solutions embed the transaction batch execution and order re-

sults in one L1 transaction. It inevitably brings long latency to

either run cryptography algorithms or wait for the protocol com-

pletion. Moreover, for cross-app transactions, tedious efforts are

required. Systems that statically divide DApp states (e.g., Fabric,
Plasma, and zkSync) need to reform a new consortium or transform

states between DApps. While, CAPER, cross-chain swap and deal

use specially designed protocols to ensure the atomic transaction

commit of cross-app transactions within a bounded time.

Our work is also related to TEE-based blockchains. For instance,

Teechain [42] uses TEE to secure the payment network. [21] uses

TEE to improve the efficiency of BFT consensus protocol. Slim-

Chain [62] designs a stateless chain by using the TEE to decou-

ple transaction execution and ordering, reducing the computation

and storage bottleneck of the L1 validators. Although a stateless

chain also executes transactions off-chain, each execution result

still needs to be serialized by every validator which does not relieve

the consensus bottleneck. Differently, an L2 architecture scales the

system by improving the block space utilization. In addition, none

of them focus on our motivation scenario, providing three features

simultaneously. While [14] relieve the TEE rollback attack in BFT

consensus-based systems only, which does not fit in our scenario

where DApps can choose arbitrary consensus mechanisms.

In summary, in existing systems, DApps cannot share states

flexibly with high throughput. Meanwhile, it lacks user privacy

protection from malicious L2 nodes. Also, TEE-based chains cannot

withstand the rollback attack well to retain transaction execution

and order security. L2chain aims to address all of these issues.

3 L2CHAIN OVERVIEW
In this section, we first introduce our design goals, challenges and

threat model. Then we provide an overview of the L2chain.

3.1 Design Goals and Challenges
We summarize our design goals with their technique challenges:

• To achieve high performance (3 goals):
(1) Batch-based Layer-2 Processing: Transactions are processed
in batches in an L2 network with execution results on-chain.

(2) Balanced Storage: L1 validators only maintain cryptogra-

phy digests of states to validate transactions execution results.

Meanwhile, L2 executors only maintain states that they need.

(3) Parallel Transaction Processing: DApp transactions without

dependency on each other can be processed in parallel.

• To achieve high confidentiality (1 goal):
(4) Confidential Transaction Execution: DApp transactions and

private data are executed and maintained off-chain by related
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(6) Executors generate an L1 merge transaction 𝑡𝑥𝑇𝑚𝑒𝑟 , containing

the hash of block 𝐵 with 𝑡𝑥𝑇
𝑠𝑝𝑙

, updated digest 𝐷
′
𝑇
and TEE sig-

nature 𝜋𝑇
𝑇𝐸𝐸_𝑒𝑥𝑒

. After validation, L1 validators record 𝑡𝑥𝑇𝑚𝑒𝑟

on-chain which completes the process.

In particular, the entire workflow is divided into three phases.

Split-phase (steps 1∽3): L2 executors collect L2 transactions
and categorize them into intra- and inter- DApp. In each period,

executors order different transactions separately among involved

DApp executors by running consensus protocols determined in the

on-chain SLAs to form an L2 transaction batch. Ordered batch is

organized into a Merkle tree to preserve the order information, and

involved nodes sign on the tree root as the consensus evidence.

Then, executors simulate the transaction batch in the TEE to obtain

read/write sets with the TEE signature 𝜋𝑇
𝑇𝐸𝐸_𝑠𝑖𝑚

(detailed in Sec. 6),

based on which generate an L1 split transaction defined as follows:

Definition 4.1 (Split transaction). Given an ordered layer-2

transaction batch 𝑇 organized in a Merkle tree with root 𝑇𝑟𝑜𝑜𝑡 , its

read/write set 𝑆𝑇 signed by TEE with 𝜋𝑇
𝑇𝐸𝐸_𝑠𝑖𝑚

, and the current

available layer-1 states 𝑆𝑎𝑣𝑙 with digest 𝐷𝑎𝑣𝑙 , a split transaction

is defined as a tuple 𝑡𝑥𝑇
𝑠𝑝𝑙

= (𝑆𝑇 , 𝐷𝑇 ,𝑤𝑇 ,𝑇𝑟𝑜𝑜𝑡 , 𝜋
𝑇
𝑇𝐸𝐸_𝑠𝑖𝑚

) where
𝐷𝑇 =

∏︁
∀𝑆𝑖 ∈𝑆𝑇 𝐻𝑝 ({𝑆𝑖 , 𝑆𝑖 .𝑣}),𝑤𝑇 = 𝑀𝑒𝑚𝑃 (𝐷𝑎𝑣𝑙 , 𝑆𝑎𝑣𝑙 , 𝑆𝑇 ).

The split transaction 𝑡𝑥𝑇
𝑠𝑝𝑙

is then sent to L1 validators who

check: 1) if the DApp has the authority to access states in 𝑆𝑇 ac-

cording to contract SLAs. 2) if 𝐷𝑎𝑣𝑙 = 𝑒𝑥𝑝 (𝑤𝑇 , 𝐷𝑇 ), which is the

membership check that 𝑆𝑇 is in the current available state values

𝑆𝑎𝑣𝑙 (i.e.,𝑀𝑒𝑚𝑉 (𝐷𝑎𝑣𝑙 ,𝑤𝑇 , 𝑆𝑇 )). If all checks pass, validators packs
𝑡𝑥𝑇

𝑠𝑝𝑙
in an L1 block. As discussed in Sec. 2.4, generating the witness

𝑤𝑇 for 𝑆𝑇 can be computation and storage costly. Thus, in Sec. 5,

we propose witnesses cache to minimize such an overhead cost.

Conflict elimination: As DApps concurrently process L2 trans-

actions, conflicts may occur in two aspects: ➊ Across L2 batches
where two L1 split transactions of two L2 batches try to split the

digests consisting of the same state simultaneously. Such conflicts

are resolved by L1 validators. Specifically, in each L1 block, each

available L1 state can only be split once (appear in one split transac-

tion). Otherwise the entire block is invalid, making it nonprofitable

for the validator. Meanwhile, in systems with non-deterministic

L1 consensus protocols, the issue that two validators generate con-

flicting blocks based on the same available L1 states is similar to

the public chain fork problem which can be resolved by the longest

chain rule [49]. ➋ Within an L2 batch where two L2 transactions

have conflicts (e.g., an inter-DApp transaction reading the state

updating by an intra-DApp transaction). Since each L2 batch is still

serially processed in the L2 network, to order an L2 batch in the

split phase, each transaction is simulated (detailed in Sec. 6) and

consent among related executors to prevent invalid state access.

Execute-phase (steps 4 and 5): After the split transaction 𝑡𝑥𝑇
𝑠𝑝𝑙

of states 𝑆𝑇 has been recorded in an on-chain block 𝐵, layer-2

executors can obtain the block header 𝐻𝐵 . In particular, the valid

𝑡𝑥𝑇
𝑠𝑝𝑙

is essential to execute transactions, thus we need to check: 1)

the validity of layer-1 consensus proof Π𝑐𝑜𝑛 , indicating 𝐵 is a valid

on-chain block, where Π𝑐𝑜𝑛 is determined by the layer-1 consensus

protocol (detailed in Sec. 6). 2) If 𝑡𝑥𝑇
𝑠𝑝𝑙

is a valid member of 𝐵, by

checking the Merkle hash root 𝐻𝑠𝑝𝑙𝑖𝑡 of all split transactions in 𝐵.

We leverage the TEE to execute transactions. Specifically, the in-

puts of TEE are transactions𝑇 , the read/write sets 𝑆𝑇 , the split trans-

action 𝑡𝑥𝑇
𝑠𝑝𝑙

of𝑇 , and the header𝐻𝐵 of block containing 𝑡𝑥𝑇
𝑠𝑝𝑙

. Then

TEE executes transactions to update states in 𝑆𝑇 to 𝑆
′
𝑇
(detailed in

Sec. 6). Finally, TEE outputs the digest𝐷
′
𝑇
=
∏︁
∀𝑆𝑖 ∈𝑆

′
𝑇

𝐻𝑝 ({𝑆𝑖 , 𝑆𝑖 .𝑣})
of updated states 𝑆

′
𝑇
and a proof Π𝑇

𝑇𝐸𝐸_𝑒𝑥𝑒
, indicating transactions

𝑇 are correctly executed to obtain 𝐷
′
𝑇
.

Merge-phase (step 6): To complete the SEM process, executors

generate an L1 merge transaction to merge the digests of updated

states in 𝑆
′
𝑇
and current L1 available states to make 𝑆

′
𝑇
be accessed

by other DApps. We define the merge transaction as follow:

Definition 4.2 (Merge transaction). Given the hash 𝐵ℎ𝑎𝑠ℎ of

block containing the split transaction 𝑡𝑥𝑇
𝑠𝑝𝑙

of ordered transactions

𝑇 , and the updated digest 𝐷′
𝑇
with its execution correctness proof

𝜋𝑇
𝑇𝐸𝐸_𝑒𝑥𝑒

, a merge transaction is a tuple 𝑡𝑥𝑇𝑚𝑒𝑟 = {𝐵ℎ𝑎𝑠ℎ, 𝐻 (𝑡𝑥𝑇𝑠𝑝𝑙 ),
𝐷′
𝑇
, 𝜋𝑇

𝑇𝐸𝐸_𝑒𝑥𝑒
} where 𝐻 (𝑡𝑥𝑇

𝑠𝑝𝑙
) is the hash of 𝑡𝑥𝑇

𝑠𝑝𝑙
.

Layer-1 validators process the merge transaction 𝑡𝑥𝑇𝑚𝑒𝑟 in fol-

lowing steps: 1) obtain 𝑡𝑥𝑇
𝑠𝑝𝑙

from the block with hash 𝐵ℎ𝑎𝑠ℎ and

check its integrity through 𝐻 (𝑡𝑥𝑇
𝑠𝑝𝑙
). 2) verify 𝜋𝑇

𝑇𝐸𝐸_𝑒𝑥𝑒
based on

𝐻 (𝑡𝑥𝑇
𝑠𝑝𝑙
) and 𝐷

′
𝑇
. 3) if all checks pass, pack 𝑡𝑥𝑇𝑚𝑒𝑟 into a layer-1

block with the updated available states digest 𝐷𝑎𝑣𝑙 (detailed next).

Aggregate multiple split and merge transactions: A layer-1

block can contain multiple split and merge transactions. Thus, their

effects to the current available states digest 𝐷𝑎𝑣𝑙 need to be aggre-

gated and recorded in the block. Specifically, for two split transac-

tions 𝑡𝑥1
𝑠𝑝𝑙

and 𝑡𝑥2
𝑠𝑝𝑙

, a validator checks if 𝑡𝑥1
𝑠𝑝𝑙

.𝑆1
⋂︁
𝑡𝑥2

𝑠𝑝𝑙
.𝑆2 = ∅. If

not, it means state contention exists. Thus, one of them is discarded

randomly
2
. After resolving all state contentions of split transac-

tions, we continue updating 𝐷𝑎𝑣𝑙 by 𝐷𝑎𝑣𝑙 := 𝑆𝑇 (𝐷𝑎𝑣𝑙 , 𝑡𝑥
𝑖
𝑠𝑝𝑙

.𝑤𝑇 )
for each split transactions 𝑡𝑥𝑖

𝑠𝑝𝑙
, and 𝐷𝑎𝑣𝑙 := 𝑒𝑥𝑝 (𝐷𝑎𝑣𝑙 , 𝑡𝑥

𝑗
𝑚𝑒𝑟 .𝐷

′
𝑇
)

for each merge transaction 𝑡𝑥
𝑗
𝑚𝑒𝑟 . Finally, the validator organizes

split and merge transactions into two Merkle trees with hash roots

𝐻𝑠𝑝𝑙𝑖𝑡 and 𝐻𝑚𝑒𝑟𝑔𝑒 separately, and record 𝐷𝑎𝑣𝑙 in the block as well.

Pipeline to reduce the latency: Compared with the pure L1

architecture, SEM introduces an additional on-chain transaction

to commit the L2 batch execution results, which brings extra la-

tency, exacerbating data contention and delaying successive batch

processing. To relieve this issue, we can pipeline the digest split

and merge phases. Specifically, by allowing transmitting merge

transactions in the L2 network, executors can combine the merge

of updated digests with the split of to-be-processed state digest into

one on-chain transaction. We detail in an example as follows:

Example 4.3. Suppose current L1 available digest 𝐷𝑎𝑣𝑙 repre-

sents states 𝑆1∽𝑆8, then executors in 𝐷𝐴𝑝𝑝1 split 𝑆1∽𝑆3 with di-

gest 𝐷1 (now L1 available digest becomes 𝐷1

𝑎𝑣𝑙
where 𝐷𝑎𝑣𝑙 =

𝑒𝑥𝑝 (𝐷1

𝑎𝑣𝑙
, 𝐷1)) and process an L2 batch𝑇1 to update 𝑆1∽𝑆3 with the

outcome digest 𝐷∗
1
. With pipeline, instead of 𝐷𝐴𝑝𝑝1 executors in-

voke an L1merge transaction 𝑡𝑥
𝑇1
𝑚𝑒𝑟 for𝐷

∗
1
immediately, they propa-

gate 𝑡𝑥
𝑇1
𝑚𝑒𝑟 in the L2 network. Assume now an L2 batch𝑇2 of𝐷𝐴𝑝𝑝2

2
For simplicity, in this work, we do not consider concurrent state access.
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optimal cache group count 𝜏 . Suppose there are 𝑛 accessible states

for an executor and the cost of adding one state into the digest is 𝛼 .

Without the witness cache, the average time cost to generate the

RSA membership witness for states is 𝑐𝑜𝑠𝑡1 = 𝛼 (𝑛 − 1)∑︁ 𝑓𝑖 . On the

other hand, with 𝜏 witness caches, the amortized witness generation

cost can be bounded by 𝛼 ( 𝑛𝜏 − 1)
∑︁

𝑓𝑖 . Meanwhile, suppose the cost

of updating one witness based on one on-chain block is 𝛽 , the

average cache update cost is 𝛽𝜏 . In total, the average cost of using

the witness cache is 𝑐𝑜𝑠𝑡2 = 𝛼 ( 𝑛𝜏 − 1)
∑︁

𝑓𝑖 + 𝛽𝜏 . Thus, to find the

optimial cache group count is to maximize 𝑐𝑜𝑠𝑡1 − 𝑐𝑜𝑠𝑡2 = 𝛼 (𝑛 −

1)∑︁ 𝑓𝑖 − 𝛼 ( 𝑛𝜏 − 1)
∑︁

𝑓𝑖 − 𝛽𝜏 which is achieved when 𝜏 =

√︃
𝛼𝑛

∑︁
𝑓𝑖

𝛽
.

Dynamic programming-based algorithm. To solve the wit-

ness cache optimization problem, the basic idea is to sort states

based on the access frequency in descending order and use dynamic

programming to determine the optimal partition points to form 𝜏

cache groups. We first propose a lemma.

Lemma 5.4. For the optimal partition of the ordered witness caches
𝐶𝑖 (𝑖 ∈ [1, 𝜏]), ∀|𝐶𝑖 | < |𝐶 𝑗 |, the smallest state access frequency in 𝐶𝑖
is greater than or equal to the highest frequency in 𝐶 𝑗 .

Due to limited space, we refer the proof to our technical re-

port [63]. With this lemma, we propose a dynamic programming-

based algorithm to optimize the cache organization:

Algorithm details: As shown in Algo. 1, we sort states based

on access frequencies. Then we create a 3D (i, j, k) array with ∞
as the default value (line 1). These dimensions represent: 𝑖: the

state list position in making partition decision, 𝑗 : cardinality of

the largest cache group, 𝑘 : the number of unformed caches. Values

of the dimension 𝑘 = 0 are initialized in line 3, calculated by the

witness generation cost of the last cache group. Then, we recursively

compute all entries starting from the dimension (0, 𝑗, 𝑘) and find

the minimum value as the optimal objective value (lines 5-9). Each

time, we compare the cost to decide whether to form a new cache

group including states from 𝑖 to 𝑖 + 𝑗 . Finally, 𝑂𝑢𝑡𝑝𝑢𝑡𝑃𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛()
can produce the optimal partition based on the computed table

𝑡 (𝑖, 𝑗, 𝑘). Due to space limit, we omit the details.

Complexity analysis. To sort 𝑛 states based on the access fre-

quency, the time complexity is 𝑂 (𝑛 log𝑛). To compute all entries

of the DP table, it takes 𝑂 (𝑛2𝜏). Thus, the overall time complexity

of Algo. 1 is 𝑂 (𝑛2𝜏).
Dynamic change of access frequencies. Since the access fre-
quency of executors to each state can change dramatically after

a period, we need to re-organize the cache to minimize the av-

erage witness generation cost as well. To handle the dynamic is-

sue, for each cache group 𝐶𝑖 order by the cardinality in accend-

ing order, we record its cardinality |𝐶𝑖 |, highest ℎ𝑖𝑔ℎ(𝐶𝑖 ) and low-

est 𝑙𝑜𝑤 (𝐶𝑖 ) access frequencies of its inside states as well as the

average access frequency 𝑓¯ of all states. When access frequen-

cies of states 𝑆∗ change, we first reassign 𝑆∗ to caches such that

∀𝑆𝑖 ∈ 𝐶 𝑗 , 𝑓𝑖 ∈ [𝑙𝑜𝑤 (𝐶 𝑗 ), ℎ𝑖𝑔ℎ(𝐶 𝑗 )] holds. Then, starting from𝐶1 to

𝐶𝜏 , for each𝐶𝑖 , we continue reassigning the states in𝐶𝑖 with lowest

access frequency to𝐶𝑖+1 until ∀𝑆 𝑗 ∈ 𝐶𝑖 , ( |𝐶𝑖 | −1)
∑︁

𝑓𝑗 ≤ 𝑛
𝜏 (

𝑛
𝜏 −1) 𝑓¯ .

The time complexity of such method is 𝑂 (𝑚𝜏 log 𝑛
𝜏 ) where 𝑚 is

the number of updated access frequencies, which is far less than

repartition all caches from scratch. Similar to the analysis in the

optimal cache group count selection, with 𝛼 as the cost of adding

one element into the accumulator, such reassignment strategy en-

sures that the upper bound of the average witness generation cost

is 𝛼 ( 𝑛𝜏 − 1)∑︁ 𝑓𝑖 which is the exception cost by using the cache

mechanism. Meanwhile, executors can also choose to rerun the

Algo. 1 periodically to seek for the optimal cache organization.

Algorithm 1: DP-based cache organization optimization

Input :State addresses 𝑆𝑖 , 𝑖 ∈ [1, 𝑛] with access frequency

𝑓𝑖 , cache group count 𝜏 .

1 Sort 𝑆𝑖 based on 𝑓𝑖 in the descending order;

2 t(i, j, k)← initialize a 𝑛 × 𝑛 × 𝜏 3D array with∞ by default;

3 for 𝑖 ∈ [1, 𝑛], 𝑗 ∈ [1, 𝑛] do
4 t(i,j,0) = (𝑛 − 𝑖 − 1)∑︁∀𝑙∈[ (𝑛−𝑖 ),𝑛] 𝑓𝑙 ;
5 for 𝑘 ∈ [1, 𝜏] do
6 for 𝑖 from 𝑛 − 2 to 0 do
7 for 𝑗 from 𝑛−𝑖

𝑘+1 to 0 do
8 partition = t(i+j, j, k-1) + ( 𝑗 − 1) ·∑︁𝑖+𝑗

𝑙=𝑖
𝑓𝑙 ;

9 non_partition = t(i, j+1, k);

10 t(i, j, k) = min(partition, non_partition);

11 opt-cost = find minimum value in 𝑡 (0, 𝑗, 𝜏), ∀𝑗 ∈ [1, 𝑛];
12 OutputPartition();

6 LAYER-2 TWO-STEP EXECUTION
In this section, we detail the two-step L2 DApp transaction exe-

cution in the SEM process. It aims to prevent the rollback attack,

resulting in transaction content leakage and state inconsistency.

Basic idea: As described in Sec. 3.2, we divide the execution into

two steps. The first step is simulation in the split-phase. Since we

target an account-based model where general-purpose transactions

can affect arbitrary states and be encrypted for privacy, their read-

/write sets cannot be known in advance. Meanwhile, we need to

enforce TEEs only executing ordered transactions based on com-

mitted input states to prevent the rollback attack. Thus, we use the

simulation step to obtain read/write sets and finalize the order of

transaction batch in the L2 network to produce a corresponding

L1 split transaction 𝑡𝑥𝑇𝑚𝑒𝑟 . Once 𝑡𝑥
𝑇
𝑚𝑒𝑟 is committed on-chain, the

execute-phase is for executors to execute 𝑇 to obtain the result.

Algorithm 2: Transaction simulation (in TEE)

Input :Ordered transactions 𝑇 with its Merkle root 𝑇𝑟𝑜𝑜𝑡
and aggregated signature 𝜎𝑇𝑟𝑜𝑜𝑡 , local states 𝑆 .

1 if 𝑣𝑒𝑟𝑖 𝑓 𝑦 (𝑇𝑟𝑜𝑜𝑡 , 𝜎𝑇𝑟𝑜𝑜𝑡 ) 𝑓 𝑎𝑖𝑙𝑒𝑑 then abort;
2 if 𝑜𝑟𝑑𝑒𝑟_𝑐ℎ𝑒𝑐𝑘 (𝑇,𝑇𝑟𝑜𝑜𝑡 ) 𝑓 𝑎𝑖𝑙𝑒𝑑 then abort;
3 𝑆𝑇 ← 𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑒 (𝑇, 𝑆);
4 𝐷𝑇 ,¬𝐷𝑇 ← 𝑤𝑖𝑡𝑛𝑒𝑠𝑠_𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛(𝑆𝑇 ); // see Sec. 5
5 𝜋𝑇

𝑇𝐸𝐸_𝑠𝑖𝑚
← 𝑇𝐸𝐸.𝑠𝑖𝑔𝑛(< 𝑇𝑟𝑜𝑜𝑡 , 𝑆𝑇 , 𝐷𝑇 ,¬𝐷𝑇 >);

6 return < 𝑆𝑇 , 𝐷𝑇 , 𝜋
𝑇
𝑇𝐸𝐸_𝑠𝑖𝑚

>

Step 1: Simulation. As introduced in Sec. 4, during the split-phase,

involved DApp executors order an L2 transaction batch 𝑇 by run-

ning the predetermined L2 consensus protocol and organize 𝑇 into

a Merkle tree with root 𝑇𝑟𝑜𝑜𝑡 . Algo. 2 shows the simulation step

where TEE first verifies the input validity (lines 1-2) by checking:
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7 EXPERIMENTAL STUDY
In this section, we evaluate L2chain by comparing with the follow-

ing baselines in both permissioned and permissionless scenarios:

• Quorum: a variant of Ethereum with confidentiality by encod-

ing and making the private transactions only visible to related

nodes. Meanwhile, it supports pluggable consensus protocols

with both Raft and IBFT for a permissioned setting and Ethash

(the Ethereum PoW protocol) for a permissionless setting.

• CAPER-based: a cross-DApp permissioned blockchain. We

compare its hierarchical global consensus protocol [4] where

each DApp maintains the ledger in its own view and process

private transactions internally by local consensus protocols.

Meanwhile, the global consensus protocol ensures the global

view consistency and deals with cross-app transactions.

• SlimChain: an off-chain parallel transaction processing sys-

tem where off-chain proposers execute each transaction in

TEEs to update the state digest and on-chain validators aggre-

gate results into blocks.

7.1 Experiment Settings
DApp and workloads. We use the KVStore smart contract of the

BLOCKBENCH [24]macro benchmark as theworkload logic of each

DApp. Specifically, it reads/writes the key-value pairs of system

states. We use the YCSB workload [3] with different percentage of

read/write transactions (i.e., read-write with 50% read and write

transactions, read-only and write-only workloads). Meanwhile, to

capture the cross-app transactions, we first uniformly assign state

addresses in the workload to each DApp. Then we randomly group

two read/write operations to form one transaction such that it either

read/write states within one DApp or across two DApps.

Systemnodes.We control system nodes by the DApp count. Specif-

ically, each DApp has four nodes, referring to executors in L2chain,

proposers (also acting as storage nodes) in SlimChain, and chain

nodes, maintaining the ledger in CAPER and Quorum. For a fair

comparison, we set validators in L2chain and SlimChain with the

same number of DApp nodes. Then, we connect one client to each

DApp to send workloads. In addition, to evaluate L2chain’s fault-

tolerant ability compared with a pure L1 solution, at the beginning

of each block interval, we manually control each node in Quorum

and L2chain to be temporally crash with the probability of 𝜙 .

Consensus protocol. To capture a permissioned setting, we use

Raft consensus protocol to 1) maintain the L1 blockchain ledger

in Quorum and L2chain. 2) achieve local consensus among DApp

nodes of CAPER and L2chain executors. Meanwhile, to capture

a permissionless setting, we use PoW to maintain the blockchain

ledger of Quorum, SlimChain and L2chain while remaining Raft as

the protocol in L2 network of L2chain.

Witness cache. Each L2chainDApp executormaintains thewitness

cache proposed in Sec. 5. We vary the parameter of cache group

count 𝜏 according to Table 2 to evaluate the performance in different

settings. Besides, since the witness group is independent from each

other, we use multi-thread (16 by default) to accelerate the witness

generation and witness cache update after processing each L1 block.

Other parameters. As pointed out in [8], block time, indicating

how often to form a new block, does not affect the throughput but

higher time leads to higher latency. Thus, we adopt the default time:

1s for Raft and 10s for PoW. Similarly, for on-chain block size and

L2chain batch capacity, larger capacity leads to higher throughput

and latency. Thus, we fix block size and L2 batch capacity to 256,

approximating the average transaction count in Ethereum [2]. In

addition, we fix the overall state count to 2
26

based on unique

Ethereum addresses [2] and make them available to every DApps.

Table 2: System Parameters
Parameters Values

Number of DApps 4, 8, 16, 32
Percentage of cross-app transactions 0%, 20%, 80%, 100%
Number of witness cache group 𝜏 256, 512, 1024, 2048
Threads to maintain witness caches 4, 8, 16, 32
DApp node failure rate 𝜙 0%, 10%, 20%, 30%

Metrics and environments. We vary parameters in Table 2 with

default values in bold to evaluate system throughput and latency.

Precisely, throughput measures the number of transactions that

can be finalized on the main blockchain (or the global consensus

is achieved in CAPER) in a unit of time. Meanwhile, latency mea-

sures the breakdown average transaction processing time, including

transaction execution, consensus (with network message propaga-

tion time), and overhead cost which includes transaction encryption

and decryption in Quorum and SlimChain and RSA accumulator

operations (e.g., membership witness generation/verification and

witness cache update) in L2chain. Note that we eliminate the wait-

ing time for transactions to be processed at the DApp node side as

we measure the peak throughput by making the system saturated,

inevitably leading to a long waiting time.

We conduct the experiments on Microsoft Azure with the Stan-

dard_DC16s_v3
3
machines with 1500 Mbps network bandwidth.

7.2 Experimental Results
Overall Performance. Figures 8, 9 and 10 show the experimental

results where L2chain can always achieve the highest throughput.

In a permissioned setting, compared with CAPER and Raft Quorum

(Quorum-R), Raft L2chain (L2chain-R) improves the throughput by

1.5X to 2.6X and 21.9X to 42.2X, respectively. In a permissionless

setting, PoW L2chain (L2chain-P) can achieve 7.1X to 8.9X and

1.7X to 2.2X higher throughput than PoW Quorum (Quorum-P)
and SlimChain (Slim-P). For the latency, L2chain can save 63% to

75% processing time compared with Raft Quorum. However, due to

the overhead cost of RSA accumulator and cross-DApp consensus,

L2chain exposes higher latency of 2.7X to 3.2X than CAPER, 1.2X

to 1.6X than PoW Quorum, and 1.3X to 1.7X than PoW SlimChain.

Moreover, as shown in Fig. 11b the overhead cost can be reduced by

the multi-thread technique. In addition, we also evaluate L2chain’s

fault tolerance ability by varying the DApp node failure rate and

discuss the trade-offs of L2chain versus an L1 solution. Due to a

limited space, we refer more details in our technical report [63].

Impact of the DApps count.As shown in Fig. 8, the throughput of
all permissioned systems decreases with more DApps. Meanwhile,

the throughput improvement of L2chain increases from 26.8X to

42.2X compared with Raft Quorum, 1.9X to 2.4X compared with

CAPER. While, the latency of L2chain decreases from 75% to 65%

compared with Raft Quorum, 3.2X to 3.0X overhead compared with

3
https://docs.microsoft.com/en-us/azure/virtual-machines/dcv3-series
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