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ABSTRACT
Point-to-hyperplane nearest neighbor search (P2HNNS) is a funda-
mental problem which has many applications in data mining and
machine learning. In this paper, we propose a provable Locality-
Sensitive-Hashing (LSH) scheme based on multi-level quantization
errors to solve this problem. In the indexing phase, for each data
point, we compute the hash values of its residual vectors generated
by a stepwise quantization process. In the query phase, for each
processed point, we first determine its suitable level for hashing
and then determine the size of hash bucket based on its quantiza-
tion error in that level. We theoretically show that this treatment
not only yields a probability guarantee on query results, but also
makes the generated hash functions much more efficient to prune
those false points. Experimental results on five real datasets show
that the proposed approach generally runs 2X-10X faster than the
state-of-the-art LSH-based approaches.
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1 INTRODUCTION
In recent years, Point-to-hyperplane Nearest Neighbor Search (P2HNNS)
problem has attracted much attention due to its wide applications in
pool-based active learning [27, 30, 32], dimension reduction [5, 29]
and maximum margin clustering [6, 26]. This problem can be de-
scribed as follows: given a dataset D in a Euclidean space R𝑑 and
a query hyperplane 𝐻 with dimension 𝑑 − 1 in the same space,
how do we efficiently find the data point closest to 𝐻? When 𝑑
is low, we can solve this problem by existing tree structures like
KD-Tree [4] and Cone-Tree [25], etc. However, as 𝑑 goes larger,
these tree structures lose effectiveness due to the curse of dimen-
sionality [16]. Currently, for the search in high-dimensional spaces,
Locality Sensitive Hashing (LSH) has been regarded as an efficient
technique due to its robust theoretical guarantees and sub-linear
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query overheads [1, 10, 18, 20]. The basic idea of LSH is that, by de-
signing a hash function family, the approximate nearest neighbors
of queries can be found with probability guarantees by comparing
the hash values of queries and those of data points. Note that, ex-
cept for the theoretical implications, the guarantees owned by LSH
are also important for the determination of parameters. Therefore,
LSH-based approaches still play both theoretically and practically
important roles especially in the database field.

Currently, although most of LSH-based schemes are designed
to solve the point-to-point nearest neighbor search problem, by
some transformations on the hyperplane 𝐻 , it is feasible to design
effective LSH families, such as BH, MH, NH and FH, to solve the
P2HNNS problem [15, 33, 34]. Nevertheless, in this paper, we will
take a totally different way to design the LSH function family. Our
motivation is based on the following fact. Since LSH is essentially
a random-projection technique, it generally performs worse than
those heuristic learning-based approaches, such vector quantiza-
tion, in capturing important features on real datasets. Therefore. it
is natural to raise the following question: is it possible to design a
provable LSH-based scheme which could achieve the competitive
performance of quantization-based approaches. In this paper, our
main goal is to devise such structure. In addition, compared with
BH and MH [33, 34], our approach can apply to non-normalized
datasets, while compared with NH and FH [15], our approach does
not need any transformation on the query hyperplane and data
points. Actually, the dimension of transformed data is much higher
than the original one, which may weaken the efficiency of random
projection in the transformed space.

It is notable that, except for LSH-based approaches mentioned
above, there also exist some heuristic approaches (for the point-to-
point search) like vector quantization [2, 3, 13, 17, 23] and similarity
graph [11, 19, 22], which generally own higher search efficiencies
than LSH-based ones. However, we argue here that a theoretical
guarantee owned by LSH is sill important for some applications.
For instance, when we deal with the top-k nearest neighbor search
problem which requires high query accuracies, it is very hard to de-
termine the size of the candidate set containing those points whose
exact distances to the query need to be computed if no theoretical
guarantee exists. Thus, in this paper, we not only hope to greatly
improve the search efficiency of existing LSH-based approaches but
also need to ensure that the proposed approach owns guarantees
on query results. Actually, we can even adjust their relationships
in a reasonable manner, as will be shown in Sec. 4.

Before proceeding into the details, we first present the definition
of P2HNNS problem. For a given 𝑑-dimensional query hyperplane
𝐻 , we can express it as 𝑞𝑑+1 + 𝑑

𝑖=1 𝑦𝑖𝑞𝑖 = 0, where {𝑞𝑖 }’s are
hyperplane parameters and {𝑦𝑖 }’s represent the coordinates of
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points on 𝐻 . Then, the P2HNNS problem can be written in a formal
way as follows:

𝑥min = argmin{𝑠𝐻 (𝑥) = |⟨𝒙, 𝒒⟩ − 𝑏 |} (1)

, where 𝑥min is the true nearest neighbor; 𝑞 denotes the normal-
ized vector of [𝑞1, . . . , 𝑞𝑑 ]⊤ and 𝑏 = −𝑞𝑑+1/

√︃𝑑
𝑖=1 𝑞𝑖

2. For each
𝑥 , we first quantize it to 𝑥 via some quantization technique and
decompose 𝑥 as 𝑥 = 𝑥+𝑟 (𝑥), where 𝑟 (𝑥) denotes the residual vector
of 𝑥 . We observe that, to obtain a strict probability guarantee on
query results, we only need to consider residual vectors instead of
original data points tackled by existing LSH-based schemes, that
is, we only compute the hash values of 𝑟 (𝑥). On the other hand,
since for existing quantization techniques, the quantization error
∥𝑟 (𝑥)∥ is generally not taken into account in the query phase, the
treatment of 𝑟 (𝑥) can help improving the query accuracy further.
Note that, our work goes far beyond a straightforward combination
of a quantization process and a hashing process. In fact, our focus
in this paper is to show that there are some intrinsic connections
between these two processes, which not only yields the theoretical
guarantees on our final results, but also implies when to combine
these two processes from the perspective of efficiency. Both of these
two aspects lay the foundation for the proposed structure. Specifi-
cally, the connections mentioned above can be shown roughly as
follows. (1) For every data point, the size of hash bucket depends
on the quantization error. Generally, the smaller the quantization
error is, the smaller the required size of hash bucket is. Note that,
as the size decreases, the probability that the processed point falls
inside the hash bucket increases, which means that we can prune
the false point (if it is) more easily. (2) For those points which are
far away from 𝐻 , we can accordingly tolerate larger quantization
errors. In fact, for every data point, by checking the relationship
between its distance to the hyperplane and its quantization error,
we can automatically determine if the current quantization error is
tolerable for the examination of current hash values (More details
can be found in Fig. 1.).

Based on the observations above, we summarize our contribu-
tions as follows. Note that, the proposed framework is essentially an
LSH-based scheme and is compatible with any Multiple Codebook
Quantization (MCQ) technique.

(1) In Sec. 3, we derive some results regarding the random projec-
tion of residual vectors. We show that, under some assumptions, if
we set the size of hash bucket to a reasonable value, the nearest point
to the hyperplane is guaranteed to be found with a user-specified
success probability. This not only yields a theoretical guarantee of
our final algorithm, but also quantitatively shows how the size of
quantization error affects the effectiveness of random projection.

(2) In Sec. 4, based on the results obtained in Sec. 3, we propose a
structure called MQH (Hashing onMulti-level Quantization Errors
). Specifically, we generate several groups of hash functions, each
of which corresponds to a level of quantization error. In the query
phase, we can automatically determine a level for each data point
in an online fashion and examine its hash values in that level. If the
processed data point can be pruned with the probability guarantee
determined beforehand, we skip the examination of its remaining
sub-codewords to gain the efficiency.

Table 1: Some notations

Notation Explanation
D The dataset
𝑛 The size of dataset
𝐻 The query hyperplane
𝑞 An arbitrary normalized vector of 𝐻
𝐿 The number of levels (𝐿0 level is excluded)
M The number of sub-codebooks in each level
𝑥 The quantized vector of 𝑥
𝑟 (𝑥) The residual vector of 𝑥
𝑠𝐻 (𝑥) The distance of point 𝑥 to hyperplane 𝐻
𝑐 The approximation ratio (0 < 𝑐 < 1)
𝑤 The half-width of hash bucket
𝑚 The number of hash functions in each level
𝑙0 The parameter regarding the collision threshold
𝛿 The parameter controlling search performance
𝜖 The error rate (0 < 𝜖 < 1)
ℎ𝛼 (𝑥) The hash value of 𝑥 regarding vector 𝛼
#Col(,) The collision number of two points
𝛼 , 𝛽 Two coefficients regarding the time complexity

(3) In experiments, we show that, with the guarantee for approx-
imate P2HNNS solutions, MQH runs 2X-10X faster than existing
P2HNNS solvers for each target recall rate. In addition, MQH with
the strict guarantee of recall rates also generally performs better
than the competitive solver FH, which shows that MQH could
achieve a practical tradeoff between search performance and theo-
retical bound.

The rest of this paper is organized as follows. In Sec. 2, we intro-
duce some relevant definitions of P2HNNS and some LSH-based
P2HNNS solvers. In Sec. 3 and Sec. 4, we introduce the details of
MQH. In Sec. 5, we present some analysis of the proposed algorithm.
In Sec. 6, we verify the effectiveness of MQH by experiments.

2 RELATEDWORK
2.1 P2HNNS and LSH Function Families
Firstly, we introduce some background and definitions with respect
to LSH. Given a datasetD of 𝑛 𝑑-dimensional data points, P2HNNS
needs to find the point 𝑥min in D with the minimum distance to
query hyperplane 𝐻 . However, since finding such exact solution
may be exhaustive, especially in high-dimensional spaces, some
researchers turn to find approximate solutions and introduce ap-
proximation ratio 𝑐 to measure the difference between the true
nearest neighbor and the returned approximate nearest neighbor.
Specifically, for 𝑐-approximate nearest neighbor (𝑐-ANN) search,
only an approximate nearest neighbor 𝑥∗ needs to be returned, that
is, 𝑠𝐻 (𝑥∗) ≤ 𝑐𝑠𝐻 (𝑥min), where 𝑠𝐻 (𝑥) denotes the distance between
𝑥 and 𝐻 . Similarly, 𝑘NN search returns 𝑘 results 𝑥 (𝑖 )min (1 ≤ 𝑖 ≤ 𝑘),
where 𝑥 (𝑖 )min is the 𝑖-th true nearest neighbor of𝐻 . Its 𝑐-approximate
version, 𝑐-𝑘-ANN, returns a set of 𝑘 objects 𝑥 (𝑖 )∗ (1 ≤ 𝑖 ≤ 𝑘) satis-
fying 𝑠𝐻 (𝑥 (𝑖 )∗ ) ≤ 𝑐𝑠𝐻 (𝑥 (𝑖 )min).

Next, let us turn to the point-to-point search in ℓ2 space to in-
troduce the classical definition of LSH. We use 𝑞 to denote the
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query point and 𝑥 to denote any data point. That is, the distance
function 𝑠𝐻 (𝑥) should be replaced by ∥𝑥 − 𝑞∥ in this case. Given
a hash function family F and a hash function ℎ drawn randomly
from F , if the following two conditions are satisfied, where 𝑟 de-
notes a search radius and 0 ≤ 𝑝1 < 𝑝0 ≤ 1, we say that F is a
(𝑟, 𝑐𝑟, 𝑝0, 𝑝1)-sensitive hash function family.

(1) Pr[ℎ(𝑞) = ℎ(𝑥)] ≥ 𝑝0 if ∥𝑞 − 𝑥 ∥ ≤ 𝑟 .
(2) Pr[ℎ(𝑞) = ℎ(𝑥)] ≤ 𝑝1 if ∥𝑞 − 𝑥 ∥ ≥ 𝑐𝑟 .
It is easy to see that, according to the properties above, we can

use F to distinguish the nearest neighbor from other false points.
We will show that, the hash function family designed in this paper
also satisfies these two conditions (See Lemma 1 and Lemma 2
below). Actually, in our proposal, the normalized vector of query
hyperplane plays a similar role of the query point in the point-to-
point search problem.

2.2 Existing P2HNNS Solutions
To solve P2HNNS with probability guarantees, some researchers
proposed hyperplane hashing schemes to deal with the hyperplane.
The first two solutions in this category are AH and EH [24, 28]
whose basic ideas are to design hash function families sensitive
to the angle between every data vector and the hyperplane. Later,
to make better use of the LSH property, authors in [33] and [34]
proposed BH and MH with bilinear and multi-linear hash func-
tions, respectively. Recently, authors in [15] proposed NH and FH.
The basic ideas of NH and FH are to embed data points into an-
other Euclidean space with higher dimensions, and then transform
P2HNNS to Nearest Neighbor Search (NNS) and Furthest Neighbor
Search (FNS) in the new space.

As mentioned earlier, except for LSH-based approaches, there
also exist some heuristic approaches for the point-to-point search
like vector quantization [2, 3, 13, 17, 23] and similarity graph [11, 19,
22]. For the completeness, we would also like to discuss if graphs are
suited to P2HNNS. The effectiveness of similarity graph depends on
the Voronoi Diagramwith all data points as seed points. If the query
is a point, it lies in one and only one Voronoi cell and we may reach
the desired cell along a searching path. However, if the query is a
hyperplane, it can intersect with many Voronoi cells. Since graph-
based search is essentially a greedy algorithm, it can not reach
these cells simultaneously in a single-round search. Therefore, such
strategy is not applicable to P2HNNS.

3 RANDOM PROJECTION OF RESIDUAL
VECTORS

In this section, we present some theoretical results such that the
introduction of MQH in the next section becomes clear and natu-
ral. According to (1), for each 𝑥 , we need to compute or estimate
|⟨�̂�, 𝒒⟩ − 𝑏 + ⟨𝒓 (𝒙), 𝒒⟩ | to find 𝑥∗, which is always interpreted as
the true nearest neighbor in this section. Since it is always efficient
to compute the exact value of ⟨�̂�, 𝒒⟩ via quantization, if we can
estimate ⟨𝒓 (𝒙), 𝒒⟩ precisely and determine if this value is smaller or
larger than 𝑏−⟨�̂�, 𝒒⟩ , we can also estimate the point-to-hyperplane
distance precisely since 𝑏 is always known and fixed. The precision
mentioned here is measured by a criterion used to judge if the value
⟨�̂�, 𝒒⟩ is smaller or larger than some bound determined beforehand
with a user-specified success probability. One of main goals in this
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Figure 1: A working mechanism of MQH. We can see that
MQH has a hierarchical structure. Specifically, in each level,
we need to make a decision, that is, we choose to check the
hashing code in this level or to step to the next level to de-
crease the quantization error further, which depends on if
the processed point is highly likely to be a false point. From
the 𝐿1 level, every data point is represented by a combination
of a hashing code and a quantization code. Particularly, the
hashing code in the 𝐿𝑖 level (𝑖 ≥ 1) and the quantization code
in the 𝐿𝑖+1 level are the approximate representations of the
same residual vector although they are different. In the query
phase, for every data point which could enter the 𝐿1 level,
we need to check if it is the false point. Specifically, in each
level, we need to make a decision, that is, we choose to check
the hashing code in this level or to step to the next level to
decrease the quantization error further, which depends on if
the processed point is highly likely to be a false point, since,
if this point cannot pass the collision testing in the current
level, we prune it instantly. Clearly, this structure can take
the different advantages of hashing codes and quantization
codes simultaneously, that is, the hashing code helps us prun-
ing false points with deterministic probability guarantees
while quantization codes can approximate residual vectors
in a more accurate way to strengthen the collision testing.

section is to determine such criterion. Specifically, let us consider
the following concrete problem: given a residual vector 𝑟 (𝑥) = 𝑥−𝑥 ,
an interval [𝑏−𝑤,𝑏 +𝑤] and a value 𝐼 (𝑥) = ⟨�̂�, 𝒒⟩ < 𝑏−𝑤 , how do
we get a lower bound of the probability that the value of 𝐼 (𝑥)+⟨�̂�, 𝒒⟩
lies in the interval [𝑏 −𝑤,𝑏 +𝑤], where𝑤 denotes the exact mini-
mum point-to-hyperplane distance (The discussion for 𝐼 (𝑥) > 𝑏+𝑤
is similar, as will be shown later.). Although𝑤 is unknown in prac-
tice, we assume that we know its value here for the simplicity and
will get rid of this assumption in our main theoretical result (Th. 1).
Clearly, according to the definition in (1), if we can answer this
question, we actually obtain a criterion to determine if an arbitrary
data point is the nearest one with probability guarantees.

To solve the problem mentioned above, let us introduce some
notations and build their relationships. Let 𝑛(𝑥) = ∥𝑟 (𝑥)∥ and
𝑥 = 𝑟 (𝑥)/𝑛(𝑥). We introduce two normalized vectors 𝑞+ and 𝑞− ,
where 𝑞+ = 𝑞/∥𝑞∥ and 𝑞− = −𝑞/∥𝑞∥. If 𝑏 −𝑤 ≤ 𝐼 (𝑥) ≤ 𝑏 +𝑤 , we
compute the exact distance of𝑥 to𝐻 since𝑥 is a promising candidate
of the nearest neighbor. Thus, in the following discussion, we only
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Figure 2: A geometrical illustration. In this example, we show how to prune the false point 𝑥 (in black) by MQH. By a stepwise
quantization, we approach 𝑥 in the order 𝑥1, 𝑥2, 𝑥3 (red-blue-green).

consider the case 𝐼 (𝑥) < 𝑏 −𝑤 . If 𝐼 (𝑥) > 𝑏 +𝑤 , the discussion is
completely similar if we replace 𝑞+ by 𝑞− (see Fig. 2). Clearly, when
𝐼 (𝑥) < 𝑏 −𝑤 , we need to check the relationship between 𝐼+ (𝑥) =
⟨𝒒+, �̃�⟩ and [𝑡0 (𝑥), 𝑡1 (𝑥)], where 𝑡0 (𝑥) = (𝑏 −𝑤 − 𝐼 (𝑥))/𝑛(𝑥) ≥ 0
and 𝑡1 (𝑥) = (𝑏 +𝑤 − 𝐼 (𝑥))/𝑛(𝑥)] ≥ 0. Specifically, there are the
following three additional cases. Case 1: 1 < 𝑡0 (𝑥). In this case, we
prune 𝑥 since its distance to the hyperplane is definitely greater
than𝑤 . Case 2: 1 < 𝑡1 (𝑥). We set 𝑡1 (𝑥) to 1 such that this case can
be included in the following case. Case 3: 0 ≤ 𝑡0 (𝑥) ≤ 𝑡1 (𝑥) ≤ 1.
We first introduce some notations. Let ℎ𝛼 (𝑥) be the hash value of
point 𝑥 regarding hash function ℎ𝛼 . That is, ℎ𝛼 (𝑥) = 1 if ⟨�̃�,𝜶 ⟩ ≥ 0
and ℎ𝛼 (𝑥) = 0 otherwise, where 𝛼 is drawn randomly from any
isotropic distribution𝑈 [7]. Then, we have the following result.

Lemma 1. Suppose that𝑤 > 0. If−𝑤 ≤ 𝑠𝐻 (𝑥) ≤ 𝑤 , Pr𝛼∈𝑈 [ℎ𝛼 (𝑥) =
ℎ𝛼 (𝑞)] lies in the interval [𝑃0, 𝑃1], where 𝑃0 = 1 − [arccos(𝑡0)/𝜋]
and 𝑃1 = 1 − [arccos(𝑡1)/𝜋].

Proof. Since
𝑞+ = ∥𝑥 ∥ = 1, by the definitions of 𝑡0 and 𝑡1, it is

easy to see that −𝑤 ≤ 𝑠𝐻 (𝑥) ≤ 𝑤 is equivalent to 𝑡0 ≤ ⟨𝒒+, �̃�⟩ ≤ 𝑡1,
and is also equivalent to arccos(𝑡1) ≤ 𝜃𝑥 ≤ arccos(𝑡0), where 𝜃𝑥 is
the angle between 𝑞+ and 𝑥 . On the other hand, it is well known
that [7], for two normalized data points 𝑥1, 𝑥2, and a hash function
ℎ𝛼 (𝑥) defined above, we have the following collision probability:

Pr[ℎ𝛼 (𝑥1) = ℎ𝛼 (𝑥2)] = 1 − 𝜃/𝜋 (2)
, where 𝜃 is the angle between 𝑥1 and 𝑥2. Then, we obtain the

result in Lemma 1. □

For the nearest neighbor 𝑥∗, Lemma 1 provides us with a char-
acteristic of its hash value. Next, similar to traditional LSH-based
schemes, we introduce an approximation ratio 𝑐 > 1 and consider
those false data points 𝑥 ’s with 𝑠𝐻 (𝑥) < −𝑐𝑤 or 𝑠𝐻 (𝑥) > 𝑐𝑤 . Then,
we have the following result.

Lemma 2. Suppose that 𝑐 > 1 and 𝜂 (𝑥) = (𝑐 − 1)𝑤/𝑛(𝑥). If
𝑠𝐻 (𝑥) < −𝑐𝑤 and 𝜂 (𝑥) ≤ 𝑡0, Pr𝛼∈𝑈 [ℎ𝛼 (𝑥) = ℎ𝛼 (𝑞)] ≤ 𝑃 ′0, where
𝑃 ′0 = 1 − [arccos(𝑡0 − 𝜂 (𝑥))/𝜋]. If 𝑠𝐻 (𝑥) > 𝑐𝑤 and 𝜂 (𝑥) ≤ 1 − 𝑡1,
Pr𝛼∈𝑈 [ℎ𝛼 (𝑥) = ℎ𝛼 (𝑞)] ≥ 𝑃 ′1, where 𝑃

′
1 = 1− [arccos(𝑡1 +𝜂 (𝑥))/𝜋].

Proof. since 𝑠𝐻 (𝑥) ≤ −𝑐𝑤 is equivalent to 𝜃𝑥 ≥ arccos(𝑡0 −
𝜂 (𝑥)) and 𝑠𝐻 (𝑥) ≥ 𝑐𝑤 is equivalent to 𝜃𝑥 ≤ arccos(𝑡1 + 𝜂 (𝑥)), we
obtain the result in Lemma 2 by Lemma 1. □

Note that we do not need to consider the other cases of 𝜂 (𝑥),
that is, 𝜂 (𝑥) > 𝑡0 or 𝜂 (𝑥) > 1 − 𝑡1 since they actually have been
tackled in the preceding discussion. On the other hand, it is easy
to see that 𝑃 ′0 < 𝑃0 and 𝑃 ′1 > 𝑃1. Moreover, the differences 𝑃0 −
𝑃 ′0 and 𝑃 ′1 − 𝑃1 increase as 𝑐 increases, which implies the LSH
property. That is, we can use hash function ℎ𝛼 to distinguish the
nearest neighbor 𝑥∗ from other false points. Since a single hash
function can only be regarded as a weak classifier, by combing
𝑚 hash functions generated independently, we can actually get a
stronger one [12]. We introduce the notation #𝐶𝑜𝑙 (𝑥, 𝑞+) to denote
the collision number between 𝑥 and 𝑞+, which indicates how many
times ℎ𝛼𝑖 (𝑥) equals ℎ𝛼𝑖 (𝑞), where 𝑖 = 1, . . . ,𝑚 and 𝛼𝑖 ∼ 𝑈 , i.i.d. Let
𝑔(𝜖) =

√︃
𝑚
2 log 1

𝜖 . Then, by the Hoeffding’s inequality, we have the
following result.

Lemma 3. Given an error 𝜖 > 0. Let 𝑙0 = 𝑔(𝜖) and 𝑙1 = 𝑔(𝜖/2).
If −𝑤 ≤ 𝑠𝐻 (𝑥) ≤ 𝑤 , Pr[#𝐶𝑜𝑙 (𝑥, 𝑞+) ≥ 𝑚𝑃0 − 𝑙0] ≥ 1 − 𝜖 and
Pr[𝑚𝑃0 − 𝑙1 ≤ #𝐶𝑜𝑙 (𝑥, 𝑞+) ≤ 𝑚𝑃1 + 𝑙1] ≥ 1 − 𝜖 .

Proof. We focus on the second inequality in the statement of
Lemma 3, while the first inequality can be proved in a similar way.

Based on the relationships between 𝑥 and 𝑃0, 𝑃1, we have the
following two Hoeffding’s inequalities:

𝑃 (#Col(𝑥, 𝑞) ≤ 𝑚𝑃0 − 𝑙1) ≤ 𝑒−2𝑚 (𝑙1/𝑚)2 = 𝜖/2. (3)
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𝑃 (#Col(𝑥, 𝑞) ≥ 𝑚𝑃1 + 𝑙1) ≤ 𝑒−2𝑚 (𝑙1/𝑚)2 = 𝜖/2. (4)

Thus, 𝑙1 should be set to
√︃

𝑚
2 log 2

𝜖 , which is exactly the setting
in Lemma 3. □

By Lemma 3, we can check if the collision number of each point
lies in either of these two buckets to determine the candidate set. In
this way, the probability that 𝑥∗ does not pass the collision testing
is bounded by 𝜖 . In practice, we mainly use [𝑚𝑃0 − 𝑙0,𝑚], where
𝑙0 = 𝑔(𝜖/2), since most of false points fall outside this bucket. If 𝑥
falls inside this bucket, we further check [0,𝑚𝑃1 + 𝑙0].

Next, let us take hash bucket [𝑚𝑃0 − 𝑙0,𝑚] as an example and
simply discuss why such hashing scheme potentially performs
better than previous ones. From the definitions of 𝑡0 and 𝑡1, it
is easy to see that, the size of hash buckets highly depends on
the quantization error, that is, 𝑛(𝑥). Roughly speaking, as 𝑛(𝑥)
decreases, the size of hash bucket, that is,𝑚 −𝑚𝑃0 is very likely to
decrease accordingly, which strengthens the collision testing and
makes false points more difficult to be added into the candidate set.
Later, we will use this property to design our index structure (See
Fig. 1 and Fig. 2 for more details.).

4 HASHING ON MULTI-LEVEL
QUANTIZATION ERRORS

We have shown the impact of 𝑛(𝑥) = ∥𝑟 (𝑥)∥ and the fact that
we can compute hash values of 𝑥 = 𝑟 (𝑥)/𝑛(𝑥) to find the nearest
neighbor. It is natural to raise the following question: how do we
determine a suitable value of𝑛(𝑥) for an efficient collision testing of
𝑥 . If we answer this question, we can automatically and reasonably
determine the number of required sub-codebooks for each point
and the size of candidate set, while both of these two parameters
are hard to be tuned for pure quantization approaches. Generally,
we cannot control 𝑛(𝑥) since quantization errors depend on the
used quantization approach. Nevertheless, we can alternatively use
a stepwise quantization process to achieve our goal. Specifically,
we generate a codebook C1 by any existing quantization approach.
For every data point 𝑥 , we first use C1 to quantize 𝑟0 (𝑥) to 𝑥1 and
compute the residual vector 𝑟1 (𝑥) = 𝑟0 (𝑥) −𝑥1 (𝑟0 (𝑥) is the residual
vector of 𝑥 in the 𝐿0 level.). Then, we generate codebook C2 based
on the residual vectors 𝑟1 (𝑥)’s and quantize every 𝑟1 (𝑥) to 𝑥2 with
residual vector 𝑟2 (𝑥) = 𝑟1 (𝑥) − 𝑥2. We repeat this process and
generate 𝐿 codebooks C1, C2, . . . , C𝐿 . Clearly, 𝑥 can be represented
in 𝐿 ways, that is, 𝑥 =

ℓ
𝑖=1 𝑥𝑖 + 𝑟ℓ (𝑥) (1 ≤ ℓ ≤ 𝐿), where ℓ actually

denotes a level of quantization error. Note that this treatment is
essentially different from Residual Quantization (RQ) [8] since RQ
focuses on the minimization of ∥𝑟𝐿 (𝑥)∥ =

𝑥 −𝐿
𝑖=1 𝑥𝑖

 while in
our proposal, the focus is how to choose a reasonable value of
ℓ such that the residual vector 𝑟 (𝑥) in that level is suitable for
hashing. Clearly, we can always ensure that ∥𝑟ℓ (𝑥)∥ ≤ ∥𝑟ℓ−1 (𝑥)∥
if the codebook in each level contains the zero codeword. On the
other hand, we can give the condition under which the size of hash
bucket decreases in the next level. We extend some notations for
𝑥 as follows. 𝑛ℓ (𝑥) = ∥𝑟ℓ (𝑥)∥; 𝑥ℓ = 𝑟ℓ (𝑥)/∥𝑟ℓ (𝑥)∥; 𝑡 (ℓ )0 , 𝑃 (ℓ )0 are
the values of 𝑡0 and 𝑃0 in the ℓth level, respectively; 𝜃ℓ is the angle
between 𝑥ℓ and 𝑞+;𝑊ℓ = [𝑚𝑃 (ℓ )0 − 𝑙0,𝑚] is the hash bucket in the
ℓth level. Then, we have the following result, where the condition

cos𝜃ℓ+1 ≤ 𝑡
(ℓ )
0 is necessary since otherwise, we should compute

the exact distance of 𝑥 to the hyperplane (If 𝐼 (𝑥ℓ ) > 𝑏 +𝑤 , we have
a similar result.).

Lemma 4. Suppose that 𝐼 (𝑥ℓ ) < 𝑏 −𝑤 and cos𝜃ℓ+1 ≤ 𝑡
(ℓ )
0 (1 ≤

ℓ ≤ 𝐿 − 1),𝑊ℓ+1 ⊆𝑊ℓ if and only if cos𝜃ℓ+1 ≤ 𝑛ℓ (𝑥 )−𝑛ℓ+1 (𝑥 )
𝑛ℓ (𝑥 ) 𝑡

(ℓ )
0 .

Proof. By the definitions of notations,𝑊ℓ+1 ⊆𝑊ℓ is equivalent
to the following inequality:

𝑏 −𝑤 − 𝐼 (𝑥ℓ )
𝑛ℓ (𝑥)

≤ 𝑏 −𝑤 − 𝐼 (𝑥ℓ+1)
𝑛ℓ+1 (𝑥)

. (5)

On the other hand, we have 𝐼 (𝑥ℓ ) + 𝑛ℓ (𝑥) cos𝜃ℓ+1 = 𝐼 (𝑥ℓ+1).
Actually, we assume that 𝑛ℓ (𝑥) = ∥𝑥ℓ+1∥ here, which can always
hold if we use the norm-explicit quantization technique [9] in each
level. Then, by some elementary transformations and the definition
of 𝑡 (ℓ )0 , we have the result in Lemma 4. □

Lemma 4 describes the relationship between the quantization
error and the size of hash bucket. The condition making the bucket
size decrease in the next level depends on two factors: the decreas-
ing rate of the quantization error and the value of 𝑡 (ℓ )0 . The first
factor explains the motivation of using a stepwise quantization. As
for 𝑡 (ℓ )0 , we would like to show that, even if its value is much smaller
than 1 (For example, 𝑡0 = 0.5.), this condition is still highly likely
to be satisfied. To show this, we make some assumptions on the
distribution of residual vectors. For every 𝑟 (𝑥), we suppose that it is
drawn randomly from the sphere 𝑆𝑑 (𝑛(𝑥)), which is generally close
to the practical error distribution. Under this assumption, we can
get a closed form of the probability that 𝑥 passes the collision testing
as 𝑑 goes infinity. Let 𝐹 (𝜏 ;𝑚, 𝑝) be the probability that the variable
𝑥 of Binomial distribution 𝐵(𝑚, 𝑝) is not less than 𝜏 and𝐺 (𝑑,𝑚, 𝜏) =∫ 𝜋

0 [𝑒−𝑑 cos2 𝜃/2
√︃

𝑑
2𝜋 𝐹 (𝜏 ;𝑚, 1 −

𝜃
𝜋 ) | sin𝜃 |]𝑑𝜃 . Then, we have the

following asymptotic result.

Lemma 5. Pr�̃�∼𝑈 (𝑆𝑑 (1) ) [#𝐶𝑜𝑙 (𝑥, 𝑞) ≥ 𝜏] → 𝐺 (𝑑,𝑚, 𝜏) as 𝑑 goes
infinity.

Proof. Let 𝑣1 and 𝑣2 be two vectors drawn randomly from the
unit sphere 𝑆𝑑 (1). We denote the angle between 𝑣1 and 𝑣2 by 𝜃 ,
and denote the probability density function of 𝜃 by 𝑝𝑑 (𝜃 ). By some
elementary transformations, we can easily derive the closed form
of 𝑝𝑑 (𝜃 ) as follows:

𝑝𝑑 (𝜃 ) = Γ(𝑑/2)
Γ((𝑑 − 1)/2) ·

sin𝑑−2 (𝜃 )
√
𝜋

(6)

, where Γ() denotes the Gamma function. According to the proof
of Theorem 1 in [21], we have

lim
𝑑→∞

1
√
𝑑 − 𝑧2

× 𝑝𝑑 (arccos 𝑧
√
𝑑
) = 𝑓 (𝑧) (7)

, where 𝑓 (𝑧) = 1√
2𝜋
𝑒−𝑧

2/2. Then, based on the threshold in
collision testing and the collision probability of generated hash
functions, we have the following equation:

Pr
�̃�∼𝑈 (𝑆𝑑 (1) )

[#𝐶𝑜𝑙 (𝑥, 𝑞) ≥ 𝜏] =
∫ 𝜋

0
𝑝𝑑 (𝜃 )𝐹 (𝜏 ;𝑚, 1 − 𝜃

𝜋
)𝑑𝜃 . (8)
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Algorithm 1: The Indexing of MQH
Input: D is the dataset (𝑥 ∈ D); 𝐿 is the maximum level;

M is the number of sub-codebooks in each level;𝑚
is the number of hash functions generated
independently in each level;

1 Generate coarse quantizers in the 𝐿0 level;
2 for ℓ from 1 to 𝐿 do
3 Train the codebook Cℓ containing M sub-codebooks in

the ℓ-th level;
4 Quantize every 𝑟ℓ−1 (𝑥) to 𝑥ℓ by Cℓ and compute

residual vector 𝑟ℓ (𝑥);
5 Compute𝑚 hash values for every 𝑟ℓ (𝑥) and obtain the

binary hashing code with length𝑚;
6 Store quantization codes and hashing codes in all levels;

By (7) and (8), we conclude. □

In practice [21], the difference between the probability on the
left-hand side and 𝐺 (𝑑,𝑚, 𝜏) is small enough when 𝑑 exceeds 100.
We plotted the curves showing the values of 𝐺 (𝑑,𝑚,𝑚𝑃0 − 𝑙0) for
different values of 𝑑 (See Fig. 6(c)(d)). On one hand, the value of
function 𝐺 is predictable by 𝑡0 since, in our proposal, the threshold
𝑚𝑃0 − 𝑙0 of the bucket depends on 𝑡0. On the other hand, for high-
dimensional datasets, the collision numbers of most of vectors on
sphere 𝑆𝑑 are around 𝑚/2, which means that a small 𝑡0 may be
enough to ensure a high rejection rate of the collision testing. Both
of these two observations imply that, for every data point 𝑥 , 𝑡0 is
a critical parameter controlling the possibility that 𝑥 passes the
collision testing. In the query phase, we will use a coefficient 𝛿
to indicate the upper bound of 𝑡0 and thus control the tradeoff
between search efficiency and query accuracy. In experiments, we
will compare the values of predicted 𝛿 and experimentally optimal
𝛿 (See Fig. 6).

A toy example: for each point in a given data set, MQH needs
to determine if it can be regarded as a candidate. Based on the
discussion above, we use a top example to show how MQH works
(See Figure 2). Let the number of levels be 3 and𝑚 (the number
of hash functions) be 16. For a false point 𝑥 , let 𝑥1, 𝑥2 and 𝑥3 be
three quantized vectors of 𝑥 with quantization error 𝑛1 (𝑥) = 4,
𝑛2 (𝑥) = 2 and 𝑛3 (𝑥) = 1, respectively. In the first level, based on
𝑥1 and 𝑛1 (𝑥), we compute the bucket regarding 𝑥 as [5, 16] and
the collision number of 𝑥 as 8. Clearly, we cannot prune 𝑥 since 𝑥
does not fall outside the bucket. Then, we move to the next level.
In the second level, we decrease the quantization error to 𝑛2 (𝑥)
and consider 𝑥2. For a similar reason, 𝑥 is still not rejected by the
collision testing in this level. In the third level, the bucket shrinks
to [16,16] and the collision number of 𝑥 is 9, which means that we
can now safely prune 𝑥 with some probability guarantee. We treat
every data point in this way. If some point cannot be pruned even
in the last level, we regard this point as a promising candidate of
P2HNNS.

Algorithm 2: The Query Phase of MQH
Input: 𝑞 and 𝑏 are hyperplane parameters; 𝑘 is the number

of returned points; 𝛿 is the parameter for the
tradeoff of efficiency and accuracy; D is the dataset
(𝑥 ∈ D); 𝐿 is the maximum level;𝑚 is the number of
hash functions in each level; 𝐶 is the set containing
𝑘 nearest neighbors among current candidates; 𝐹𝑙𝑎𝑔
is an indicator, where 𝐹𝑙𝑎𝑔 = 1 for guarantees on
recall rates and 𝐹𝑙𝑎𝑔 = 0 for guarantees of finding
approximate nearest neighbors.

1 Build multi-level tables for the fast processing of
quantization codes;

2 Find some initial candidates in the 𝐿1 level;
3 Update 𝐶 = {𝑥 (1)∗ , . . . , 𝑥

(𝑘 )
∗ } and𝑤∗ = 𝑠𝐻 (𝑥 (𝑘 )∗ );

4 for 𝑥 ∈ D do
5 for ℓ from 1 to 𝐿 do
6 Compute𝑤ℓ (𝑥) = 𝑏 −𝑤∗ − 𝐼 (𝑥ℓ ); %

𝐼 (𝑥ℓ ) = 𝐼 (𝑥ℓ−1) + ⟨�̂�ℓ , 𝒒⟩;
7 if 𝑤ℓ (𝑥) ≤ 0 then
8 Compute the exact distance of 𝑥 to 𝐻 ; % 𝑥

is a promising candidate in this case;
9 Update 𝐶 and𝑤∗ if necessary;

10 if 𝑤ℓ (𝑥) > 𝑟ℓ (𝑥) then
11 Turn to process the next data point; % 𝑥 is

not a top-k point;
12 if 𝐹𝑙𝑎𝑔 = 0 and𝑤ℓ (𝑥)/𝑟ℓ (𝑥) > 𝛿 then
13 Turn to process the next data point; %

Improve the efficiency by 𝛿 ;
14 if (𝐹𝑙𝑎𝑔 = 1 and𝑤ℓ (𝑥)/𝑟ℓ (𝑥) > 𝛿) or (𝐹𝑙𝑎𝑔 = 0 and

ℓ = 𝐿 and𝑤ℓ (𝑥)/𝑟ℓ (𝑥) ≤ 𝛿) then
15 Compute the collision number of 𝑥 and 𝑞+ or 𝑞− ;

% left for 𝑞+ and right for 𝑞− ;
16 if 𝑥 passes the collision testing then
17 Compute the exact distance of 𝑥 to 𝐻 ; %

judge if 𝑥 falls in the bucket;
18 Update 𝐶 and𝑤∗ if necessary;
19 Turn to process the next data point; % skip

checking remaining levels;

20 return 𝑘 points in 𝐶

5 DISCUSSION
5.1 Implementation and Algorithm
Now, we are in a position to give the algorithm of MQH (Alg. 1 and
Alg. 2). In the indexing phase, we just take a stepwise quantization
process to generate the quantization codes and hashing codes of
every data point, as discussed earlier. In the query phase, the choice
of 𝑤 needs additional explanations. In the preceding discussion,
we suppose that we know the value of𝑤 . Actually, to ensure the
correctness of our probability guarantee, we can replace𝑤 by any
𝑤∗ ≥ 𝑤 without making the earlier analysis essentially different,
where𝑤∗ denotes the distance of the 𝑘th nearest neighbor which
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we have found to 𝐻 (Of course, from the perspective of efficiency,
we still hope that𝑤∗ is as close to𝑤 as possible.). Thus, our query
phase consists of two sub-phases. In the first sub-phase, we get
an approximate value of 𝑤 , i.e., 𝑤∗, by checking a small number
of promising candidates, as existing quantization approaches do.
In the second sub-phase, we use MQH to deal with the remaining
points, that is, to determine if every processed point can be regarded
as a candidate. If we find a closer point, we need to update 𝑤∗ to
strengthen the collision testing.

Let 𝑥 (1)min, 𝑥
(2)
min, . . . , 𝑥

(𝑘 )
min be the true top-k nearest neighbors. By

the analysis in the preceding sections, we have the following main
result for the guarantees on the returned points, where 𝑤ℓ (𝑥) is
defined in step 6 in Alg. 2.

Theorem 1. Given an error rate 𝜖 > 0, a coefficient 0 < 𝛿 < 1
and 𝐹𝑙𝑎𝑔 = 0. If (1/𝛿 − 1)𝑤ℓ (𝑥 (𝑖 )min) < 𝑤∗ holds for each level ℓ ,
the probability that Algorithm 2 finds a point 𝑥 such that 𝑠𝐻 (𝑥) ≤

𝑤∗
𝑤∗−(1/𝛿−1)𝑤ℓ (𝑥 (𝑖 )

min )
𝑠𝐻 (𝑥 (𝑖 )min) is at least 1−𝜖 (1 ≤ 𝑖 ≤ 𝑘). If 𝐹𝑙𝑎𝑔 = 1,

the probability that 𝑥 (𝑖 )min is found is at least 1−𝜖 for each 𝑖 (1 ≤ 𝑖 ≤ 𝑘).

Proof. We first consider the case 𝐹𝑙𝑎𝑔 = 1. since 𝑤∗ ≥ 𝑤 , by
the definitions of 𝑡0, 𝑡1, we know that the bucket size determined
by𝑤∗ is not smaller than that determined by𝑤 . If the condition in
step 7 in Algorithm 2 is satisfied, the exact distance of 𝑥 to𝐻 will be
computed. If not, according to the observation above and Lemma 3,
we know the probability that 𝑥 (𝑖 )min falls inside the bucket is at least
1 − 𝜖 (1 ≤ 𝑖 ≤ 𝑘). Note that, the discussion above applies to any
level and the value of 𝛿 in this case only determines the terminal
level for each point.

Next, we consider the case 𝐹𝑙𝑎𝑔 = 0. Since (1/𝛿 − 1)𝑤ℓ (𝑥 (𝑖 )min)
< 𝑤∗, we define 𝑐 =

𝑤∗
𝑤∗−(1/𝛿−1)𝑤ℓ (𝑥 (𝑖 )

min )
> 1. Then, we consider

the following two additional cases when we are processing 𝑥 (𝑖 )min.
Case 1: we have found a point 𝑥 such that 𝑠𝐻 (𝑥) ≤ 𝑐𝑠𝐻 (𝑥 (𝑖 )min). In
this case, whether 𝑥 (𝑖 )min passes the collision testing or not does not
affect our conclusion. Case 2: we have not found a 𝑐-approximate
nearest neighbor of 𝑥 (𝑖 )min. According to the definition of 𝑤∗, this
implies that, 𝑐𝑤 (𝑖 )

min ≤ 𝑤∗, where𝑤 (𝑖 )
min is the distance of 𝑥 (𝑖 )min to the

hyperplane. By the definition of 𝑟ℓ (𝑥 (𝑖 )min) and the definition of 𝑐 ,
we have the following relationships:

𝑤
(𝑖 )
min ≤ 𝑤∗ − (1/𝛿 − 1)𝑤ℓ (𝑥 (𝑖 )min) ⇒ 𝑤ℓ (𝑥 (𝑖 )min)/𝑟ℓ (𝑥

(𝑖 )
min) ≤ 𝛿. (9)

Therefore, we know that 𝑥 (𝑖 )min could not be pruned by the con-
dition in step 12 in Algorithm 2. On the other hand, according to
the preceding discussion for 𝐹𝑙𝑎𝑔 = 1, 𝑥 (𝑖 )min can pass the collision
testing with probability at least 1−𝜖 . Therefore, no matter in which
case, we can ensure that a 𝑐-approximate nearest neighbor of 𝑥 (𝑖 )min
is found with probability at least 1 − 𝜖 . □

By this theorem, we can see that, for 𝐹𝑙𝑎𝑔 = 0, 𝛿 plays a similar
role of approximation ratio 𝑐 . In addition, by the definitions and the
high precision of quantization, 𝑤ℓ (𝑥 (𝑖 )min) is generally very small,
which means that the condition stated in the theorem is highly

likely to be satisfied even with a small value of 𝛿 (For example,
0.3 ≤ 𝛿 ≤ 0.5.).

5.2 Complexity Analysis
Next, we analyze the space complexity and the time complexity of
MQH. Let 𝑛 be the data size. In the indexing phase, since we need to
execute the stepwise quantization process, the space complexity is
𝑂 (𝑛𝑑 +M𝑛+𝑛𝑚/8), where in each level, the complexity for storing
quantization codes is 𝑂 (M𝑛) and the complexity for storing hash-
ing codes is 𝑂 (𝑛𝑚/8). For the training complexity, since it highly
depends on the used quantization approach in each level, we skip its
estimation. Nevertheless, we will show that, for large-scale datasets,
the training time is actually much smaller than the indexing time by
choosing a training-efficient quantization approach. On the other
hand, the time complexity for indexing is 𝑂 (𝑛𝑑𝐿𝑇 + 𝑛𝑑𝑚𝐿), where
𝑇 = 256 is the number of sub-codewords in each sub-codebook; the
complexity for the computation of quantization codes is 𝑂 (𝑛𝑑𝐿𝑇 )
and the complexity for the random projection is 𝑂 (𝑛𝑑𝑚𝐿). Note
that, the indexing time can be greatly shorten in a multi-core envi-
ronment since all data points are encoded independently.

In the query phase, the space complexity is𝑂 (𝑛𝑑+𝐿M𝑛+𝐿𝑛𝑚/8)
since we need to store the quantization and hashing codes in all
levels for the level determination. On the other hand, we also need
to store the original dataset since the exact distance computation is
indispensable for the top-k search. The time complexity for search-
ing is 𝑂 (𝛼𝐿M𝑛 + 𝑛𝑚 + 𝛽𝑛𝑑). Here 𝑂 (𝛼𝐿M𝑛) denotes the time for
the examination of quantization codes, where 𝛼𝐿 (0 < 𝛼 ≤ 1) is the
average terminal level; 𝑂 (𝑛𝑚) denotes the time for the counting
of 1’s of hashing codes, which can be executed efficiently by using
suitable instructions; 𝛽𝑛 denotes the number of candidates pass-
ing the collision testing. In the scenario of isotropic distributions,
𝛽
.
= 𝐺 (𝑑,𝑚,𝑚𝑃0 − 𝑙0) if the terminal levels of all data points can be

bounded by 𝐿 − 1. Note that both 𝛼 and 𝛽 are controllable. In fact,
with the existence of 𝐿0 level, we can feed only a small subset of the
original dataset into our model such that 𝛼 can be small enough,
although in this case, our guarantee only holds for the input subset.
As for 𝛽 , it implicitly depends on the user-specified parameter 𝛿 .
Theoretically, 𝛽 can be arbitrarily small if 𝛿 was set to be close to
0 enough. On the other hand, if we normally run MQH with the
guarantees for approximate solutions (That is, we do not use the
heuristic strategies above.), 𝛼 is generally smaller than 0.3/𝐿 and
𝛽 is generally smaller than 0.01 for a practical value of 𝛿 on real
datasets (See Table 5). Since M ≪ 𝑑 on high-dimensional datasets
, the complexity of our algorithm is much lower than that of the
linear scan.

5.3 Handling Updates
By the discussion above, it is easy to see that, after determining
the codebook in each level, the binary codes of all data points are
generated independently with each other. If the domain of data
points does not change significantly, which occurs rarely in practice,
we do not need to retrain the codebooks and can thus easily handle
the updates of data points. Specifically, for a data point to be inserted
or to be modified, the time for computing its quantization codes
is 𝑂 (𝑇𝐿𝑑) and the time for computing its hash values is 𝑂 (𝑚𝐿𝑑),
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Table 2: The statistics of five used datasets.

Dataset #Points Dimension Data size Type
Music 1,000,000 100 0.38 GB Rating
Glove 1,183,514 100 0.45 GB Text
Tiny1M 1,000,000 384 1.43 GB Image
Deep10M 10,000,000 96 3.88 GB Image
Deep100M 100,000,000 96 38.8 GB Image

Table 3: Indexing time (including the training time) and Index
size. BH and MH have been outperformed by NH and FH
in [15]. In addition, all approaches except for MQH crashed
on Deep100M due to overlarge memory costs in the indexing
phase on our PC.

Dataset Index Size (GB) Indexing Time (s)
NH FH MQH NH FH MQH

Music 2.9 2.2 0.53 285 114 789
Glove 3.5 2.6 0.73 342 130 846
Tiny1M 3.0 5.2 1.67 1069 931 3702
Deep10M 29.3 21.4 5.1 1123 1129 2740
Deep100M \ \ 51.5 \ \ 22324

where 𝑇 = 256. For the deletion, the time is 𝑂 (1) because of the
independency of codes.

6 EXPERIMENTS
All experiments were performed on a PC with Intel(R) Xeon(R)
Gold 6285V CPU@2.70Ghz with 157GBmemory, running in Ubuntu
18.04. Our code and all used datasets are available on the Github1.

6.1 Experimental Setup
We chose five real datasets: Music (dim: 100; size: 1M), Glove (dim:
100, size: 1.2M), Tiny1M (dim: 384; size: 1M), Deep10M (dim: 96;
size:10M) and Deep100M (dim: 96; size:100M), where Tiny1M was
extracted from Tiny80M [31]; Deep10M and Deep100M were ex-
tracted from Deep1B (Note that, the norms of data points in Deep
are all 1.). The details of used datasets can be found in Table 2. For
each dataset, the number of queries was fixed to 100, as in [15].

Next we discuss the choice of quantization approach in MQH.
Based on the analysis in Sec. 4, we know that any MCQ approach
can apply to the proposed framework. In this paper, we chose NE-
RQ [9] for the following reason. According to Definition (1), the
selected quantization approach should be suited to the estimation
of inner product, and NEQ [9] has been proven to be a competitive
approach for this purpose. Among various NEQ variants, NE-RQ
can achieve the best performance with a comparatively small train-
ing time. Therefore, in the following experiments, we incorporate
NE-RQ into the stepwise quantization process in MQH. It is no-
table that, some quantization approaches proposed for Maximum
Inner Product Search (MIPS), such as ScaNN [14], are not suited to
P2HNNS due to essentially different objective functions.

We first consider existing P2HNNS solutions and choose the
following five LSH-based approaches.
1https://github.com/LUKEJING/MQH

• BH [33]. 𝐾 was set to {2, 4, 6, 8, 10} and 𝐿 was set to {8, 16,
32, 64, 128, 256}. We chose the best search results under all the
combinations of parameters.

• MH [34].We set the number of random projections to {4,8,16}
and set other (common) parameters to the same values in BH.

• NH [15]. The number of hash functions was set to {8, 16, 32, 64,
128, 256} and 𝜆 was set to 𝑑, 2𝑑, 4𝑑, 8𝑑 , as in its paper. The other
parameters were set to the default values in its original code.

• FH [15]. The setting of 𝜆 and the number of hash functions were
the same with those of NH. Parameter 𝑡 was set to {2, 4, 6, 8, 10}
as suggested in its paper.

• MQH. We generated four levels (𝐿 = 4). Actually, we will show
that only a very small portion of data points could reach the
fourth level (See Table 5). Thus, 𝐿 = 4 is enough for most of real
datasets. Besides, in each level, the number of sub-codebooks
was set to 16 (M = 16) which is a standard setting in many
quantization-based approaches. Actually, the concrete value of
M is not very important since our structure can automatically
determine the total number of sub-codebooks which need to be
processed. The number of hash functions was set to 64 (𝑚 = 64)
since the binary code of such length (64 bits) can be processed
efficiently on our PC. 𝑙0 was recommended to set to 5 on Tiny1M
and set to 3 on the other datasets (𝜖 was thus fixed.). 𝛿 was
generally taken in [0,2, 0.5] for achieving different tradeoffs
between efficiency and accuracy (for approximate solutions).
The performance of MQH under different settings of 𝑙0 and 𝛿
will be discussed in Sec. 6.5. The number of training samples was
fixed to 100K.

6.2 Index Size and Indexing Time
Since the number of hash tables for BH,MH, and the number of hash
functions for NH, FH were chosen in a large range, the indexing
times and index sizes of compared methods were not fixed on each
dataset. On the other hand, BH and MH have been outperformed by
NH and FH in these two performance metrics, as reported in [15].
Thus, we focus on the comparison among MQH, NH and FH with
the number of hash functions fixed, that is,𝑚 = 256. Actually, this
is the recommended setting for NH, and FH under𝑚 = 256 can
perform slightly better than it under other values of𝑚, as shown
in [15]. Note that the total number of hash functions for MQH is
also 256 since there are 4 levels in each of which 64 hash functions
are built.

Table 3 shows the index sizes and the indexing times of com-
pared approaches. Since BH, MH, FH, NH crashed on Deep100M
in the indexing phase even with the smallest feasible value of each
parameter, we focus on the comparison results on the other four
datasets. We can see that, for𝑚 = 256, MQH has the smallest index
size among all LSH-based approaches. This is because, compared
with FH and NH, every data point in MQH is represented by a bi-
nary code rather than a group of integers. This might be the reason
why only MQH could work on Deep100M on our PC.

On the other hand, MQH generally requires more indexing time
than the other compared approaches. This is because MQH needs
additional training time for the stepwise quantization. Note that,
although the indexing time of MQH is obviously larger than those
of NH and FH on 1M-scale datasets, the difference decreases as the
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Figure 3: The performances of compared approaches on four real datasets (Normalized case).
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Figure 4: The results on original datasets (Non-normalized case).

data size grows (on Deep10M). This implies that the training time
does not dominate in the total indexing time on large-scale datasets.
On the other hand, since the data points are indexed independently
in MQH, we can easily accelerate the indexing process in a multi-
thread regime.

6.3 Comparison on Search Performances
6.3.1 Results for Approximate Solutions on Normalized Datasets.
We set 𝐹𝑙𝑎𝑔 to 0 in MQH and show the search performances of
compared approaches on normalized datasets in Fig. 3 (Specifically,

we normalize Music, Glove and Tiny1M such that the norm of
every data point is fixed to 1). Actually, original BH and MH can
only apply to the dataset whose data points locate on a sphere,
which occur frequently in the domain of active learning. From the
results, we can see that, MQH performs much better than the other
approaches. Specifically, for each target running time, the recall
rate of MQH is 20%-70% larger than that of the state-of-the-art LSH-
based approach FH, which shows the superiority of the hashing
scheme built on quantization errors.
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Table 4: MQH(𝐹𝑙𝑎𝑔 = 1) vs. FH in various cases. Here Deep denotes Deep10M.

Data

Normalized dataset Original dataset
k = 10 k = 100 k = 10 k = 100

Recall(%) Time(ms) Recall(%) Time(ms) Recall(%) Time(ms) Recall(%) Time(ms)
MQH FH MQH FH MQH FH MQH FH MQH FH MQH FH MQH FH MQH FH

Music 99.3 73.1 36.6 41.6 99.7 66.3 40.6 41.6 99.5 99.4 30.9 35.0 99.1 99.1 30.4 42.3
Glove 98.5 80.2 58.7 90.3 99.7 80.3 63.4 90.4 100.0 99.6 52.1 44.1 99.8 99.8 52.0 90.8
Tiny 98.0 97.4 68.1 63.5 97.6 96.7 84.3 101 98.0 89.7 62.0 63.7 98.0 93.8 75.3 122
Deep 98.9 51.2 417 472 99.9 44.5 447 472 \ \ \ \ \ \ \ \

Table 5: The studies of 𝛼 (Processing ratio) and 𝛽 (Passing ratio), 𝑘 = 100

Dataset Processing ratio (‰) Passing ratio (‰) Recall rate (%)
𝐿 = 1 𝐿 = 2 𝐿 = 3 𝐿 = 4 𝐿 = 1 𝐿 = 2 𝐿 = 3 𝐿 = 4 𝐿 = 1 𝐿 = 2 𝐿 = 3 𝐿 = 4

Music 46.0 2.9 0.4 0.09 4.81 0.57 0.12 0.04 94.4 96.3 98.2 99.2
Glove 34.6 1.7 0.2 0.05 6.35 0.66 0.13 0.04 92.2 95.3 97.9 99.2
Tiny1M 167 167 81.9 39.6 80.3 45.4 25.6 14.1 92.1 93.2 93.7 95.3
Deep10M 10.0 0.31 0.02 0.004 1.17 0.07 0.01 0.003 93.1 95.8 97.9 98.8
Deep100M 1.7 1.7 0.12 0.001 0.35 0.02 0.002 0.001 89.7 92.8 95.7 97.1

6.3.2 Results for Approximate Solutions on Original Datasets. Al-
though in many cases, P2HNNS is applied to normalized datasets,
it also has some applications, such as dimension reduction, on
non-normalized datasets. Therefore, we compared MQH with FH
and NH on the original datasets of Music, Glove and Tiny1M (See
Fig. 4 and Fig. 7-(a)). From the results, we can see that, MQH still
performs better than FH and NH, especially on high-dimensional
dataset Tiny1M. This shows that the performance of MQH is not
sensitive to the norm distributions of datasets.

6.3.3 Results for Guarantees on Recall Rates. In the discussion
above, we have shown the performances of MQH under 𝐹𝑙𝑎𝑔 = 0.
Now, we focus on the case 𝐹𝑙𝑎𝑔 = 1, in which MQH owns a prob-
ability guarantee on recall rates. As for the choice of parameters,
with the other parameters unchanged, we set 𝛿 to 0.5 for the reason
which will be discussed in Sec. 6.5. Since the other compared meth-
ods do not have such strong guarantees on recall rates and FH has
shown the best performance among four benchmark approaches in
the experiments above, we focus on the comparison between MQH
under 𝐹𝑙𝑎𝑔 = 1 and FH under its common settings for approximate
solutions. The results are shown in Table 4.

From the results, we have the following observations:
(1) In the case of normalized datasets, compared with FH, MQH

required less running time to achieve higher recall rates on each
dataset. This shows that, MQH could apply to those applications
which need guarantees on recall rates with an acceptable efficiency.

(2) Still for the case of normalized dataset, compared with MQH
(𝐹𝑙𝑎𝑔 = 0), MQH (𝐹𝑙𝑎𝑔 = 1) can achieve a slightly higher recall rate
at the expense of much more running time. An important reason
for such results is that, MQH (𝐹𝑙𝑎𝑔 = 0) determines those points
which are highly unlikely to pass the collision testing beforehand
by parameter 𝛿 and skips their collision testings to improve the
efficiency. Thus, for those applications which focus on both of the
efficiency and the accuracy, we recommend users to choose MQH
with 𝐹𝑙𝑎𝑔 = 0 and use 𝛿 to achieve a desired tradeoff.

Table 6: MQH vs. Vanilla NEQ (𝑘 = 100). X in V𝑋 denotes the
number of sub-codebooks in Vanilla NEQ.

Dataset Running time (ms) Recall rate (%)
MQH V16 V32 MQH V16 V32

Music 13.4 24.9 29.9 98.7 78.6 98.3
Glove 31.5 36.0 42.5 98.9 76.9 98.4
Tiny1M 13.6 24.4 29.6 93.8 66.6 82.6
Deep10M 128.8 184.2 229.5 98.9 69.7 98.6
Deep100M 764.1 1274 1762 97.1 55.3 96.5

(3) In the case of original datasets, we can see that, on Glove
(𝑘 = 10), the performances of FH and MQH are very close, while
on the other datasets, MQH outperforms FH.

6.4 Ablation Study
Obviously, the discussion in Sec. 3 can lead to an approach with a
straightforward combination of quantization and hashing, which
also owns probability guarantees, as in the analysis of MQH. In
order to demonstrate the necessity of stepwise quantization more
clearly, we introduce an approach called NEQ+Hashing. Its infor-
mation is shown below. In addition, since we incorporate NEQ in
MQH, we also take NEQ (with some modification) as a baseline
method for P2HNNS.
• Vanilla NEQ. Traditional NEQ was proposed to solve MIPS.

Here, we adjust it for P2HNNS. Specifically, we follow NEQ to
quantize all data points and estimate the inner product in (1).
Then, we sort data points and compute the exact distances of
some top points to the hyperplane. The number of sub-codebooks
was set to {16, 32} and the size of candidate set was set to 1000.

• NEQ+Hashing. To show the necessity of dynamic level determi-
nation in MQH, we introduce NEQ+Hashing. It can be regarded
as a straightforward combination of NEQ and LSH. Specifically,
by choosing a value of 𝐿, we only compute the residual vector of
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Figure 5: MQH vs. NEQ+Hashing, where 𝐿 denotes the terminal level. Due to the large computational cost of quantization codes,
NEQ+Hashing under 𝐿 ≥ 4 performed worse than that under 𝐿 = 3 on each dataset.

each data point in the 𝐿-th level and then compute corresponding
hash values. That is, compared with MQH, the terminal level for
each data point in NEQ+Hashing was set to the same value. Thus,
for each data point, we would not skip the examination of its
remaining sub-codebooks until the terminal level is reached. Sim-
ilar to MQH, we use 𝛿 to adjust its tradeoffs between efficiency
and accuracy.

Table 6 shows the comparison results of MQH and Vanilla NEQ.
We can see that, compared with NEQ, MQH can achieve higher re-
call rates with less running times. This is because MQH dynamically
and automatically determines the required length of quantization
code for each data point to gain the efficiency, while the length of
code in NEQ should be fixed to a unified value beforehand.

Fig. 5 and Fig. 7-(b) show the comparison results of MQH and
NEQ+Hashing. We can see that MQH outperforms NEQ+Hashing
with a 5%-8% improvement on the recall rate for each target running
time. This shows that, the optimal terminal levels of data points
may be very different with each other, and the level determination
in MQH is helpful for the improvement of query accuracy.

6.5 Coefficients and Parameters
There are two coefficients which indicate the performance of MQH:
𝛼 regarding the total number of sub-codebooks which need to be
processed in the query phase, and 𝛽 regarding the size of candidate
set. The details of both of these two coefficients can be found in
Sec. 5. In addition, although several internal parameters, such as
𝛿 , ł0, have theoretical implications, their values may affect the
performance of MQH. In Sec. 6.5, we also study their impact.

6.5.1 The Effect of 𝛼 and 𝛽 . In the analysis of time complexity,
we introduced two parameters 𝛼 and 𝛽 , and claimed that both of
them were much smaller than 1. In Table 5, we explicitly compute
the values of 𝛼 and 𝛽 on each dataset. From the results, we can
see that, thanks to the inverted index list in the 𝐿0 level, only 5%
- 16% data points could enter the 𝐿1 level, which means that the
other data points are pruned without affording any computational
cost on their quantization or hashing codes. Besides, the number
of processed data points decreases significantly as the level goes
deeper. With these two observations, it is easy to see that the value
of 𝛼 could be generally smaller than 0.1.

As for 𝛽 , which is indicated by the passing ratio, we can see
that its trend is very similar to that of 𝛼 . Even with 𝐿1 level only,
more than 95% data points cannot pass the collision testing on each
dataset except for Tiny1M, which means that their exact distances

to the query hyperplane do not need to be computed. When we use
four levels, the passing ratio can be further reduced to 0.01.

6.5.2 The Effect of 𝛿 . 𝛿 controls the tradeoff between efficiency
and accuracy. We consider both cases of 𝐹𝑙𝑎𝑔 = 0 and 𝐹𝑙𝑎𝑔 = 1. In
addition, we compute the predicted value of 𝛿 and compare it with
the experimental value.

By Fig. 6, we can see that the practical effect of 𝛿 is almost
consistent with the theoretical effect of 𝛿 , which is reflected in the
following two aspects. (1) 𝛿 ≤ 0.5 is enough for achieving high
recall rates since for 𝛿 > 0.5, the theoretical probability of passing
the collision testing is very close to 0. (2) 𝛿 is suggested to take
value in [0.2, 0.5] and the theoretical probability changes rapidly
as 𝛿 varies in this interval.

In the theoretical analysis, we have explained how to improve
the search efficiency of MQH by 𝛿 in the case 𝐹𝑙𝑎𝑔 = 0. Here, we
want to show that, 𝛿 is also an important parameter for 𝐹𝑙𝑎𝑔 = 1.
Note that, the implication of 𝛿 under 𝐹𝑙𝑎𝑔 = 1 is slightly different
from that under 𝐹𝑙𝑎𝑔 = 0. Actually, as discussed earlier, the value
of 𝛿 does not affect the probability guarantee on recall rates for
𝐹𝑙𝑎𝑔 = 1. However, the earlier analysis still applies to this case.
From the results in Table 7, we can see that, as 𝛿 increases from
0.5, the recall rate almost remains unchanged and the running time
still increases, which implies that 𝛿 = 0.5 is a reasonable upper
threshold for 𝛿 , which is consistent with our theoretical prediction.

6.5.3 The Effects of 𝑙0. Except for 𝛿 , another important parameter
is 𝑙0, which controls the size of error rate 𝜖 . Generally, the recall rate
increases as 𝜖 decreases, that is, as 𝑙0 increases. From the results in
Table 8, we can see that [3, 5] is a reasonable interval for 𝑙0 since the
recall rates can be high enough if 𝑙0 takes a value in this interval.

6.5.4 The Effects of Initial Candidate Set. In Algorithm 2 of MQH,
we have shown that MQH first needs to determine a small candidate
set to get a value of𝑤∗. Here we want to show that the performance
of MQH is not sensitive to the size of such initial candidate set. In
Table 9, we set the size to {1000, 2000, 5000}. We can see that, the
performances of MQH under such parameters are generally close.
This is because, we need to use MQH to deal with all remaining
data points after this step and a roughly approximate value 𝑤∗,
which is obtained by coarse quantizers in the 𝐿0 level, can work
well enough in our proposal.
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(a) 𝛿 vs. Running time
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(b) 𝛿 vs. Recall rate
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(c) Probabilities of passing
collision testing (dim=100) c=2
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(d) Probabilities of passing
collision testing (dim=384)

Figure 6: The effect of 𝛿 (the upper bound of 𝑡0) under 𝐹𝑙𝑎𝑔 = 0. The theoretical probabilities of passing the collision testing are
obtained based on isotropic distributions.
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Figure 7: Supplemental results to Figures 4 and 5

Table 7: The effect of 𝛿 , 𝑘 = 100, 𝑙0 = 5 and 𝐹𝑙𝑎𝑔 = 1.

𝛿
Recall rate (%) Running time (ms)

Glove Tiny Deep10M Glove Tiny Deep10M
0.1 88.8 94.0 93.3 44.7 74.6 378.7
0.3 96.7 96.2 95.4 45.1 69.0 385.0
0.5 99.6 96.2 99.6 48.7 63.6 400.6
0.7 99.6 96.2 99.6 55.5 70.0 455.1
0.9 99.6 96.2 99.6 60.9 73.5 494.8

Table 8: The effect of 𝑙0, 𝑘 = 100, 𝛿 = 0.5 and 𝐹𝑙𝑎𝑔 = 1.

𝑙0
Recall rate (%) Running time (ms)

Glove Tiny Deep10M Glove Tiny Deep10M
1 99.2 93.7 99.2 47.4 58.8 345.3
3 99.6 96.2 99.6 48.7 63.5 343.1
5 99.8 98.0 99.9 50.2 75.3 399.3
7 99.9 99.2 100.0 58.5 95.3 497.8

Table 9: The effect of the size of initial candidate set, 𝑘 = 100,
𝑙0 = 3, 𝛿 = 0.4 and 𝐹𝑙𝑎𝑔 = 0.

Dataset Recall rate (%) Running time (ms)
1000 2000 5000 1000 2000 5000

Music 99.4 99.4 99.5 8.44 9.1 11.7
Glove 99.3 99.3 99.3 17.2 18.1 21.0
Tiny1M 95.1 96.2 97.5 41.8 42.7 44.9
Deep10M 94.6 94.9 95.1 68.1 70.9 77.5

7 CONCLUSION
In this paper, to solve P2HNNS, we build a hierarchical structure
called MQH which can determine if the current residual vector
is suitable for hashing. Theoretical analysis shows that MQH not
only enjoys guarantees on query results, but also automatically
determines the required length of code for each point to ensure the
high efficiency. Experiments on real datasets confirm the superiority
of MQH.
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