
SubStrat: A Subset-Based Optimization Strategy for Faster
AutoML

Teddy Lazebnik
University College London

t.lazebnik@ucl.ac.uk

Amit Somech
Bar-Ilan University
somecha@cs.biu.ac.il

Abraham Itzhak Weinberg
Bar-Ilan University

abraham-itzhak.weinberg@biu.ac.il

ABSTRACT

Automated machine learning (AutoML) frameworks have become

important tools in the data scientist’s arsenal, as they dramatically

reduce themanual work devoted to the construction ofML pipelines.

Such frameworks intelligently search among millions of possible

ML pipelines - typically containing feature engineering, model

selection, and hyper parameters tuning steps - and finally output

an optimal pipeline in terms of predictive accuracy.

However, when the dataset is large, each individual configuration

takes longer to execute, therefore the overall AutoML running times

become increasingly high.

To this end, we present SubStrat, an AutoML optimization strat-

egy that tackles the data size, rather than configuration space. It

wraps existing AutoML tools, and instead of executing them di-

rectly on the entire dataset, SubStrat uses a genetic-based algorithm

to find a small yet representative data subset that preserves a par-

ticular characteristic of the full data. It then employs the AutoML

tool on the small subset, and finally, it refines the resulting pipeline

by executing a restricted, much shorter, AutoML process on the

large dataset. Our experimental results, performed on three popu-

lar AutoML frameworks, Auto-Sklearn, TPOT, and H2O show that

SubStrat reduces their running times by 76.3% (on average), with

only a 4.15% average decrease in the accuracy of the resulting ML

pipeline.
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1 INTRODUCTION

Automated machine learning (AutoML) frameworks [17, 25] are be-

coming increasingly popular, as they facilitate the time-consuming,

difficult task of developing a machine learning model, allowing

even non-expert users to build accurate and robust models for

their datasets at hand. To automatically develop a model, AutoML

frameworks compare millions of ML pipeline configurations, and

finally output the optimal pipeline, which typically includes data
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pre-processing, feature engineering, model selection, and hyper-

parameters optimization [20].

Clearly, a naive brute-force search scanning all pipeline configu-

rations is often infeasible [49], therefore different AutoML frame-

works employ a variety of optimizations and search heuristics, such

as Bayesian optimization [24], meta-learning [28], reinforcement

learning [21], and genetic algorithms [40], in order to reduce the

search space and the number of expensive pipeline executions.

However, when the training data is large ś each pipeline execu-

tion takes longer to run, which can add up to hours of search time,

even when using state-of-the-art AutoML frameworks [20]. While

cloud-based AutoML services may suggest using stronger hardware

(e.g., larger RAM, more GPUs) when working with large datasets ś

this results in much higher costs to the user. To this end, we present

SubStrat, a new strategy for reducing AutoML computation costs,

tackling the data size rather than the configuration search space. In

a nutshell, instead of employing an existing AutoML tool directly

on the entire dataset, we first compute a special data subset that

preserves some characteristics of the original one. We then employ

the AutoML tool over the subset (which is significantly faster), and

last, we refine the resulting model configuration by executing a

limited, shorter AutoML process over the original dataset.

The main advantage of our system is the compatibility with

state-of-the-art existing AutoML tools ś allowing data scientists

to continue using their favorite frameworks while significantly

reducing computation times. Our experiments show that our

system, when applied to Auto-Sklearn [16], TPOT [41], and

H2O [30], three of the most popular AutoML frameworks,

successfully reduced computation times by an average of

76.3%, while retaining 95.85% of the best model accuracy. The

main contribution of this work is as follows:

(1) We present a subset-based optimization strategy for AutoML,

aimed at reducing AutoML computation costs with a minimal de-

crease in model performance.

(2) We introduce the general notion of measure-preserving data

subsets and formulate their generation as an optimization problem.

We then devise a dataset entropy measure and provide an effective

genetic algorithm that is able to efficiently generate such entropy-

preserving subsets.

(3) We implemented SubStrat and performed an extensive exper-

imental evaluation over 18 datasets from various domains and

shapes, and compared our results to 10 different baselines

1.1 Problem & Solution Overview

In a typical AutoML scenario, a data scientist builds an ML model

for predicting the value of some target feature𝑦 in dataset𝐷 . Rather

thanmanually constructing themodel, the data scientist employs an

AutoML tool𝐴which intelligently scans multitudes of ML pipelines

(i.e., feature engineering, model selection, and hyper-parameters
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optimizations) and outputs a configuration which achieves the high-

est predictive performance1. We denote the application of AutoML

tool 𝐴 over dataset 𝐷 to predict the target 𝑦 by 𝐴(𝐷,𝑦) → 𝑀★,

where𝑀★ is the best configuration that 𝐴 could find.

As mentioned above, the larger the dataset, the higher the com-

putational cost of the AutoML, since each candidate-pipeline takes

longer to execute. Let 𝑇𝑖𝑚𝑒 (𝑀★) be the time it takes 𝐴 to generate

𝑀★, with final model accuracy, denoted by 𝐴𝑐𝑐 (𝑀★).

The goal of SubStrat, our subset-based optimization strategy, is to

utilize a data subset in order to reduce AutoML computation times,

while retaining the output model performance. Namely, to generate

a model configuration 𝑀𝑠𝑢𝑏 s.t. 𝑇𝑖𝑚𝑒 (𝑀𝑠𝑢𝑏 ) << 𝑇𝑖𝑚𝑒 (𝑀★) but

𝐴𝑐𝑐 (𝑀𝑠𝑢𝑏 ) ≈ 𝐴𝑐𝑐 (𝑀★). Importantly,𝑇𝑖𝑚𝑒 (𝑀𝑠𝑢𝑏 ) includes the time

it takes to discover the data subset.

Abstractly, given a dataset 𝐷 of size 𝑁 ×𝑀 and a target feature

𝑦, SubStrat works in three steps (See Figure 1 for illustration):

(1) Find a small data subset 𝑑 , of size 𝑛 ×𝑚, s.t. 𝑛 << 𝑁 and

𝑚 << 𝑀 .

(2) Employ the AutoML tool over 𝑑 , i.e., 𝐴(𝑑,𝑦) → 𝑀 ′.

(3) Fine-tune the intermediate pipeline configuration 𝑀 ′, by

employing a restricted, faster instance of 𝐴 back on 𝐷 to

obtain the final configuration𝑀𝑠𝑢𝑏 .

Although it is quite obvious that employingAutoML on a fraction

of the data takes less time, finding an adequate subset in a timely

fashion is challenging. For instance, one could easily take a random

subset of the data, and employ AutoML over it. Unfortunately, as

further discussed in Section 4.3, using such random subsets in our

framework reduces the final model accuracy by more than 27%

compared to the accuracy of𝑀★.

While 27% accuracy loss in ML is unanimously considered too

low, there is an ongoing discussion about the acceptability of model

accuracy for different applications in light of other objectives such

as interpretability, and training time (See, e.g., [19, 26, 51]). Follow-

ing these discussions, in this work we assume that a decrease of

more than 5% in accuracy is largely unacceptable for AutoML.

Solution & Paper Outline. We begin by reviewing related work

(Section 2). We then describe the architecture and methods of

SubStrat in Section 3: we first introduce the notion of measure-

preserving data subsets, which are designed to capture qualities

of the original data (Section 3.1). Next, since finding the optimal

measure-preserving subset is computationally infeasible, we formu-

late an optimization problem (Section 3.2), and present a genetic-

based algorithm to efficiently solve it (Section 3.3). Last, we discuss

our method for fine-tuning the intermediate model configuration,

adapting it to fit the full dataset (Section 3.4). Our experimental

evaluation is brought in Section 4, and we conclude in Section 5.

2 RELATED WORK

We survey related works in the field of AutoML as well as other

works which aim to reduce datasets’ size in different contexts.

Automated Machine Learning (AutoML). Existing AutoML can

be roughly divided into two main categories: search-space opti-

mizations and meta-learning solutions. Search space optimizations

1Note that other AutoML objectives can be used, such as finding the most compact
configuration [20], which is easier to deploy in a production environment.

Dataset 

Intermediate ML Pipeline Conf.

AutoML tool

SubStrat

Compute Gen-DST

Employ autoML 

Fine-tuning by 
Restricted autoML

Measure-preserving Data Subset

Final ML Pipeline

Figure 1: SubStrat Workflow

employ intelligent search strategies and heuristics to perform the

configuration selection more efficiently on ad-hoc datasets. Ex-

ample methods used are Bayesian optimization [14, 24], directed

search [48, 53] and genetic programming [41]. Meta-learning so-

lutions for AutoML [12, 21] take a different approach in order to

produce an optimal pipeline configuration ś by training, in advance,

an ML model on a large corpus of datasets, then predicting the opti-

mal configuration given the dataset and task at hand. This solution,

while significantly faster, is more resource-intensive and assumes

the user has a suitable collection of datasets to train on [48]. In

particular, we note the works in [14, 15], describing the popular

Auto-Sklearn system, which combines the two approaches and uses

meta-learning with search optimizations to obtain further speedup.

AutoML has also recently attracted the attention of the database

community. First, industryworks fromOracle [54] andAmazon [34]

describe the challenges and solutions in deploying AutoML systems

in their proprietary cloud environments. Similarly, Ease-ML [32]

tackles the problem of executing multiple AutoML processes by dif-

ferent users, on the same server. SystemDS [5] and VolcanoML [33]

take a different direction and suggest declarative languages and

abstract building blocks for AutoML and data science components,

facilitating the composition of DB-like execution plans.

Other works in our community focus on AutoML as a meta-

learning task: Auto-Model[47] infers the model and parameters by

mining research papers, Assassin [38] does so by efficiently mining

previous experience, and KGpip [22] builds ML pipelines using a

meta-learning model based on graph neural networks.

Differently from these works, which all suggest different, end-to-

end AutoML tools, the goal of SubStrat is to improve the running
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time of existing AutoML tools. This is by running the majority of

computation on a significantly smaller data subset, discovered by

our genetic-based algorithm (See Section 3.3).

Coresets for Deep Learning. Several recent papers, e.g., [27, 36,

37], focus on finding data coresets to improve the training of deep

learning models. Namely, given a set of training instances 𝑋 , the

goal is to find a subset 𝑆 ⊂ 𝑋 which minimizes or maximizes some

objective function. The latter can be, for example, training loss [36],

denoising [37], and training robustness [27].

SubStrat differs from these methods in two key aspects: (1) since

it is designed for tabular data, it jointly selects rows (samples)

and columns. (2) The coresets methods mentioned above assume a

particular network architecture, and take its weights as input. In

contrast, SubStrat is particularly designed for AutoML, where the

ML pipeline steps, including the predictive model and its hyper-

parameters, are yet unknown.

Additional Data Reduction Methods. Reducing the dataset size is

considered in previous work, where numerous methods are sug-

gested for selecting either rows or columns (features).

Feature selection [7, 52] is a prominent step inmanyML pipelines,

where the goal is to reduce the number of input variables consid-

ered by the model. This is done in order to reduce training times

as well as the complexity of the model. There is a plethora of re-

search works (See [7] for a survey), roughly categorized as Filter-

based techniques, that yield the Top-k features in terms of a given

metric (e.g., Chi-Square, ANOVA, and Information-Gain) [52]; as

well as Embedded and Wrapper methods, which directly utilize

the ML models to determine the important features [8]. Selecting

dataset rows is also widely considered in previous research, for

either general-purpose methods that produce a norm-preserving

sub-matrix [9] or for specific tasks such as search-results diversifi-

cation [13] and faster generation of data visualizations [43]. The

latter use dedicated, task-dependent utility definitions.

SubStrat is different from these works as it generates data subsets

by selecting both rows and columns, hence solving a different,

more complex optimization problem. We show in our experimental

evaluation, that data subsets composed by separately applying

feature-selection and row-sampling methods yield inferior results

to the ones generated by SubStrat.

3 SOLUTION ARCHITECTURE

We next describe the components of SubStrat in more detail.

3.1 Measure-Preserving Data Subsets

As mentioned above, our goal is to find a subset of the original

dataset which preserves a particular characteristic of the data.

Let 𝐷 be a dataset of 𝑁 rows and𝑀 columns. Denote its row and

column indices by 𝑅 = 1, 2, . . . , 𝑁 and 𝐶 = 1, 2, . . . , 𝑀 , respectively.

Intuitively, a data subset (referred to as DST, for short) of a full

dataset 𝐷 is simply a subset of the rows of 𝐷 , projected over a

subset of the columns.

Definition 3.1 (Data Subset (DST)). Given a dataset 𝐷 with row-

indices 𝑅 and column-indices 𝐶 , a DST of size 𝑛 ×𝑚 is defined

as follows. Let [𝑅]𝑛 be the set of all 𝑛-subsets of 𝑅, i.e., [𝑅]𝑛 =

Age Gender
Flight

distance

Delay

[minutes]

Satisfied

(target)

𝑹1 25 1 460 18 1

𝑹2 62 1 460 0 0

𝑹3 25 0 460 40 1

𝑹4 41 0 460 0 1

𝑹5 27 1 460 0 1

𝑹6 41 1 1061 0 0

𝑹7 20 0 1061 0 0

𝑹8 25 0 1061 51 0

𝑹9 13 0 1061 0 1

𝑹10 52 1 1061 0 1

Figure 2: An example dataset with two 5X3 subsets marked

in green and red. 𝑑𝑔𝑟𝑒𝑒𝑛 is a measure-preserving subset (w.r.t.

the dataset-entropy measure), while 𝑑𝑟𝑒𝑑 is not.

{𝑅′ |𝑅′ ⊆ 𝑅 ∧ |𝑅 | = 𝑛}, and [𝐶]𝑚 be the set of all 𝑚-subsets of

𝐶 . Then, given 𝑟 ∈ [𝑅]𝑛 and 𝑐 ∈ [𝐶]𝑚 , the DST is defined by 𝐷 [𝑟,

𝑐], i.e., the rows in 𝐷 indicated in 𝑟 , projected over the columns

indicated in 𝑐 . We also denote a dataset by 𝑑 , when possible.

Last, since the target column is crucial for the AutoML process,

our framework automatically inserts it into every DST.

Example 3.2. Consider the 10X5 dataset in Figure 2, taken from

the flight service review dataset in our experiments (See Section 4.1).

The green and red cells represent two different 5X3 data subsets:

𝑑𝑔𝑟𝑒𝑒𝑛 = 𝐷 [(1, 2, 3, 6, 8) (1, 4, 5)] and 𝑑𝑟𝑒𝑑 = 𝐷 [(4, 5, 7, 9, 10), (2,

3, 5)]. Note that both contain the target column (the right-most

column in Figure 2).

As will be shown in Section 4, simply using a random DST (in

which the row and column subsets are chosen uniformly at random)

in our solution induces a substantial decrease in the accuracy of the

AutoML process. Our goal is therefore to find a more representative

DST, that preserves some characteristic of the original dataset. Let

𝐹 : D→ R be a dataset measure which takes a dataset as input and

evaluates a characteristic of it by a real number.

We define a measure-preserving DST as follows.

Definition 3.3 (Measure-Preserving DST). Given a dataset 𝐷 , a

DST 𝑑 = 𝐷 [𝑟, 𝑐], and a dataset-measure 𝐹 : D→ R, we call a DST

𝑑 measure-preserving if 𝐹 (𝑑) ≈ 𝐹 (𝐷).

While any measure that evaluates a characteristic of the data

may be applicable, in this work we use a dataset entropy function,

which assesses the łamount of informationž conveyed in the data.

In our context, we define dataset entropy as follows.

Definition 3.4 (Dataset Entropy). Given dataset 𝐷 of size 𝑁 ×𝑀 ,

Let 𝐷𝑖 𝑗 be the value in row 𝑖 and column 𝑗 .

𝐻 (𝐷) =

∑𝑀
𝑗=1

(

∑𝑁
𝑖=1 𝑃 𝑗 (𝐷𝑖 𝑗 ) · 𝐿𝑜𝑔2𝑃 (𝐷𝑖 𝑗 )

)

𝑀

Where 𝑃 𝑗 (𝐷𝑖 𝑗 ) is a probability function corresponding to the fre-

quency of the value in 𝐷𝑖 𝑗 w.r.t. Column 𝑗 . For 𝐷𝑖 𝑗 = 𝑣 :

𝑃 𝑗 (𝑣) =

∑𝑁
𝑘=1

𝐼 [𝐷𝑘 𝑗 = 𝑣]

𝑁
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Example 3.5. Consider again the dataset and two subsets depicted

in Figure 2. Calculating the dataset entropy we obtain:

𝐻 (𝐷) =
2.65 + 1 + 1 + 1.4 + 0.97

5
= 1.395

We indeed observe that 𝐷 contains two columns with high entropy

(‘Age’ and ‘Delay’). These columns are also selected in the green

DST, which obtains the score:

𝐻 (𝑑𝑔𝑟𝑒𝑒𝑛) =
1.37 + 1.92 + 0.97

3
= 1.42

𝑑𝑔𝑟𝑒𝑒𝑛 is the 5X3 DST which obtains the closest dataset-entropy

score to 𝐷 . However, the red DST, which contains low-entropy

columns, obtains a lower score of 𝐻 (𝑑𝑟𝑒𝑑 ) = 0.89. Hence, 𝑑𝑔𝑟𝑒𝑒𝑛 is

considered a measure-preserving DST, whereas 𝑑𝑟𝑒𝑑 is not.

Suitability of entropy & alternative dataset measures. Entropy-

based measures such as KL-divergence, cross-entropy and infor-

mation gain are widely used to characterize data (e.g., in data pro-

filing [1] and meta-learning [6]). Such measures determine the

łclosenessž of two data distributions (which is widely used for vari-

ational inference [3], regression and classification loss [18], and

more).

In our context, the dataset-entropy measure has three main ad-

vantages: (1) It is a non-parametric measure, having no prior as-

sumption on the data distributions. This allows SubStrat to support

a wide range of datasets. (2) Our suggested measure focuses on

the data distributions rather than the values themselves (as is com-

mon for distance metrics such as Euclidean distance or Manhattan

distance). This is more suitable to our setting, where the size of

the compared arrays greatly differ. (3) A low entropy difference

between distributions 𝑃 and 𝑄 implies that a model based on 𝑃

can very well predict 𝑄 . This property is well suited for the down-

stream task in our setting, which is choosing an ML pipeline for the

original dataset, based on computations performed on the subset.

Last, note that while dataset-entropy worked well in our experi-

ments (see Section 4.5), our optimization algorithm, as described

below, is generic and can take other possible dataset measures as

input (e.g., 𝑝-norm, mean-correlation, and coefficient of variation).

3.2 DST as an Optimization Problem

Ideally, we would like to find the best-preserving DST for a dataset

𝐷 . Namely, the best DST of size 𝑛 ×𝑚 can be found by:

argmin
𝑟 ∈[𝑅 ]𝑛,𝑐∈[𝐶 ]𝑚

|𝐹 (𝐷 [𝑟, 𝑐]) − 𝐹 (𝐷) |

If 𝑛 and𝑚 are small, then finding the best-preserving DST can

be done in𝑂 (𝑁𝑛 ·𝑀𝑚) time, by a brute-force search that traverses

through all possible DST of size 𝑛 ×𝑚. Clearly, this becomes infea-

sible for large datasets or when a larger DST is needed.

We therefore define an optimization problem, which is to mini-

mize the difference between the DST and the original dataset, i.e.,

L(𝑟, 𝑐) = |𝐹 (𝐷 [𝑟, 𝑐]) − 𝐹 (𝐷) |

Note that while numerous methods and algorithms can be used

to minimize L(𝑟, 𝑐) (See Section 4.2), we must use an approach that

also obtains short convergence times. Otherwise, the optimization

Algorithm 1 Gen-DST

1: Input: dataset (𝐷), dataset-measure (𝐹 ),DST size (𝑛,𝑚)

2: Output: data subset (𝑑)

3: 𝑃0 ⇐ generate (𝜙) candidates in random

4: 𝑏𝑒𝑠𝑡_𝑑𝑠𝑡 ⇐ 𝑎𝑟𝑔𝑚𝑎𝑥𝐺 ∈𝑃0𝐹 (𝐺,𝐷)

5: for generation 𝑖 ∈ [1, . . . ,𝜓 ] do

6: 𝑃𝑖 ⇐ 𝑀𝑢𝑡𝑎𝑡𝑖𝑜𝑛_𝑂𝑝𝑒𝑟𝑎𝑡𝑜𝑟 (𝑃𝑖 , 𝜉, 𝑝𝑟𝑐 )

7: 𝑃𝑖 ⇐ 𝐶𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟_𝑂𝑝𝑒𝑟𝑎𝑡𝑜𝑟 (𝑃𝑖 , 𝑝𝑚)

8: 𝑃𝑖+1 ⇐ 𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛_𝑂𝑝𝑒𝑟𝑎𝑡𝑜𝑟 (𝑃𝑖 , 𝛼)

9: if max𝐺 ∈𝑃𝑖+1 𝐹 (𝐺,𝐷) > 𝐹 (𝑏𝑒𝑠𝑡_𝑑𝑠𝑡, 𝐷) then

10: 𝑏𝑒𝑠𝑡_𝑑𝑠𝑡 ⇐ 𝑎𝑟𝑔𝑚𝑎𝑥𝐺 ∈𝑃𝑖+1𝐹 (𝐺,𝐷)

11: end if

12: end for

13: return 𝑑 := 𝐷 [𝑏𝑒𝑠𝑡_𝑑𝑠𝑡 (𝑟 ), 𝑏𝑒𝑠𝑡_𝑑𝑠𝑡 (𝑐)]

process will take too long, hence diminishing the efficacy of our

overall solution in reducing AutoML running times.

3.3 A Genetic-Based Algorithm for Finding DST

Our framework employs a Genetic Algorithm (GA), a well-known

and commonly-used meta-heuristic search method, based on the

biological theory of evolution [23]. Briefly, GA simulates evolu-

tion through a natural selection process: First, a population of 𝜙

candidate-solutions, each comprising a set of properties, referred to

as genes is selected at random. The algorithm then iteratively mu-

tates and alters the genes in order to create łbetterž solutions w.r.t.

a fitness function, which corresponds to the optimization objective.

In particular, at each generation (i.e., iteration), the GA typically per-

forms several stochastic operators [4, 10]: (1) a mutation operator

which induces random noise into the genes of a candidate-solution,

(2) a cross-over operator which combines the genes of two candidate-

solutions, and (3) a selection operator which refines the population

of the next generation, by keeping fitter candidate-solutions with

higher probability than less-fitting solutions. Finally, after a num-

ber of generations (𝜓 - chosen according to predefined stopping

criteria), the fittest candidate-solution is selected as the output of

the GA algorithm.

We next describe Gen-DST, our genetic-based algorithm for

finding measure-preserving DSTs. Importantly, Gen-DST jointly

selects rows and columns, and therefore uses dedicated genetic

representation and operators, adapted from the standard ones as

appear in [4, 10, 23]. The adaptations made in Gen-DST ensure a

balanced mutation and combination of candidate solutions, w.r.t.

both rows and columns, as described below.

Genetic representation of candidate-DSTs. The genetic rep-

resentation of a candidate-DST, denoted 𝐺 , comprises of 𝑛 + 𝑚

chromosomes: 𝑛 row-chromosomes, that correspond to 𝑛 row in-

dices of dataset 𝐷 , and𝑚 column-chromosomes, that correspond to

𝑚 column-indices. More formally, 𝐺 ≔ (𝑟, 𝑐), 𝑟 ∈ [𝑅]𝑛, 𝑐 ∈ [𝐶]𝑚 ,

where 𝑅 and 𝐶 denote the row and column indices of dataset 𝐷 .

Fitness Function. The fitness function 𝑓 (𝐺) is simply the negative

loss of the DST-candidate 𝐺 = (𝑟, 𝑐), Namely,

𝑓 (𝐺) ≔ −L(𝑟, 𝑐) = − |𝐹 (𝐷 [𝑟, 𝑐]) − 𝐹 (𝐷) |
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Gen-DST Workflow & Operators. Gen-DST, as depicted in Algo-

rithm 1, works as follows. First, an initial population 𝑃 of candidate

DSTs is randomly generated, s.t. each candidate-DST 𝐺 (𝑟, 𝑐) con-

tains the target column 𝑦, i.e. 𝑡 ⊂ 𝑐 . Then, for each generation 𝑖 , we

perform (1) mutation, (2) cross-over and (3) selection, in order to

generate the next-generation population 𝑃𝑖+1:

(1) Mutation. The mutation operator is stochastically employed, for

each candidate-solution 𝐺 = (𝑟, 𝑐) in the population 𝑃𝑖 with prob-

ability 𝜉 . First, we randomly decide if to mutate rows or columns

w.r.t. probability 𝑝𝑟𝑐 , which we define to be 𝑁 /(𝑁 +𝑀) (for choos-

ing rows). If, for example, a row-mutation is decided upon, we

randomly replace one of the row-indices in 𝑟 . Namely, we mutate

𝐺 and form 𝐺 ′ s.t.

𝐺 (𝑟 ′, 𝑐), 𝑟 ′ ∈ [𝑅]𝑛 ∧ |𝑟 ∩ 𝑟 ′ | = 𝑛 − 1

A similar process is performed for column mutations, only that the

target column 𝑦 cannot be mutated.

(2) Cross-Over. Cross-over is employed for two candidate-DSTs𝐺𝑎 =

(𝑟𝑎, 𝑐𝑎) and𝐺𝑏 = (𝑟𝑏 , 𝑐𝑏 ) in population 𝑃𝑖 with the goal of creating

two next-generation DSTs, 𝐺𝑎𝑏 and 𝐺𝑏𝑎 . We begin by selecting

whether to cross rows or columns (similar to the mutation operator),

with probability 𝑝𝑟𝑐 . Then, assuming (w.l.o.g.) that columns cross-

ever is selected, we randomly choose a split-size 1 < 𝑠 < 𝑚, and

use it to split both 𝑐𝑎 and 𝑐𝑏 , each to two random subsets - one of

size 𝑠 and one of size𝑚 − 𝑠 , i.e., 𝑐𝑎 = 𝑐𝑠𝑎 ∪ 𝑐𝑚−𝑠
𝑎 and 𝑐𝑏 = 𝑐𝑠

𝑏
∪ 𝑐𝑚−𝑠

𝑏
.

The cross-over then unifies complementing subsets from 𝑎 and 𝑏,

creating 𝑐𝑎𝑏 and 𝑐𝑏𝑎 :

𝑐𝑎𝑏 = 𝑐𝑠𝑎 ∪ 𝑐𝑚−𝑠
𝑏

, 𝑐𝑏𝑎 = 𝑐𝑠
𝑏
∪ 𝑐𝑚−𝑠

𝑎

Finally, the next-generation DSTs are set as 𝐺𝑎𝑏 = (𝑟, 𝑐𝑎𝑏 ) and

𝐺𝑏𝑎 = (𝑟, 𝑐𝑏𝑎)
2. The cross-over operation is performed over the

entire population 𝑃𝑖 : 𝑃𝑖 is first split into disjointed pairs of candidate-

DSTs, then the cross-over is performed on each such pair.

(3) Selection. Last, after employing mutation and cross-over, we

employ the selection operator which forms the next-generation

population 𝑃𝑖+1. We use the royalty tournament operator [4], which

selects the best 𝛼 ·𝜙 candidate-DSTs from 𝑃𝑖 according to the fitness

function 𝑓 (𝐺). The rest of the 𝜙 (1 − 𝛼) DSTs are sampled (with

repetitions) according to their fitness score, i.e., with probability:

𝑝𝑠𝑒𝑙𝑒𝑐𝑡 (𝐺) =
𝑓 (𝐺)

∑

𝐺′∈𝑃𝑖 𝑓 (𝐺
′)

Last, the stopping criterion of Gen-DST is either reaching a pre-

defined limit on the generations number, or a convergence criterion

that stops the execution when the fittest DST of population 𝑃𝑖+1 is

not significantly better than the fittest solution in 𝑃𝑖 . In this case,

we return the DST that obtained the highest fitness score, over all

previous generations.

3.4 Fine-Tuning the Intermediate Configuration

Gen-DST generates a DST 𝑑 , which is then given as input to the

Auto-ML tool 𝐴, instead of the full dataset 𝐷 , which in turn output

an intermediate ML pipeline configuration𝑀 ′.

2In case the size of 𝑐𝑎𝑏 or 𝑐𝑏𝑎 is smaller than𝑚, we insert the required amount of
columns at random, while also making sure the target column 𝑦 is contained in both.

The final step performed by SubStrat is to fine-tune the inter-

mediate configuration𝑀 ′ by a restricted execution of 𝐴 on the full

dataset 𝐷 . The restriction of the process is twofold: (1) We restrict

the configuration search space by forcing it to use the same ML

model discovered in𝑀 ′. (2) We further restrict the process by time,

using a stopping condition on the predictive accuracy of the cur-

rent best pipeline. In our implementation, if the derivative of the

obtained accuracy is less than 0.02 for three consecutive steps, the

fine-tuning process is terminated.

As shown in our experimental results in Section 4.3, this step

slightly increases the running times of SubStrat, but boosts the

relative accuracy (compared to the full AutoML) by about 6%.

4 EXPERIMENTS

We conducted a thorough experimental study with the goal of

examining the effectiveness of SubStrat in reducing the running

times of existing AutoML tools while retaining the accuracy of their

output ML pipelines.

4.1 Setup & Methodology

Experimental Framework & Methodology. Given an input dataset

and a target feature, we first directly employ an AutoML tool and

obtain its output ML pipeline configuration.

We record both the running time and the accuracy of the re-

sulting model, which serve as our primary baseline, denoted Full-

AutoML. We then examine whether our subset-based strategy can

indeed reduceAutoML running times, and still generateML pipelines

as accurately as Full-AutoML. To generate the data subsets, we used

Gen-DST as well as 10 other baselines (see below). For each instance,

we compute the relative running time (including the generation of

the subset) and accuracy w.r.t Full-AutoML.We report the following

metrics: time-reduction, which indicates how much time was saved:

𝑇𝑖𝑚𝑒-𝑅𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 = 1 −
𝑇𝑖𝑚𝑒 (𝑀𝑠𝑢𝑏 )

𝑇𝑖𝑚𝑒 (𝑀★)

We also report the relative accuracy, indicating the proportion of

accuracy of Full-AutoML that was successfully retained:

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒-𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

𝐴𝑐𝑐 (𝑀𝑠𝑢𝑏 )

𝐴𝑐𝑐 (𝑀★)

Datasets. We used 18 public datasets from Kaggle [50], UCI Ma-

chine Learning Repository [46], and OpenML [42]. The datasets, as

depicted in Table 1, are of different shapes that can be categorized

as follows: (1) standard, containing several thousand rows and a

few dozen columns, as most datasets in the popular OpenML-C18

benchmark [2]; (2) Long, containingmore than 1M rows and a dozen

columns; (3) HighDim are high dimensional dataset, with several

hundred columns; (4) HighDim-Wide are particularly wide datasets

that contain up to 11K columns, and have a columns-to-rows ratio

of at least 70%. Links to the full datasets can be found in our code

repository [45].

Auto-ML methods. We evaluated SubStrat using Auto-Sklearn,

TPOT, and H2O, three highly-popular AutoML tools. The tools

have a substantially different underlying technology: (1) Auto-

Sklearn[14, 15], an industry-standard tool that uses Bayesian op-

timization methods together with meta-learning. It works on top of

the Python Scikit-Learn library [44], and generates an ML pipeline

776



Table 1: Dataset descriptions and properties

Symbol Domain #Rows #Cols #Cells

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑-1 Heart disease 79K 7 0.55M

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑-2 Flight service review 130K 23 2.98M

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑-3 Signal processing 10K 5 70K

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑-4 Air quality 57K 7 0.40M

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑-5 Bike demand 17K 9 150K

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑-6 Car insurance 10K 18 180K

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑-7 Lead generation form 7K 15 100K

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑-8 Mushroom classif. 8K 23 180K

𝐿𝑜𝑛𝑔-1 Criteo Click Predict. 2M 12 24M

𝐿𝑜𝑛𝑔-2 Poker matches 1M 12 12M

𝐻𝑖𝑔ℎ𝐷𝑖𝑚-1 KDD 98 82K 478 39.19M

𝐻𝑖𝑔ℎ𝐷𝑖𝑚-2 Myocardial infarction 1.7K 123 210K

𝐻𝑖𝑔ℎ𝐷𝑖𝑚-3 KDD Cup 2009 50K 231 11.55M

𝐻𝑖𝑔ℎ𝐷𝑖𝑚-4 Philippine 6K 309 1.80M

𝐻𝑖𝑔ℎ𝐷𝑖𝑚-5 Isolet 8K 614 4.78M

𝐻𝑖𝑔ℎ𝐷𝑖𝑚-𝑊 -1 AP Breast Colon 630 11K 6.88M

𝐻𝑖𝑔ℎ𝐷𝑖𝑚-𝑊 -2 Micro-mass 571 1301 0.74M

𝐻𝑖𝑔ℎ𝐷𝑖𝑚-𝑊 -3 Gisette 7K 5K 35M

configuration comprising of feature prepossessing, model selection,

and hyper-parameters optimization. (2) Tree-Based Pipeline Op-

timization Tool (TPOT) [39], a tool that also utilizes Scikit-Learn

but uses a genetic programming approach to explore the configu-

ration search space. (3) H2O [30] uses a narrower configuration

search space but focuses on stacked ensembles of models.

Implementation & Hardware. SubStrat and the rest of the baseline

algorithms were implemented in Python 3. Our source code is fully

available in [45]. We ran the experiments on an Ubuntu Server with

an Intel Core i7-9700K CPU and 64GB RAM.

4.2 Baseline Methods

We implemented 10 different baselines in 6 different categories

(A-F). To clarify the scope of comparison, recall again that AutoML

methods require the raw data as input, therefore any approach

that alters the data (e.g., PCA, embedding) is inapplicable. Also,

we only compare SubStrat to other methods for reducing the data

size rather than the configuration space, as the latter is performed

by the chosen AutoML tool. The baselines in categories A-F were

therefore devised to answer the following questions:

i. Can a trivial, random DST perform well enough? (Category A)

ii. Canwe use different, existing optimizations for findingmeasure-

preserving DSTs? (Categories A-C)

iii. Can we generate effective DSTs using existing techniques for

row sampling and column selection? (Categories D-E)

iv. Can SubStrat obtain good performance without the fine-tuning

phase? (Category F)

A. Monte-Carlo Search. We began with a simple random search

technique, which given a predefined time/iteration budget 𝐵, ran-

domly generates DSTs, calculates their measure-preserving loss

(as defined in Section 3.2), and at the end of the time limit (or max

iteration) returns the DST that obtained the minimal loss. We use

three instances with different budgets: (1)MC-100, which examines

100 DSTs, (2) MC-100K , designed to have approximately the same

running- times as Gen-DST, allowing it to compare about 100K

DSTs. Last, to demonstrate the optimization challenge of finding

DSTs, we also examined (3) MC-24H , which stops after 24 hours.

While the latter cannot improve the running time of AutoML, we

examine its performance only in terms of relative accuracy.

B. Multi-Arm Bandit. Additionally, we implemented a more sophis-

ticated Multi-Arm Bandit (MAB) baseline, which also attempts to

find a measure-preserving DST. MAB is a well-known search frame-

work that balances exploration and exploitation within the search

space[31]. We implemented the MAB baseline by formulating two

types of arms: row-arms and column-arms. At each round, the

model needs to choose 𝑛 rows and 𝑚 columns, and balance the

exploration/exploitation of its choices using an 𝜖-greedy policy.

C. Greedy Selection.Another possible optimization is to use a greedy

selection process. Since the loss is dependent on both the rows and

the columns, we used two instances of the algorithm: (1) (Greedy-

Seq) which first selects 𝑛 rows and then𝑚 columns. The 𝑛 rows are

found in a greedy manner, s.t. at each step we add to the DST 𝑑 a

new row from 𝐷 which locally diminishes the local loss of 𝑑 (while

using all columns in 𝐷). In the second step we choose𝑚 columns

in a similar manner, only that the loss is computed w.r.t. the rows

already found in the row-selection phase. We also implemented (2)

Greedy-Mult which attempts to greedily select both a row and a

column at each step.

D. Clustering-Based Approach. This method does not attempt to find

measure-preserving DSTs, yet tries to select representative rows

and columns using clustering. The KM Baseline first clusters the

rows in 𝐷 into 𝑛 clusters, by employing K-means clustering [35].

Then, to choose 𝑛 representative rows, we pick the ones that are the

closest to each of the 𝑛 cluster centroids. To select𝑚 columns, we

do the same process by applying K-Means on the column vectors.

E. Information-Gain (Feature Selection). Information-gain (IG) is a

commonly used technique for feature selection [29]. Similarly to our

dataset-entropy measure, it is also based on entropy calculations,

where the goal is to select𝑚 columns that have the highest IG, w.r.t.

the target feature 𝑦. Intuitively, these are the columns that provide

the most łinformationž about 𝑦. As IG can only be used for feature

selection, we implemented two different baselines here: (1) IG-Rand

which selects columns using 𝐼𝐺 and chooses the rows at random,

and (2) IG-KM , which uses IG for column selection, and the KM

baseline to choose the rows.

F. SubStrat Without Fine-Tune. Last, we examine the importance

of the fine-tuning phase, by using a limited version of SubStrat,

denoted SubStrat-NF. This version outputs the intermediate con-

figuration𝑀 ′ ś resulted by applying the AutoML tool only on the

DST generated by Gen-DST, without employing fine tuning on the

full dataset.

Baselines Default Configurations. For each dataset shape category

(as depicted in Table 1) we performed a grid search, optimizing on

the harmonic mean of time reduction and relative accuracy. The

DST size grid used for all baselines is {𝑠𝑞𝑟𝑡, 𝑙𝑛} ∪ {0.05𝑖 · 𝑛}19𝑖=1 for

the rows and columns (replacing 𝑛 with𝑚). We further varied the

following parameters in SubStrat:𝜓 (num. of generations), ranged

in (30,40,45); 𝜙 (population size) ranged in (200,250,300,350). For

the baselines, MAB has an additional hyper-parameter (other than

the DST size) of 𝜖 (varied from 0.001 to 0.05, in intervals of 0.005).
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