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ABSTRACT
Awidely used approach to characterize input data in both databases
and ML is computing the correlation between attributes. The oper-
ation is supported by all major database engines and ML platforms.
However, it is an expensive operation as the number of attributes
involved grows. To address the issue, in this paper we introduce
AMNES, a stream analytics system offloading the correlation oper-
ator into an FPGA-based network interface card. AMNES processes
data at network line rate and the design can be used in combina-
tion with smart storage or SmartNICs to implement near data or
in-network data processing. AMNES design goes beyond matrix
multiplication and offers a customized solution for correlation com-
putation bypassing the CPU. Our experiments show that AMNES
can sustain streams arriving at 100 Gbps over an RDMA network,
while requiring only ten milliseconds to compute the correlation
coefficients among 64 streams, an order of magnitude better than
competing CPU or GPU designs.
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1 INTRODUCTION
Correlation is a term frequently used in machine learning [27], data
mining [16], databases [35, 51], business analysis [52], and statis-
tics [70] to interchangeably represent different types of relations
(linear or non-linear), mutual dependencies, or causality, with the
ultimate goal of summarizing large amounts of data by observing
patterns between variables [8]. Correlation is important for data
processing and data management systems [11, 35, 66] and usually
finds its place in exploration, data cleaning, or data pre-processing
stages, all constituting a significant effort for a data scientist [45].
For example, knowing the correlation among data can affect the
scheduling decision of whether to offload the computation to a Gen-
eral Purpose GPU (GPGPU) or another accelerator that involves
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data movement [9]. Similarly, correlated data affects the error of
the selectivity estimators used by query optimizers [19], i.e., highly
correlated data leading to higher errors [28]. In machine learning,
knowing which features or dimensions are correlated serves in both
dimensionality reduction, by pointing at data that can be removed
as it does not provide additional information [81], and correlation
clustering since the correlation between data is a useful input to
clustering algorithms [40]. Finally, correlation computation can be
utilized by vector databases to find data vector similarity [57], or
in data privacy applications to detect when too much public data
leads to information leakage [84].

Finding the correlation between data sets (columns in a relational
table, two data streams, or dimensions in a set of vector data) is
typically an expensive operation. On the one hand, its computation
typically involves calculating several statistics over each data set
that feed into computing the correlation coefficient. This requires a
full pass over the data. On the other hand, in most cases, the corre-
lation has to be calculated across many data sets (e.g., wide tables
in databases, or high-dimensional vectors in ML applications). As a
reference, the widely used NumPy and Pandas Python libraries can
take up to 100ms to compute the correlation between just 16 vari-
ables with 200’000 elements each. Later in the paper, we show how
to compute the correlation for 64 streams and 2million elements per
variable in about 10ms, i.e., an order of magnitude less than these
established libraries. In databases, due to the cost of computing cor-
relation, it is often approximated, especially when used to optimize
the creation of indexes, as data correlations can significantly affect
their performance, particularly for clustered indexes [17, 39]. One
common approximation is to compare the number of distinct values
across attributes [39]. However, this measure is far less precise than
statistical correlation measures.

Relational engines such as Postgres, Oracle,MySQL, or Snowflake
and vector databases (Milvus) compute correlation between pairs
of attributes via either an intrinsic operator (Postgres, Oracle DB,
Snowflake, BigTable) or by combining data statistics (MySQL). For
more than two attributes, a manual query with the explicit pairs of
attributes has to be written. As the amount of data to be processed
grows, there is a need to understand how to efficiently correlate
many attributes in parallel and whether the computation can be
offloaded to an accelerator, e.g., without CPU involvement. In this
paper we explore this question by looking at how computing the
statistical correlation can be accelerated using an FPGA acting on
streams of data arriving from or being sent to the network.

The reason to explore such a design is based on the fact that stor-
age is nowadays often disaggregated with data processing involving
first reading the data from object storage and bringing it into the
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computing node. This opens up the possibility to offload computa-
tion to accelerators either on the storage nodes or on the network
path. Examples of such systems include: (1) Amazon AQUA, which
employs FPGAs together with SSDs to offload SQL operators (se-
lection, projection, LIKE predicates, etc.) to a network-attached
caching layer [7]; (2) Microsoft’s Catapult, which has an FPGA
along the network data path to accelerate a wide range of use cases
from key-value stores [47], network function virtualization [22],
search engines [53], to AI/ML applications [49]; and (3) Oracle Ex-
adata, a database engine with smart disaggregated storage where
data is kept in row format for online transaction processing (OLTP),
but is transformed on the fly into column-based as data is moved
from storage to in-memory to accommodate fast online analytical
processing (OLAP). In all these cases, our design enables offloading
the correlation operator to the accelerator or to the storage.

These are the scenarios targeted by AMNES although, as we
show in the paper, it can also be used in the conventional accelera-
tion model with data residing in the CPU’s memory. The benefit of
having the correlation assessed while data is moving through the
network, be it from one compute node to another or from storage
to a compute node, is that correlation becomes meta-data that can
be used by the subsequent processing tasks (e.g., machine learn-
ing pipelines, scheduling algorithms, or analytical jobs), once all
the transferred data has reached its destination. Since most of the
data to be processed in cloud-based systems has to travel through
the network, enhancing network cards with complex computation
capabilities reduces data movement, eliminates the need for inter-
mediate storage, and eventually reduces energy consumption.

To show the potential of these ideas, we have developed AMNES,
an open source [75] FPGA-based accelerator that computes the
Pearson correlation coefficient (PCC) among data streams. AMNES
can operate on data residing in host memory (i.e., as a conventional
accelerator due to its low-latency) or on data streams arriving
from the network. While the actual network transport protocol
used is not relevant for the computation, in our prototype, we
have focused on RDMA networks due to their higher throughout
challenges and significantly lower data access latency than TCP/IP.
AMNES operates specifically on the Converged Ethernet (RoCEv2)
protocol, which is already deployed by many cloud providers such
as Alibaba Cloud [24], Microsoft Azure [26], with 70% of Azure
traffic being RDMA-based [54], and Oracle Exadata [59]. RDMA has
also made its way into database design, with increasing systems
and prototypes demonstrating its advantages [55, 82].

Finally, we note that we focus on Pearson’s correlation as it
is the most widely used. Kendall and Spearman correlations can
be easily computed using a simplified variation of our design to
process sorted data (as these two correlation operators required
the data to be sorted). AMNES’s modular architecture allows to
use only part of the design (e.g., the ACC Engine), to derive a
variety of useful statistics such as correlation coefficients, cosine
similarity and cosine distance, standard deviation, as well as slope
and intercept of linear regression lines over the data. These are
all standard operators in relational engines these days and can be
supported by our design with minimal changes.

Through AMNES design we make the following contributions:
(1) the description of an FPGA-based accelerator computing Pearson

correlation coefficients for parallel data streams; (2) the demonstra-
tion of the concurrent computation of the correlation among up to
64 data streams and the analytical study of the capacity of the de-
sign, which is as high as several thousand concurrent data streams,
well beyond the I/O capabilities of modern devices or networks;
(3) the demonstration of the ability to embed the accelerator on an
RDMA-capable SmartNIC; and (4) the evaluation of the design prov-
ing that it offers several orders of magnitude performance gains in
both throughput and latency over CPU and GPU-based approaches.

2 BACKGROUND
In this section, we formally define the correlation between two
streams and introduce the FPGA. Furthermore, we explain the
statistical and mathematical background underlying the Pearson
correlation coefficient and present our motivation behind using
RDMA (Remote Direct Memory Access) at networking level.

2.1 The Correlation Coefficients
Correlation can be measured using different types of coefficients,
e.g., Pearson, Kendall, Spearman, or Point-Biserial. The latter em-
ploys the same formula as the Pearson correlation coefficient (PCC),
with one variable being binary. The Pearson correlation coefficient
is the normalized version of covariance [16]. In contrast to Pear-
son, which measures linear association, Kendall and Spearman
coefficients are non-parametric tests (e.g., do not depend on the un-
derlying data distribution) and measure an ordinal association [71]
between ranked data. These two coefficients assume ordered stream
values and are mainly used to assess a non-linear association [20].
Database engines often include several measures of correlation as
part of their statistical functions (e.g., Oracle includes support for
Pearson, Kendall, and Spearman correlation coefficients).

In this paper, we focus on the Pearson correlation coefficient,
which measures the strength of the linear association between two
data streams by taking into account the amount of variation present
in each stream and how the streams vary together. The coefficient is
a dimensionless quantity within the range [−1, +1]. Unlike covari-
ance, which can take infinite values, this well-confined range allows
for a straightforward assessment. A Pearson correlation coefficient
(𝜌) of value 0 indicates that no linear relationship exists between
two data streams, i.e., they are independent. A perfect linear rela-
tionship is indicated by a coefficient of magnitude 1. A negative sign
indicates that the increase in the values of one stream associates
with a decrease in the values of the other stream. A positive sign, on
the contrary, indicates that the increase in the values of one stream
associates with the increase in the values of the other. The stronger
the correlation, the closer the correlation coefficient gets to ±1. If
we consider |𝜌 |, the absolute value of the PCC, the strength of the
linear relationship can be assessed as follows: (1) weak correlation
for |𝜌 | ∈ [0.1, 0.3); (2) medium correlation for |𝜌 | ∈ [0.3, 0.5);
and (3) strong correlation for |𝜌 | ∈ [0.5, 1] [6, 72]. Nevertheless,
the relationship strength does not imply any causal relationship
between the two given streams [1].

The PCC is the most widely used among the correlation coeffi-
cients presented above [71]. Intuitively, if a line is drawn as a best
fit through the data points of two streams, the PCC indicates the
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amount of variation that exists around this line of best fit. Nev-
ertheless, PCC does not represent the slope of the line of best fit.
Its value in [−1, +1] indicates the variation around this line, with
values closer to 0 indicating a large variation.

Mathematically, the PCC (𝜌) for a bound population (e.g., max-
imum number of items for two analyzed streams is 𝑁 ) is shown
in Equation 1, where E is the expectation, 𝜇 and 𝜎 are the mean
and the standard deviation of each data stream. Developed further,
Equation 1 describes PCC as the centered and standardized sum of
the cross-product of two data streams [63].

𝜌𝑋𝑌 =
E[ (𝑋 − 𝜇𝑋 ) (𝑌 − 𝜇𝑌 ) ]

𝜎𝑋𝜎𝑌

=

∑︁𝑁−1
𝑡=0 (𝑥𝑡 − 𝜇𝑋 ) (𝑦𝑡 − 𝜇𝑌 )√︂∑︁𝑁−1

𝑡=0 (𝑥𝑡 − 𝜇𝑋 )2
√︂∑︁𝑁−1

𝑡=0 (𝑦𝑡 − 𝜇𝑌 )2

(1)

In Equation 2, we replace expectation and standard deviation by
their correspondingmathematical formulas and reduce the common
members to minimize the number of necessary divisions. Equation 2
leads to the core components around which our design centers: the
sum of elements (

∑︁𝑁−1
𝑡=0 𝑥𝑡 ,

∑︁𝑁−1
𝑡=0 𝑦𝑡 ), the sum of squares (

∑︁𝑁−1
𝑡=0 𝑥2𝑡 ,∑︁𝑁−1

𝑡=0 𝑦2𝑡 ), and the sum of products (
∑︁𝑁−1
𝑡=0 𝑥𝑡𝑦𝑡 ). For the remaining

of the paper, we are going to refer to them as the sufficient statistics.
A similar equation is derived for binary variables and used to find
the correlation between graphs [37], aiming at discovering the
dependencies within a graph database.

𝜌 =

∑︁𝑁−1
𝑡=0 𝑥𝑡 𝑦𝑡 −

∑︁𝑁−1
𝑡=0 𝑥𝑡

∑︁𝑁−1
𝑡=0 𝑦𝑡

𝑁√︃∑︁𝑁−1
𝑡=0 𝑥2𝑡 −

(∑︁𝑁−1
𝑡=0 𝑥𝑡 )2
𝑁

√︃∑︁𝑁−1
𝑡=0 𝑦2𝑡 −

(∑︁𝑁−1
𝑡=0 𝑦𝑡 )2
𝑁

=
𝑁

∑︁𝑁−1
𝑡=0 𝑥𝑡 𝑦𝑡 −

∑︁𝑁−1
𝑡=0 𝑥𝑡

∑︁𝑁−1
𝑡=0 𝑦𝑡√︂

𝑁
∑︁𝑁−1
𝑡=0 𝑥2𝑡 − (∑︁𝑁−1

𝑡=0 𝑥𝑡 )2
√︂
𝑁

∑︁𝑁−1
𝑡=0 𝑦2𝑡 − (∑︁𝑁−1

𝑡=0 𝑦𝑡 )2

(2)

In order for the PCC results to be interpretable and trusted, the
analyzed streams should satisfy the following assumptions [72]:
(1) no missing values and a continuous scale; (2) the stream values
should be normally distributed, have a linear relationship and same
variance around the regression line; and (3) the streams should
not have outliers, values that do not follow a similar pattern as
the rest of the data. Moreover, PCC is applicable only to numeric
values [8]. The correlation involving data of other types, such as
strings, requires their mapping to numeric values.

In realistic use cases, it is unavoidable for the data to not have
missing values, non-normal distribution or outliers. There are sev-
eral ways to overcome this and still have an interpretable PCC
value: (1) pairwise missing values - compute the correlation using
the non-missing streams’ values; this results in a partial correlation
coefficient [8]; (2) list-wise deletion - compute the correlation only
using observations with non-missing values for both streams [8, 21];
(3) replace the missing values by either means among the adjacent
values or by constants. Each of these approaches are easy to im-
plement on an FPGA, at the cost of one clock cycle increase in
latency. In the design we explore in this paper, we have not in-
cluded this feature as it has no impact on the overall result. To
assess the normality of stream value distribution, one can employ
either histograms [32] or the Jarque-Bera test [34], with the former

being successfully implemented on FPGAs [32]. Various techniques
exist for outlier detection, ranging from statistical methods such as
Z-score and Mahalanobis distance to machine learning approaches
such as clustering or support vector machines. However, for FPGA
implementations aiming to maintain 100Gbps rates, moving aver-
age or exponential smoothing techniques are more appropriate [33].

Related Work. In databases, correlation has been used inter-
changeably to capture three different concepts. The first is the se-
mantic relationship (e.g., a functional dependency) between columns.
Hermit [77], Correlation Maps [38], CORDS [30], BHUNT [10],
CORADD [39] use attributes’ semantic correlation to improve in-
dexing, query execution, and query optimization [51] performance.
The second concept uses the two attributes covariance to model
selectivity for query optimizers [14]. And the third models the rela-
tionship between pairs in time series analysis: BRAID [66] for lag
correlation; StatStream [85], Mueen et al. [56], and Li et al. [48] for
longest-lasting correlated subsequences; andWadjet [65] for outlier
identification. The last two concepts employ PCC in a CPU based
streaming context. As noted, correlation computation on the CPU is
expensive and is typically approximated or limited to specific data
segments (i.e., Xiong et al. [80] opt to focus on Zipfian distributed
datasets for large number of streams and compute PCC for only a
subset of pairs; the same applies for Zhang and Feigenbaum [83] to
find correlation among large datasets).

Correlation on Heterogeneous Architectures. FPGA-based
correlation implementations have been proposed for image pro-
cessing [41], OFDM (orthogonal frequency division multiplexing)
timing synchronization [60], and digital correlation processors [4].
Image correlation differs from PCC by evaluating pixel value and
energy differences between images, but shares similarities in its
use of additions and multiplications for computation. Nevertheless,
image processing correlation uses 11 × 11 window values, leading
to computations over 121 pixels, considerably smaller than our
target stream lengths. OFDM timing synchronization [60] aims
to reduce DSP utilization by replacing multiplication operations
with shift-and-adds, resulting in approximated results. In contrast,
our approach focuses on analyzing classic data types, providing
exact results, and preserving data representation. There are limited
customized GPU-based correlation implementations due to data
movement overhead and the GPU’s constrained memory capac-
ity. Chang et al. [12] achieved a significant speedup of 28× to 38×
in PCC computation for matrix sizes ranging from 4096 × 16 to
12288 × 64, utilizing floating-point representations for sequence
database search. Their assessment considered both computation
and data transfer time to and from the GPU memory. However, the
GPU’s memory limitations constrained the maximum analyzed size,
and the execution time was in the order of seconds, falling short of
the performance and architectural flexibility achieved with AMNES.

Conversely to this previous work, we focus on computing the
PCC on data streams at network line rate for direct deployed on the
network without CPU involvement. We show correlation computa-
tion for up to 64 parallel data streams (2016 PCC values) with several
orders of magnitude performance gains over existing solutions, and
how the design can be generalized for correlating thousands of
streams, if sufficient bandwidth is available. This demonstrates the
ongoing validity of our design as networks and CPU-accelerator
(e.g., Intel CXL interconnects) bandwidths improve.
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2.2 RDMA
In this work, we use RDMA over Converged Ethernet (RoCE v2),
with the entire network stack [73] being deployed on an FPGA-
based SmartNIC [43] that we test over a 100 GbpsHACC cluster [74].
On the FPGA-based SmartNIC, AMNES acts as a bump-in-the-wire
accelerator, being placed between the network stack module (en-
sures the communication of the FPGA with the RDMA network)
and the PCIe module (ensures the communication of the FPGA
with the host CPU). For testing purposes, we use the low-latency,
one-sided RDMA operations, namely the write primitive. The com-
putational kernel is placed at the receiving node, and the correlation
coefficients are computed as data is arriving through the network
from RDMA write requests. Although not explored in this paper,
the same could be done on the sending node to compute the corre-
lation near to the data source. The same behavior is expected from
AMNES if it is utilized together with the read primitive (computing
correlation while data is received over the network, after sending
an RDMA read request). By utilizing the read operation, the commu-
nication latency increases, since one more network trip is required
before data gets sent over the network. The concept remains the
same for the two one-sided RDMA operations, with the overhead
being completely independent of the correlation computation.

Related Work. RDMA has gained prominence in data centers,
finding applications in distributed systems, databases, cloud storage,
and in-network data analytics [2, 18, 24, 44, 46, 58, 62, 64, 67, 76, 82].
StRoM [67], a system leveraging SmartNICs with RDMA support,
pioneered the integration of compute capabilities into the RDMA
network stack, demonstrating the computation of the Hyperloglog
(HLL) cardinality approximation algorithm while data traverses the
network. Similarly, we illustrate how a correlation engine can be
placed on the SmartNIC without impacting network performance.
Unlike StRoM, which hashes input values to dissociate input data
representation from the algorithm’s internal structure, AMNES
retains the original data representation for processing. Farview,
another FPGA-based SmartNIC system, utilizes RDMA to offload
query operators to a network-attached DRAM module, achieving
performance comparable to local memory [42]. Farview serves as a
potential deployment example for AMNES in future data centers.

3 CORRELATION ENGINE
In this section, we present the AMNES design and focus on its
two main components (Figure 1): the accumulator engine (ACC En-
gine) and the coefficient engine (COEFF Engine). The pre- and post-
processing modules prepare the data either to enter the AMNES’s
compute engines (i.e., augment the data with a control signal mark-
ing the last element to be analyzed) or to be sent to the host CPU (i.e.,
combine the coefficient results to fit into a cacheline). The BRAM

pre
process

ACC
Engine

HBM

BRAM/
URAM

COEFF
Engine

post
process

Figure 1: AMNES block diagram.

Table 1: Symbols defining basic design parameters.

𝑁 Total number of elements of each stream.
𝑀 Number of streams in a cacheline (𝑀 ≥ 2).
𝐺𝑝 Number of unique pairs between M streams.
𝑠𝑖 Stream belonging to a cacheline, 𝑖 ∈ [0, 𝑀).
𝑠𝑖𝑡 Data items of the stream 𝑠𝑖 , 𝑡 ∈ [0, 𝑁 ).
𝐿𝐴𝐶𝐶 Latency of the ACC Engine [clock cycles].
𝐿𝐶𝑂𝐸𝐹𝐹 Latency of the COEFF Engine [clock cycles].
𝑊𝑖𝑑𝑡ℎ𝑑𝑎𝑡𝑎 Input data representation [B].
𝑊𝑖𝑑𝑡ℎ𝐴𝐶𝐶 Accumulator representation [B].

temporally stores the results generated by the ACC Engine before
being used by the COEFF Engine. The URAM and HBM (High Band-
width Memory) memories are considered for design generalization.

3.1 System Overview
We consider as a stream a continuous finite flow of fixed-size data
items entering AMNES’s compute engine. The compute granularity
of the design is at cacheline level (64 B - 512 bits) leading to multi-
ple streams to be analyzed in parallel, with each data item in the
cacheline being a value of a certain stream. The maximum number
of streams (M) analyzed in parallel depends on the data item rep-
resentation (𝑊𝑖𝑑𝑡ℎ𝑑𝑎𝑡𝑎), i.e., 64 streams for 8 bits, 32 streams for
16 bits and 16 streams for 32 bits data items, respectively. Table 1
summarizes the symbols used in describing the design.

AMNES computes the PCC from the sufficient statistics as re-
quired by Equation 2. These comprise, for each stream 𝑠𝑖 , the sum of
elements - 𝑆𝑒𝑖 =

∑︁𝑁−1
𝑡=0 𝑠𝑖𝑡 and the sum of squares - 𝑆𝑠𝑞𝑖 =

∑︁𝑁−1
𝑡=0 𝑠2

𝑖𝑡
,

as well as, for each unique pair of streams, the sum of products -
𝑆𝑝𝑧 =

∑︁𝑁−1
𝑡=0 𝑠𝑖𝑡 𝑠 𝑗𝑡 with 𝑖 < 𝑗, 𝑖, 𝑗 ∈ [0, 𝑀) and 𝑧 ∈

[︁
0,𝐺𝑝

)︁
. After

gathering all these statistics, the accumulated values are used to
obtain the PCC between each unique streams pair. AMNES’s design
takes as input 𝑀 streams with 𝑁 data items each, and produces
𝑀 (𝑀 −1)/2 correlation coefficients, one coefficient for each unique
pair of distinct streams. Note that the commuted pairs (𝑠𝑖 , 𝑠 𝑗 ) and
(𝑠 𝑗 , 𝑠𝑖 ) are not differentiated as they yield the same coefficient. As
depicted in Figure 1, the design splits into two parts: the backend
part (accumulators engine - ACC) and the frontend part (coefficients
engine - COEFF). The backend part gathers the sufficient statistics,
whereas the frontend computes the coefficient values. AMNES is
implemented in C++ as a customizable streaming Vitis HLS (High
Level Synthesis) kernel and deployed on FPGA as a compute kernel.

The challenge of the implementation is to obtain processing
pipelines for each of the engines that guarantee an initiation inter-
val of 1 (𝐼 𝐼 = 1), i.e., at every clock cycle, the compute engine is
capable of consuming one cacheline of data items from 𝑀 paral-
lel streams. An FPGA pipeline is similar in concept to a pipelined
processor architecture, with each stage of the pipeline executing a
different operation, thus enabling concurrent execution of tasks. On
the FPGA, the individual stages are separated by registers. While
a deeper pipeline with more stages implies a higher processing la-
tency in terms of clock cycles, its more fine-granular segmentation
into stages will typically reduce the most critical signal path and
lead to a higher operational clock frequency and throughput.
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Table 2: ACC resources characterization for M streams.

Data Width [bit] Streams Accumulators MAC Units AMNES Op. Freq. [MHz]
32 16 16 136 300
16 32 32 528 250
8 64 64 2080 190

3.2 The ACC Engine
The backend part gathers the sufficient statistics in parallel for M
streams through a network of accumulators andmultiply-accumulate
(MAC) units. For𝑀 streams, M accumulators are required for sum
of elements-𝑆𝑒 , and𝑀 (𝑀 + 1)/2MAC units are required for sum of
squares-𝑆𝑠𝑞 and sumof products-𝑆𝑝 (𝑀 units for 𝑆𝑠𝑞 and𝑀 (𝑀−1)/2
units for 𝑆𝑝 ). The number of MAC units has a quadratic dependency
on the number of streams that are analyzed in parallel. Table 2
shows the number of MAC units dependent on the data types (i.e.,
8-bits, 16-bits, 32-bits) we consider for our implementation. In C++,
each type of sum (𝑆𝑒 , 𝑆𝑠𝑞, 𝑆𝑝 ) is associated with a class that exposes
a set of functions that act upon the data sent to them. Since 𝑆𝑒
and 𝑆𝑠𝑞 can be computed independently for each stream in the
cacheline, AMNES associates objects from these two classes to each
of the streams of the cacheline. 𝑆𝑝 depends on the values coming
from all the streams, so only one object is associated from this
class to all the streams included in a cacheline. ACC Engine latency
lower bound (𝐿𝐴𝐶𝐶 ) is given by the latency of the multiply oper-
ator, e.g., 3 clock cycles. Vitis HLS might introduce a few more
cycles as latency on top of this lower bound for larger number of
streams (e.g., 64). The bit representation of the stream’s items is
customized via𝑊𝑖𝑑𝑡ℎ𝑑𝑎𝑡𝑎 parameter, whereas the bit representa-
tion for the accumulators associated with each sum is customized
via𝑊𝑖𝑑𝑡ℎ𝐴𝐶𝐶 parameters. In our implementation, the choice of
𝑊𝑖𝑑𝑡ℎ𝐴𝐶𝐶 = 2 ∗𝑊𝑖𝑑𝑡ℎ𝑑𝑎𝑡𝑎 accommodates stream lengths of up
to 2 millions items per stream, with the consideration that some
values are repeated. Since the FPGA offers customizable data width
representations, Table 3 analyzes maximum bit representations of
supported unsigned integer representations for accumulators when
no pre-processing is applied for corner cases.

FPGAs are known for their flexibility in terms of customizable
widths for different data types: from integer and fixed-point to
floating-point representations; with the latter being the most re-
source intense and slowest of the three (i.e., modules working with
floating-point values have a lower operating frequency than the
modules working with integer or fixed-point values). Since our fo-
cus is on relational data and potentially machine learning systems
that use fixed-point or low-precision representations, our design
centers on integer and fixed-point representations.

3.3 The COEFF Engine
The COEFF Engine takes all the sufficient statistics previously gath-
ered and generates 𝐺𝑝 floating-point values representing the Pear-
son correlation coefficient (𝑐𝑖 𝑗 ) between the unique stream pairs,
(𝑠𝑖 , 𝑠 𝑗 ), with 𝑖 < 𝑗 and 𝑖, 𝑗 ∈ [0, 𝑀). The frontend computation
is triggered once all the input data from the M streams has been
consumed by the ACC Engine. When multiple streams (attributes)
are correlated, a square matrix of correlation coefficients outputs
is usually presented as in Figure 2a. This matrix exhibits a diag-
onal line consisting of ’1’ values, representing the correlation of

Table 3:𝑊𝑖𝑑𝑡ℎ𝐴𝐶𝐶 analysis.

Data Width [bit] All values WidthACCfor 1 million [bit] WidthACC for 2 millions [bit]
32 1 21 22

232 − 1 85 86
16 1 21 22

216 − 1 52 53
8 1 21 22

28 − 1 28 29

each stream with itself. The remainder of the matrix is symmetrical
around this diagonal line, accounting for each pair of streams being
considered twice (e.g., (𝑠𝑖 , 𝑠 𝑗 ) and (𝑠 𝑗 , 𝑠𝑖 )), resulting in identical
correlation coefficients (𝑐𝑖 𝑗 = 𝑐 𝑗𝑖 ). Consequently, only one half of
the matrix (either the upper or lower triangle) contains meaningful
results, while the other half comprises duplicates or ’1’ values.

The COEFF Engine computes only unique results using matrix
parsing techniques to achieve an II of 1. We parse the indeces of
𝐺𝑝 coefficients as if parsing the upper triangle of the square matrix
as pointed by the arrows in Figure 2b following the index values
from 0 to 5. Each index value is associated to two sub-indices 𝑖 and
𝑗 , where 𝑖 represents stream 𝑠𝑖 and acts as "parsing each row of
the matrix", and 𝑗 represents stream 𝑠 𝑗 and acts as "parsing each
column of the matrix". For each circle (𝑐𝑖 𝑗 ) in Figure 2b, we retrieve
from the temporally internal storage the sum of elements (𝑆𝑒𝑖 , 𝑆𝑒 𝑗 )
and sum of squares (𝑆𝑠𝑞𝑖 , 𝑆𝑠𝑞 𝑗 ) associated with each stream, and
the sum of products associated with their pair 𝑆𝑝𝑖 𝑗 (located at an ad-
dress given by the index value) in order to compute the correlation
coefficient. This operation is sequential and employes floating-point
arithmetic to generate the correlation coefficients, which leads to
a long pipeline. COEFF Engine latency lower bound (𝐿𝐶𝑂𝐸𝐹𝐹 ) is
120 clock cycles. The difference in latency between the two engines
arises from their design particularities. The ACC Engine design
consists of parallel pipelines for low latency results, whereas the
COEFF Engine design features a single long pipeline, resulting in
higher latency as data traverses the entire pipeline.

3.4 Implementation
AMNES has been implemented in C++ as a Vitis HLS (v2022.1) com-
pute kernel and deployed on the FPGA together with Coyote [43],
an open source FPGA shell. Coyote establishes streaming interfaces
between both the DMA (Direct Memory Access)/Bridge Subsystem
for PCI Express® [78] or an RDMA network stack and the compute
kernel and implements the virtual memory management and the
synchronization with the host CPU. Besides the AXI4-Stream inter-
faces (hls::stream<ap_axiu<512,0,0,0>>) to stream data into
and out of the kernel, the compute kernel also exposes an AXI4-Lite
register interface (s_axilite) that allows software to access kernel
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(a) Correlation coefficient matrix.
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(b) COEFF Engine - Index parsing.

Figure 2: Correlation matrix vs. COEFF Engine for 4 streams.
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Figure 3: AMNES implementation.

configuration and parameter data. We use these registers to pro-
gram the number of items and streams correlation is computed on.
Both the AMNES kernel and the Coyote shell offer versatility across
AMD Alveo’s portfolio of data center accelerator cards (i.e., U50,
U55C, U200, U250, U280). We have deployed AMNES together with
Coyote on three of these cards, U250, U280 and U55C, and achieved
a maximum operating frequency of 300MHz.

The flow of the implementation is illustrated in Figure 3. Even if
the cacheline accommodates from 16 to 64 streams for our engine,
we illustrate the implementation for only 4 streams (𝑠0, 𝑠1, 𝑠2, 𝑠3) for
simplicity. However, the insights apply to the number of streams
that fit into a cacheline for any data representation. When a new
cacheline arrives, the pre-processing stage augments it with an
asserted ’last’ signal if the cacheline contains the last elements of
the streams, otherwise the signal remains deasserted. This stage
is combinatorial and takes only one clock cycle. The function call
to the ACC Engine encapsulates through a lamba expression the
partitioning of the cacheline into individual stream values. These
values are used to simultaneously update the mesh of accumulators
and multiply-accumulate units of the ACC Engine (Figure 3). The 3-
stagemultiply-accumulate pipeline depth is projected onto the plain
accumulators (1 stage) to match operational latencies. The ACC
Engine’s accumulators’ state is kept in the FPGA’s fabric registers.

When an asserted ’last’ signal is encountered, all the obtained val-
ues in the ACC Engine are read and temporally moved to the inter-
nal memory of the FPGA (BRAM). This temporary storage enables
the instant reset of all accumulators to ’0’ such that new incoming
data can be processed immediately. The COEFF Engine reads the
BRAM addresses indicated by the row, column for Se, Ssq, respec-
tively, and thememory location indexed by Sp. For each 𝑖𝑛𝑑𝑒𝑥 < 𝐺𝑝 ,
five values are fetched and used to compute the floating-point PCC
associated to the index. The COEFF Engine leverages the power of
HLS to implement Equation 2 from a regular high-level floating-
point expression. Our method of index parsing ensures an 𝐼 𝐼 = 1,
guaranteeing no back pressure from the COEFF Engine on preced-
ing modules. Correlation coefficients are collected from the engine
and sent to the host CPU in the post-processing stage.

4 EVALUATION
4.1 Experimental Setting
We have evaluated AMNES on the AMD Heterogeneous Acceler-
ated Compute Cluster (HACC) at ETH Zurich using the U55C data
center accelerator card with the FPGA in two configurations: (1) as
a coprocessor - data to be correlated is produced by the host CPU
and resides in its memory, and (2) as a SmartNIC - data is produced

DDR CPU

DMA CTRL

PCIe

FPGA
AMNES Coyote

12

3

4

5
6

(a) Coprocessor setup
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(b) SmartNIC setup

Figure 4: AMNES evaluation setup.

by a remote CPU and moved via RDMA-Write operations. The two
configurations are represented in Figure 4 and comprise the FPGA
and host CPU as compute units. The host CPU is also called the lo-
cal CPU. In both cases, the FPGA is connected to the CPU via a PCIe
Gen3x16 link. The SmartNIC configuration differs from the copro-
cessor one by enabling the RDMA stack in the Coyote framework
on the FPGA. For each of the configurations, we compare the FPGA
performance with the local CPU baseline performance in terms
of throughput and latency. Irrespective of the configuration, the
local CPU baseline reads the streams’ values from its DDR memory;
with the way the DDR memory gets populated being different for
each configuration: (1) the CPU populates the DDR memory before
executing the correlation computation, and (2) the DDR memory is
populated by a remote CPU via RDMA-Write transfers.

4.2 Baselines
We have developed two multi-threaded software baselines for the
backend computation. One baseline collects the sufficient statis-
tics in the same way as the FPGA implementation, and another
extracts them from a matrix-matrix multiplication operation. If the
first one is a standalone implementation, the second uses the Eigen
Library (v3.4.0) [25], a C++ template library highly optimized for
linear algebra, specifically for CPU-based matrix-matrix multipli-
cation operations. We will henceforth refer to them as noEigen
and Eigen, respectively. The Eigen Library offers explicit vector-
ization, compiler support (C++14), a straightforward integration
with C++ code, adaptable matrix sizes and numeric types. It expects
the stream values to be stored in column-major layout to optimize
data partitioning between the processing threads. Irrespective of
the baseline, each thread receives a data chunk size inversely pro-
portional to the number of threads used for computation. For the
noEigen baseline, the values are distributed to the corresponding
accumulators, whereas for the Eigen baseline, each thread maps the
received values to a matrix whose number of rows is the number
of streams plus one (M+1) and the number of columns corresponds
to the length of the stream segment associated with the thread, i.e.
𝑁 /thread_count. Each thread’s matrix has an additional padded
row of ’1’s to compute the sum of elements (Se) for each stream.
Figure 5 illustrates the matrix-matrix multiplication between the
padded streams matrix 𝐴 and its transpose 𝐵 when one thread is
allocated for 4 streams (𝑠0, 𝑠1, 𝑠2, 𝑠3) with 𝑁 items. The transposed
matrix is obtained using Eigen’s .transpose() function. Still, the
transpose is not materialized in memory, but returns a proxy object
without doing the actual transposition. For a single thread, the suf-
ficient statistics are directly extracted from the matrix product (i.e.,
the resulting matrix). For multiple threads, the matrix products
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Figure 5: Eigen matrix-matrix multiplication operation be-
tween the padded streams matrix (A) and its transpose (B).

of each thread undergo a subsequent summation process into a
single (𝑀 + 1) square matrix to obtain the sufficient statistics. Then
an upper module extracts them and computes the coefficients. We
deploy the multi-threaded C++ implementation on the AMD EPYC
7302P 16-Core Processor@ 3.0GHz base frequency, with each two
adjacent cores sharing 16MB of L3 Cache, and each core having
512 kB L2 Cache, and 32 kB of data and instruction L1 Cache.

4.3 Datasets
For evaluating AMNES, we use synthetic datasets with arbitrary pre-
cision (ap) integer data types representations: ap_uint_8, ap_uint_16
and ap_uint_32 [79], and vary the streams’ length from 1000 to
2 million items per stream. The parallel stream analysis depends on
the number of streams fitting into a cacheline (512 bits) for a given
data type (64 streams for ap_uint_8, 32 streams for ap_uint_16, and
16 streams for ap_uint_32). We opt for unsigned integer data repre-
sentations (ap_uint_x) as they stretch the FPGA resource utilization
the most out of the fixed-size data representations: fixed-point deci-
mal (ap_[u]fixed) and signed (ap_int). The data volume across PCIe
or RDMA networks stays constant (i.e., the bytes count) regardless
of data width representation. Even if we evaluate all the pipelines
with uniform data layout (same width and type), a practical choice
for vector DBs andML systems, AMNES is not restricted to this. The
FPGA can be programmed to associate a different data type (integer
or fixed-point decimal) and width to each pipeline (stream), e.g., for
a 512-bit cacheline, 4 streams could be associated to 32-bit signed
integer, 4 streams to 32-bit fixed-point decimal and 16 other streams
to be associated to 16-bit unsigned. However, if floating-point val-
ues are to be employed, they have to be converted to fixed-point
representation beforehand, using a dedicated AMD-Xilinx IP [5].

The evaluation setup for the two use cases (coprocessor, Smart-
NIC) is illustrated in Figure 4, with 1○ marking the source of the
data values when entering our heterogeneous compute node com-
posed of the host CPU and the FPGA. AMNES’s working frequency
depends on the chosen data width representation as it is stated
in column AMNES Operating Frequency [MHz] (Fop) in Table 2.
The degradation of the operational frequency is due to two fac-
tors. On the one hand, the number of MAC units required for the
sum of products grows quadratically with the number of analyzed
streams. On the other hand, the spatial architecture of the FPGA
has to ensure all the wiring that is required between the accumula-
tors, multiply accumulators and the rest of the system. Given the
working frequency and the fact that AMNES works at cacheline
granularity, we can compute the theoretical upper bound of the
throughput (𝑇ℎ𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙 [𝐺𝐵/𝑠 ] = 𝐹𝑜𝑝 ∗ 64𝐵/1000). More specifi-
cally, 19.20GB/s for AMNES’s 32-bit data width and 300MHz Fop,
16.00GB/s for AMNES’s 16-bit data width and 250MHz Fop, and
finally, 12.16GB/s for AMNES’s 8-bit data width and 190MHz Fop.
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Figure 6: Compute time (log scale) of PCC for 16 streams on
various platforms (32-bit integer data).

The normal data distribution condition is intrinsic to the PCC
algorithm to guarantee a reliable result. AMNES’s efficiency is not
impacted by the distribution as the system processes input data ev-
ery clock cycle and updates the underlying accumulators network.

CPUs and GPUs are software-programmable fixed architectures.
With the emerge of customized data types and reduced resolution
representations, their inherent architectural advantage becomes
debatable [31]. Data center vendors (Microsoft, Amazon, Baidu) are
now focusing on FPGA’s programmable data-width capability for
ML deployments in the detriment of fixed architectural paths [23].

In Figure 6, we depict the compute time required on 3 individ-
ual platforms (FPGA, CPU and GPU) to obtain the PCC for 16
streams while varying each stream’s length from 1 Ki to 2Mi 32-bit
integer items. For the GPU, the application utilizes the PyTorch
library (torch.corrcoef [61]) on a TITAN RTX Nvidia GPU, whereas
for the CPU, we utilize the two baselines and allocate only one
thread for compute. Although the FPGA operates at a lower clock
frequency (MHz range) compared to the CPU and GPU, its spatial
pipeline customization allows for parallel processing of multiple
items, providing it with an advantage. On the other hand, the GPU’s
clear advantage is hindered by the data movement costs.
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(a) PCC for 2, 4, 8 and 16 streams (2 million 32-bit data items per
each attribute (stream).
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(b) PCC for 2 streams and 32-bit data representation with Postgres.

Figure 7: PCC compute time (log scale) using Postgres,
Snowflake, and MySQL.
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4.4 Comparison with Relational Operators
To provide a performance reference for relational engines support-
ing PCC computation, we assess 3 engines: Postgres, Snowflake,
and MySQL. Postgres and Snowflake offer a corr(X,Y) aggregate
operator (X and Y -the two attributes), whereas MySQL queries for
all Equation 2 items in the SELECT statement. Since DBMSs offer
2-by-2 correlations, we examine their efficiency from 2 up to 16
attributes for 2 million 32-bit integers in Figure 7a. For Snowflake,
we use an X-Small deployment [68] and report only the execution
time out of the total time (compilation + execution), which is signif-
icantly smaller than the compilation time (2× to 30×). Irrespective
of the DBMS, the PCC compute time for two attributes is an or-
der of magnitude larger than AMNES’s for 2 million items and 16
streams (if we keep the system as-is, computing only 2 attributes,
leaving the other 14 unused). The FPGA compute time increase in
Figure 7b is due to the unused slots. The MySQL query complexity
does not compete with either the other two DBs or the FPGA. Since
Postgres has the fastest compute time for 2 attributes, we analyze
its behavior for down to 1Ki items per attribute (Figure 7b) and
observe that the compute time remains 5× larger than for AMNES.

4.5 Correlation on a Coprocessor
In Figure 4a, the values that are streamed from the host’s DDR to
AMNES ( 2○-> 3○) via DMA-Write transfers are augmented with a
’last’ signal before AMNES’s compute engine entry. The ’last’ signal
serves as a control signal accompanying the data in the compute
engine, indicating the last value of each stream. Once the FPGA

computes the PCC values, they are streamed back to the host’s
DDR ( 3○-> 4○) via DMA-Read transfers from where they can be
further used ( 5○). The performance measurements for the FPGA-
coprocessor include the 2○-> 3○-> 4○-> 5○ data links and are illus-
trated in Figure 8, where each sub-figure corresponds to a different
data width and parallel stream analysis for cacheline granularity:
32-bits (Figure 8a), 16-bits (Figure 8b) and 8-bits (Figure 8c), respec-
tively. For each sub-figure, the measurements encompass the clock
cycles for PCIe data transfer, as well as for collecting the sufficient
statistics and computing the PCC values for each pair of streams.

In Figure 8, the throughput saturates for 8-bit data around 12GB/s,
near AMNES’s theoretical upper bound of 12.16GB/s for this data.
For 16-bit and 32-bit data, the throughput saturates at values around
12.5GB/s, lower thanAMNES’s theoretical upper bounds of 16GB/s
and 19.2GB/s, respectively, but matching the bandwidth exposed
by the Coyote framework to the compute kernel. Coyote’s setup cost
dominates the measurement for small stream lengths and becomes
negligible for streams with more than 32K items, as it is illustrated
by the throughput graphs in Figure 8. The lower working frequency
of the compute kernel impacts latency measurements for 1Ki items
per stream. Among the three data representations, the compute
kernel operating at 300MHz exhibits the shortest compute time
(Figure 8a), while the one operating at 190MHz has the longest
time for the same data volume (Figure 8c).

Regardless of the data width representation, the FPGA imple-
mentation outperforms the multi-threaded C++ baselines (Eigen or
noEigen). The AMNES-like collection baseline (noEigen) performs
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Figure 8: Compute time (bar, left y-axis, log scale) and throughput (line, right y-axis, linear scale) for RAM-RAM experiments
for 16/32/64 streams analyzed in parallel on the FPGA; including collecting the sufficient statistics and computing pcc values.
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Figure 9: Compute time (bars, left y-axis, log scale) and throughput (line, right y-axis, linear scale) measurements for RAM-RAM
experiments with 16/32/64 parallel streams analyzed on the CPU (2million items per stream).We differentiate the compute time
measurements between sufficient statistics collection by matrix multiplication (Eigen) and AMNES-like collection (noEigen).
Compute time includes collecting, merging partial values from each thread, and computing the PCC.
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better than the matrix collection one (Eigen) for single and dual
thread deployments, but the Eigen baseline has a better overall
performance due to dense matrix-matrix product optimizations,
saturating at around 6GB/s, 5GB/s and 2.5GB/s (Figure 9) for
16, 32 and 64 streams and 2 million items per stream, respectively.
For each baseline, we report the throughput (Figure 9-lines) and
compute time (Figure 9-bar) measurements. Compute time is pri-
marily consumed by collecting the sufficient statistics, whereas the
merge and PCC calculation times are much smaller. If the former
gets damped with larger number of threads allocated for the task,
saturating for 16 threads and more, the latter two have a similar
behavior across all data width representations.

4.6 Correlation on a SmartNIC
For this use case, we utilize the setup in Figure 10a with two CPUs
(remote host A initiates the RDMA-Write transfers while local host
B receives them) and two data center class FPGAs connected via a
switch. The data values coming from the remote host are forwarded
by the RDMA network stack simultaneously to the local CPU’s
DDR( 2’○) and to AMNES ( 2○) on the FPGA as illustrated by the links
1○-> 2○ and 1○-> 2’○ in Figure 4b. When the coefficients results are
ready, DMA-Read transfers transfer them from AMNES to the local
CPU’s DDR ( 3○-> 4○). For the software baseline associated with the
SmartNIC setup, the Eigen-based application starts processing the
values as soon as they are placed in the local CPU’s memory ( 2’○-
> 5○), with each thread having associated to it one or multiple slices
of the data. The application starts processing before full stream data
transfer and once the first data values reach the CPU’s DDR. The
FPGA performance assessment includes the 1○-> 2○-> 3○-> 4○ data
links, whereas the CPU baseline for the SmartNIC setup includes
1○-> 2’○-> 5○ data link together with the CPU processing.
We focus on the 32-bit data representation and evaluate the net-

work setup by employing 32 KiB RDMA-Write transfers. To achieve
streams length from 4Ki, 16Ki up to 2Mi for 16 streams, multiple
RDMA transfers are needed. Considering the RDMA connection in
Figure 10a, we distinguish between different measurable durations:
(1) network time - the time from when the first write request is
sent from the remote host till the last acknowledgment is received
by it from the local CPU; (2) data reception time - the time from
when the first data byte arrives to the local CPU’s memory till the
acknowledgment is sent to the remote CPU; (3) data reception +
correlation on CPU (x threads) - the time from when the first
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Figure 10: RDMA communication setup and performance.

byte arrives to the local CPU’s memory till the correlation coeffi-
cients are produced (1 to 16 threads are allocated to compute the
sufficient statistics using Eigen Library (v3.4.0) and a single thread
is allocated for the PCC values computation); (4) data reception +
correlation on FPGA - the time from when the first byte arrives
to the local CPU’s memory, until all the coefficients are transferred
from the FPGA to the local CPU’s memory via PCIe transfers.

In Figure 10b, we assess network throughput by adjusting the
number of transfers exchanged between the remote and local CPUs.
The number of transfers is varied from 8 for 4Ki items per stream,
2048 for 1Mi items per stream, to 4096 for 2Mi items per stream.
This serves as a reference point for evaluating network commu-
nication overhead. The network throughput saturates when the
number of transfers exchanged between the two CPUs exceeds 64.
At this point, the throughput stabilizes at approximately 12.5GB/s,
which aligns with the PCIe saturation. This confirms that the Coy-
ote framework does not impose any backpressure on the network.
We present the latency measurements as the data reception time
instead of the network time. The data reception time includes the
network time for all transfers except the first one. For 16 streams,
the data reception time ranges from 21 µs for 4Ki items per stream
to 11ms for 2Mi items per stream. Both AMNES and the CPU base-
line start data processing as soon as the data enters the system, in
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Figure 11: RDMA communication w/o correlation computation time on the CPU and FPGA (bars, left y-axis, log scale).
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the FPGA and CPU’s DDR, respectively, rendering the first network
transfer time insignificant. Modifications to the Eigen-baseline al-
low processing of smaller data chunks than N/thread_count (i.e.,
16 items/stream) without waiting for the entire transfer.

On the FPGA, analyzing 16 streams produces 120 correlation co-
efficient floating-point values. This requires 8 DMA-Read transfers
and only one PCIe transfer for a 4096 B payload size. This com-
munication expense, combined with RDMA, incurs an overhead of
approximately 1 µs. As shown in Figure 11 (rdma and rdma+corr
FPGA bars), this overhead results in latency similar to solely re-
ceiving the data. In Figure 11, we analyze stream lengths up to 1Mi
items per stream, which already saturate the available bandwidth.

Implementing correlation on the host CPU incurs significantly
higher time overhead compared to simply receiving the data (base-
line). On average, it is 30× larger when a single thread (rdma+corr
CPU: 1 thread bar in Figure 11) is allocated for getting the sufficient
statistics and computing the coefficients. Allocating more compute
threads reduces this overhead. For 8 threads, it is only 7× larger
on average than the baseline (rdma+corr CPU: 8 threads bar in Fig-
ure 11). The compute time on the host CPU decreases on average by
1.62× when the number of threads allocated for the task is doubled.
However, even with 16 threads, the host CPU implementation is on
average 4.4× slower than the FPGA implementation (i.e., AMNES).
The FPGA incurs no backpressure on the network by processing
data at every clock cycle (𝐼 𝐼 = 1). Even if the host CPU implemen-
tation is slower than the FPGA implementation, it does not have a
negative impact on the RDMA network performance since the CPU
acts upon data already residing in its DDR memory and transferred
there via RDMA-Write transactions that do not involve the CPU.

For a 32-bit data representation, the latency inferred byAMNES in
the SmartNIC setup is larger than the latency inferred in the co-
processor setup with a Δ < 100 µs. This difference (Δ) becomes
larger as the number of items per streams increases, since more
RDMA-Write transfers are needed to transfer all the data.

5 DISCUSSION
In this section, we discuss the number of streams used by other
systems and explain how AMNES can be generalized to more than
16/32/64 streams, why C++ HLS was the language of choice, the
challenges the FPGA must overcome, and how the use of the gath-
ered sufficient statistics can be further extended.

Table 4: Number of attributes (streams).

System
Parallel

Attributes
Total Number
of Attributes Items per attribute PCC

AMNES 16-64 16-64 2 Mi
BRAID [66] 2 59 100 Ki

Joglekar et al. [35] 2 5 45 Ki -
Hermit [77] 2 16 4 Mi -

200 15 Ki
CORDS [30] - 18 1 Ki - 64 Ki - 2 Mi -
Wadjet [65] - 5000 50 Ki
EXORD+[50] - 8 90 Ki -
COCOA [20] 2 22 100 - 356 Ki rank

Joglekar et al. [35] - 5 45 Ki -

5.1 Number of Streams
In our evaluation, we analyze AMNES’s performance for a maxi-
mum of 64 streams in parallel. For reference, in Table 4 we sum-
marize the parameters used in related work, covering the number
of coefficients computed in parallel, the total number of stream-
s/attributes considered, and the size of each stream. AMNES is the
only one computing coefficients in parallel (16 to 64 while all others
are just between pairs of attributes). Similarly, our experiments
consider much larger data sets per stream/attribute than almost in
all previous work, especially when compared to those computing
PCC instead of simpler or approximated forms of correlation.

5.2 Engine Generalization
Engine generalization expands AMNES’s capabilities to more than
16/32/64 streams by trading latency, resources, or complexity and
is defined by the extended parameters in Table 5. As before, each
cacheline (512 bits) is composed of values from𝑀 streams. Apart
from these definitions, we introduce the notion of batch of streams.
A batch of streams (a batch), represents the number of cachelines
needed to cover one value from each distinct stream M. If the
total number of streams to analyze exceeds the cacheline capac-
ity (𝑆 > 𝑀), then a batch extends over ⌈𝑆/𝑀⌉ cachelines. We focus
on generalizing the ACC engine due to its parallelizability and
low latency. Once all the sufficient statistics are gathered, they can
be sent to the host CPU and queried for the PCC value. We have
identified two approaches to generalize the concept: (1) support a
pre-defined total number of streams that are time-multiplexed at the
cacheline level (timeAMNES ACC), or (2) impose fixed hardware lim-
itations of the engine and run stream values multiple times through
it (fixedAMNES ACC); the latter solution requires all streams’ values
to be temporally stored in internal or external FPGA memory.

timeAMNES ACC-Sufficient Statistics. Figure 12 shows the
principle for this generalization. timeAMNES ACC differs from the
basic engine by supporting (M+1) streams instead of M. The ex-
tra one stream is a dummy stream (d) at the beginning, when the
batch’s first cacheline arrives (Figure 12a). With the arrival of sub-
sequent batch cachelines, the dummy stream’s place is taken by
the values of each previously seen stream (Figure 12b). The pro-
cedure is as follows: (1) one cacheline arrives and goes through
the ACC engine; (2) ACC computes the required sufficient statis-
tics for (M+1) streams, and discards the sums that are part of the
dummy component or have already been computed; (3) update
BRAM storage for sum of elements (𝑆𝑒 ), sum of squares (𝑆𝑠𝑞) and
sum of products (𝑆𝑝 ); (4) update line storage for the later use of
line’s values; (5) replace the dummy stream with the first element
of the line storage, and send it together with the new incoming
cacheline through the ACC engine (Figure 12b); (6) repeat this pro-
cess until all the components of the previous line storage have been

Table 5: Symbols for design generalization, extends Table 1.

𝑆 Total number of streams (𝑆 ≥ 4).
𝑇𝐶𝐿𝐾 Clock period of the design.
𝑇𝑝 Number of distinct pairs between S streams.
𝐶𝑆𝑡 Cumulative streams observed at time 𝑡 (𝐶𝑆0 = 𝑀 , 𝑡 = 0).

𝑆𝑡𝑎𝑡𝑒𝐴𝐶𝐶 Accumulator state to maintain.
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combined with the new incoming cacheline. The line storage grows
in a cumulative way, with cacheline elements being added to it
until all streams’ values in a batch have been seen. When a new
batch of streams arrives, the line storage and the dummy stream are
considered empty. We distinguish two actions for a data cacheline
observed at a moment 𝑡 : (1) updates - immediate action (Equation 3),
and (2) holds - future action (Equation 4).

𝑢𝑝𝑑𝑎𝑡𝑒𝑠 =

{︄
𝑀 (𝑀+3)

2 , 𝑡 = 0
𝑀 (𝑀+3)

2 +𝑀 ∗𝐶𝑆𝑡 , 𝑡 ≥ 1
(3)

ℎ𝑜𝑙𝑑𝑠 =
𝑆 (𝑆 − 1)

2 −
𝐶𝑆𝑡 (𝐶𝑆𝑡 − 1)

2 −
(𝑆 −𝐶𝑆𝑡 ) (𝑆 −𝐶𝑆𝑡 − 1)

2 (4)

For each stream 𝑖 in a cacheline, the updates include: 𝑆𝑒𝑖 , 𝑆𝑠𝑞𝑖 ,
𝑆𝑝𝑖 for the distinct pairs that can be formed between the streams
of the cacheline, and 𝑆𝑝𝑖 for the pairs that have been on hold and
have the second stream (operator) within the given cacheline. The
holds are a metric for future actions and include all pairwise sum
of products that can be formed between current cacheline streams
and batch streams, but are missing the second stream (operator).

Depending on the total number of streams, the accumulator state
𝑆𝑡𝑎𝑡𝑒𝐴𝐶𝐶 can be maintained on-chip or off-chip. The number of ac-
cumulators involved in the computation has a quadratic relationship
with the total number of streams. 𝑆𝑡𝑎𝑡𝑒𝐴𝐶𝐶 =

𝑆 (𝑆+3)
2 ∗𝑊𝑖𝑑𝑡ℎ𝐴𝐶𝐶 .

We extrapolate in Table 6 how many streams would fit in the
internal memory (BRAM or/and URAM) for 64-bit accumulators for
AMD data center accelerator cards. We also consider the deploy-
ment of the engine in a single FPGA SLR (Super Logic Region-a
single FPGA die slice) instead of the entire FPGA in the last table’s
column. Each data center class FPGA has between 2 to 4 SLRs.

TimeAMNESACC’s latency (Equation 5) indicates the back pres-
sure that will be induced for large 𝑆 values, making this solution
inappropriate for high rate communication links.

𝑇𝑜𝑡𝑎𝑙𝑙𝑎𝑡𝑒𝑛𝑐𝑦 = 𝐿𝐴𝐶𝐶 +
[︃
𝑆 (𝑆 −𝑀)

2𝑀 + 1
]︃
∗𝑇𝐶𝐿𝐾 (5)

fixedAMNES ACC-Sufficient Statistics. As opposed to the pre-
vious solution that time-multiplexes stream values, fixedAMNES ACC
analyzes all the values from the streams covered in one cacheline

Table 6: AMD data center accelerator cards.

Board BRAM [MB] URAM [MB] SBRAM SURAM SSLR:BRAM+URAM

U50 6.048 23.04 1228 2398 1754
U200 9.72 34.56 1557 2937 1912
U250 12.096 46.08 1737 3392 1853
U280 9.072 34.56 1504 2937 1856
U55c 8.8625 33.75 1486 2903 1883

before moving to another set of streams. This solution constrains
the engine’s compute and storage capabilities at M streams. If
we have 𝑇𝑝 = 𝑆 (𝑆 − 1)/2, the total number of distinct pairs be-
tween S streams, and 𝐺𝑝 = 𝑀 (𝑀 − 1)/2, the number of distinct
pairs between M streams, then the lower bound for the number of
passes through the engine to obtain all necessary pairs would be
𝑇𝑝/𝐺𝑝 = [𝑆 (𝑆 − 1)]/[𝑀 (𝑀 − 1)]. This lower bound is not a tight
bound, and heuristics indicate more passes for full pair coverage [3].
For example, for 𝑆 = 6 and𝑀 = 3, 6 passes instead of 5 are needed
in order to cover all the streams. This solution requires the stream
values to be stored, so that the set of streams of one cacheline can
be correlated with the set of streams of another cacheline, after all
values of the previous set have been seen by the engine. This offers
an upper bound for the supported number of streams that can be
stored in the FPGA external memory: for DRAM, a maximum of
2000 streams of 1 million items each or 250 streams of 8 million
items each; for HBM, amaximum of 16000 streams of 1million items
each or 2000 streams of 8 million items each, for 32-bit data value
representations. The latency of the pairing compute will depend
on the number of groups that need to be formed in order to create
all the pairs that are necessary. The advantages of this solution are
that it will not add back pressure on the communication link and
will require only the state of one engine to be maintained inside the
FPGA. The solution’s disadvantages will be: (1) all streams values
need to be temporally stored in the memory and passed through
the engine; (2) a data structure that tracks formed pairs, potentially
solvable through edge clique covering [3, 15]. If we consider the
streams being the vertices of a graph and the pair between each
two streams being the edges, then all the unique pairs between S
streams are characterized by a fully connected graph with S vertices.
If the same analogy is applied to ACC Engine capabilities, creating
a fully connected graph with M vertices, then the engine becomes
a clique of the total number of supported streams.

5.3 Challenges of Using FPGAs
Utilizing FPGAs for accelerating database tasks requires addressing
challenges that are unique to FPGAs but absent in CPUs. FPGAs
implement computations as a spatial dataflow architecture, where
the compute operators are connected to physically resemble the
dataflow graph using actual point-to-point links rather than com-
municating through shared address-based memory resources like
in a CPU. Such a spatial control flow enables greater degrees of
parallelism but also requires to design the algorithm accordingly.

Deploying a design on an FPGA involves synthesis tools for place
and route: positioning of operators on the FPGA fabric and the
links between them. The implemented routing defines the signal
propagation latencies that limit the clock frequency achievable
by the design. AMNES’s operational frequency is 300 MHz, low
compared with CPUs but competitive for FPGAs. For performance,
the design needs to exploit the hardware customization and fully
tailored parallelism possible on an FPGA. In our case, through the
processing of multiple input streams in parallel.

AMNES is implemented in C++ using Vitis high-level synthesis
(HLS) capabilities. HLS code is more approachable and manageable
than, e.g., VHDL or (System)Verilog but it still requires awareness of
the underlying spatial architecture. Pragmas are widely employed
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to guide the synthesis with hints on loop unrolling, pipelining,
dataflow regioning and resource mapping. The goal is to ingest
one input vector in each and every clock cycle, i.e., to sustain an
initiation interval (II) of 1. Our design can serve as a blueprint for
other researchers working with FPGAs.

The biggest advantage of having correlation computation on
the FPGA is that data can be processed on the fly, as it arrives
from the network, without CPU involvement. Not all algorithms
and database operators can do this, so FPGAs are not suitable for
all operations a database engines can do. The results of the paper
show, however, the advantages of an FPGA based accelerator for
operations that can be streamed such as the correlation. The limi-
tation associated to the design is the amount of streams that can
be processed in parallel before the design is not able to maintain
100 Gbps for PCIe and/or network. AMNES is capable of correlating
64 parallel streams of 8-bit data with an initiation interval of 1
at 190MHz, enough to match the net data throughput just below
PCIe/network capabilities (Figure 8c).

Regarding integration in a full system, our approach aligns with
a recent proposal using the FPGA on the I/O path, as an external
service for compression and encryption [13]. In our use case, data
arrives from the network.

5.4 Data Representation
AMNES is adaptable to different data representations and is not
tied to the ones that are used in this paper for illustration pur-
poses. Adapting to different representations may require temporary
buffering and simple transformations. For instance, systems such as
Snowflake employ a format where groups of rows are mapped into
individual micro-partitions, organized in a columnar fashion [69].
Applying our design would require to transpose the micro-partition
to reconstruct the tuple. This can be easily done on the fly on an
FPGA without any performance loss. This is the reverse (columns
to rows) of the transformation performed by Oracle Exadata (rows
to columns). In the storage layer of Oracle Exadata, AMNES would
not need to transpose the data. In addition to columns-to-rows
transformations, FPGAs can efficiently decompress (e.g., delta en-
coding or run-length) and decrypt column-based structures [36].
Such operations can be easily integrated with our design.

For varying data arrival rates from different streams, the cache-
lines are assembled in a temporary input buffer. Faster source
streams will eventually experience pacing backpressure in this
process. For data types smaller than 8 bits (i.e., more than 64 items
in a cacheline), that exceed AMNES’s compute capacity, the input
data needs to be divided to match the engine size. Then multiple
iterations over the data are required so that all streams are mutually
correlated. This introduces latency but can be addressed as the next
case when data is wider than a cacheline.

Data spread across multiple cachelines can currently be handled
by instantiating multiple AMNES engines within the FPGA, with
one or two engines being allocated to each FPGA SLR and each
engine processing one cacheline at a time. For example, for 32-bit
data representation, a maximum of 6 engines can be instantiated on
the FPGA, with each engine occupying only half an SLR (the Alveo
U55c board comprises 3 SLRs). This implies processing data spread
across 6 cachelines, where each engine correlates 16 streams at a

time. Once the data from the 6 cachelines is analyzed (6× 120 = 720
PCCs) and placed in the CPU memory (RDMA use case), the CPU
application can trigger the 6 engines to compute the correlation
coefficient by combining streams from different cachelines.

5.5 Further Usage
The Kendall and Spearman correlation coefficients are non-
parametric statistical tests that rely on the data ranks rather than
the values themselves, requiring data to be sorted beforehand. The
Spearman coefficient (𝑟𝑆 ) can be calculated using AMNES when
the values are rank values associated with the stream values. Nev-
ertheless, if all ranks are distinct integers, the Spearman coefficient
is reduced to 𝑟𝑆 = 1 − 6

∑︁𝑁−1
𝑡=0 𝑑

2
𝑡

𝑁 (𝑁 2−1) , where 𝑑𝑡 represents the differ-
ence between the ranks of two observations. This formulation is
easier to implement on FPGA since it requires fewer accumula-
tors and multipliers than AMNES. The same ranked data can be
applied to the computation of the Kendall coefficient (𝜏), which
then reduces to comparisons and unitary additions, namely to
𝜏 =

𝑛𝑐−𝑛𝑑
1
2𝑁 (𝑁−1) , where 𝑛𝑐 represents the number of observations

ordered in the same way, and 𝑛𝑑 represents the number of ob-
servations ordered differently. The sufficient statistics gathered
in the ACC Engine can be used to estimate a simple linear re-
gression, a statistical function commonly available in relational
engines (e.g., Oracle’s REGR_SLOPE operator). If we consider the
general line equation 𝑌 = 𝑚𝑋 + 𝑛, knowing the stream values
X (∑︁𝑁−1

𝑡=0 𝑥𝑡 ) and Y (∑︁𝑁−1
𝑡=0 𝑦𝑡 ), then 𝑛 =

∑︁𝑁−1
𝑡=0 𝑦𝑡
𝑁

−𝑚 ∗
∑︁𝑁−1
𝑡=0 𝑥𝑡
𝑁

, and

𝑚 =
𝑁

∑︁𝑁−1
𝑡=0 𝑥𝑡 𝑦𝑡−

∑︁𝑁−1
𝑡=0 𝑥𝑡

∑︁𝑁−1
𝑡=0 𝑦𝑡

𝑁
∑︁𝑁−1
𝑡=0 𝑥2𝑡 −(

∑︁𝑁−1
𝑡=0 𝑥𝑡 )2

by using the least squares method
for a set of paired data [29]. For only 𝑌 =𝑚𝑋 , m is calculated with
𝑚 =

∑︁𝑁−1
𝑡=0 𝑥𝑡 𝑦𝑡∑︁𝑁−1
𝑡=0 𝑥2𝑡

. The ACC Engine, notably its sum of products and
sum of squares, can be used for cosine similarity (CosSim) com-
putation [57], since 𝐶𝑜𝑠𝑆𝑖𝑚(𝑋,𝑌 ) =

∑︁𝑁−1
𝑡=0 𝑥𝑡 𝑦𝑡√︂∑︁𝑁−1

𝑡=0 𝑥2𝑡

√︂∑︁𝑁−1
𝑡=0 𝑦2𝑡

for two

streams X and Y. In turn, this can be used to derive the cosine dis-
tance (1-CosSim) between vectors in a multi-dimensional space [57].
Similarly, the statistics computed can be trivially employed to de-
rive other valuable meta-data such as variance, standard deviation,
or averages. With very little overhead, functions such as min, max,
top/bottom n outliers can be easily added to the overall design.

6 CONCLUSION
This paper explores the implementation space of advanced data
analytics while leveraging specialized hardware solutions. We focus
on correlation and show its integration as a coprocessor or on a
SmartNIC with an RDMA network interface, all without impacting
CPU or network performance. Maximum advantages emerge when
correlation is deployed within the network, as additional and unnec-
essary data transfers via PCIe are avoided. In this scenario, FPGA
outperforms multi-threaded CPU execution by 4.4× on average.
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