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ABSTRACT
In the age of the Digital Revolution, almost all human activities,
from industrial and business operations to medical and academic
research, are reliant on the constant integration and utilisation of
ever-increasing volumes of data. However, the explosive volume
and complexity of data makes data querying and exploration chal-
lenging even for experts, and makes the need to democratise the
access to data, even for non-technical users, all the more evident.
It is time to lift all technical barriers, by empowering users to ac-
cess relational databases through conversation. We consider 3 main
research areas that a natural language data interface is based on:
Text-to-SQL, SQL-to-Text, and Data-to-Text. The purpose of this
tutorial is a deep dive into these areas, covering state-of-the-art
techniques and models, and explaining how the progress in the
deep learning field has led to impressive advancements. We will
present benchmarks that sparked research and competition, and
discuss open problems and research opportunities with one of the
most important challenges being the integration of these 3 research
areas into one conversational system.
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1 INTRODUCTION
The Web has democratized access to knowledge, and search en-
gines have arguably played a paramount role in this by enabling
users to search for information in web pages using keywords or
simple natural language questions. However, a vast amount of data
used in a wide range of tasks, from business operations, medical
and scientific research, to activities in our everyday lives, lives in
relational databases. To a great extent, this creates a technical bar-
rier for users not familiar with a low-level query language such
as SQL for formulating their queries and holds them back from
leveraging the wealth of data. During the past decades, there has
been an increasing research focus on data democratisation to lift
this barrier by allowing users to query data using natural language.
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To motivate the importance of a natural language data interface
imagine a scientist retrieving information from a relational data-
base. She first asks an NL question, which is translated to a SQL
query (Text-to-SQL). How can the user confirm that the results
they receive correctly matches their intention? An explanation
of the SQL query may be returned to the user who can examine
whether the system understood her NL question correctly (SQL-to-
Text). Then, the user receives the query results in natural language
(Data-to-Text), which is quickly and easily readable.

The recent advances in deep neural networks along with the
creation of large and diverse datasets have led to an explosion of
recent efforts, shaping some of the most exciting and fast-paced
research fields, and making data democratisation seem more real
than ever. While research on Text-to-SQL, SQL-to-Text and Data-
to-Text systems thrives, many open challenges stand in our way.
To understand the progress in the field, the barriers, and the oppor-
tunities for breaking these barriers, a systematic study of existing
solutions is needed. This is critical as we are moving to conversa-
tional systems over the Web, where the user and the system can
interact using natural language. Hence, this tutorial is important
and timely.

Given the abundance of existing deep learning approaches, we or-
ganize them in a detailed taxonomy and highlight their differences
and commonalities as well as their advantages and deficiencies. We
will zoom in on the recent advances of deep learning techniques
for each one of the three tasks, as well as the available evaluation
metrics and techniques. Our analysis will highlight new research
opportunities for researchers and practitioners, aiming at building
a strong foundation for research on natural language data inter-
faces going forward, and it will discuss the open challenges for the
broader area of conversational search and recommender systems.

2 TUTORIAL OUTLINE
2.1 The Text-to-SQL Problem
We will first introduce the problem at hand, present its main chal-
lenges, and analyze their impact on a Text-to-SQL system.

A Text-to-SQL system translates a Natural Language Query
(NLQ) over a relational database (RDB) to an equivalent SQL query,
which is valid for this RDB. In this way, the user is shielded from
the particularities of the database, and can, in principle, ask any
queries over the data using natural language.

The Text-to-SQL problem hides several challenges. One of the
most important ones is the inherent ambiguity of Natural Language
Queries (NLQs). For instance, lexical ambiguity, where a single word
has multiple meanings (e.g., “Paris" can be a city or a person), and
syntactic ambiguity, where a sentence has multiple interpretations
(e.g., “Find all German movie directors" can mean “directors that have
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directed German movies" or “directors from Germany"). On the other
hand, several challenges arise from the DB and SQL part of the
problem. A system must be robust to the vocabulary gap problem,
where the DB might use different vocabulary than the one used by
the user (e.g., a user might ask for “singers", but the DB might store
them as “artists"). Furthermore, some user questions may require
the system to generate complex SQL queries (e.g., the NLQ "Find
the highest rated movie" might require a nested SQL query).

Two main datasets have enabled the bloom in research for this
task during the past years. On the one hand, WikiSQL [19] contains
25,000 tables from Wikipedia pages and over 80,000 natural lan-
guage and SQL question pairs. WikiSQL questions are simple since
they are directed to a single table and not to a relational database.
Hence the proposed task is simplified. On the other hand, the Spider
dataset [18] contains 200 relational databases from 138 different
domains along with over 10,000 natural language questions and
over 5,000 complex SQL queries. Its queries cover a wide range of
complexity, from very simple to very hard, using all the common
SQL elements and nesting.

Given the abundance of existing deep learning approaches for
the Text-to-SQL problem, we will present a fine-grained taxonomy
of these systems, and highlight the main characteristics as well
as the advantages and shortcomings of each approach. Below, we
highlight some important dimensions of this taxonomy.
• Schema Linking: The process of discovering the connections be-

tween words in the NLQ and the DB elements (tables, columns,
values) they refer to. This first step produces important infor-
mation that can help the system create the correct SQL query.

• Input Encoding: This dimension examines how the various in-
puts to the task (e.g., NLQ, DB schema) are processed so that
they can be effectively used by the neural part of the system.

• Decoder Output: This dimension refers to the different
approaches that a neural network can use to generate a SQL
query.

• Neural Training: Besides training a network from scratch, there
are novel approaches that show better performance in some
cases, such as the incorporation of transfer learning, the use of
auxiliary training tasks, or pre-training specific components of
the network before starting the standard part of the training.

• Output Refinement: Having trained a neural model, there are
additional techniques to ensure that the system avoid producing
error-yielding SQL queries. Such techniques are mostly based
on designing rules that can restrict the model’s output space, or
executing queries while they are being constructed, to ensure
their correctness.
Based on the presented taxonomy, we will study important Text-

to-SQL systems in greater depth to offer a concrete understanding
of the different approaches proposed. Seq2SQL [19] and SQLNet
[17] were the first neural networks specifically created for the Text-
to-SQL problem. The emergence of pre-trained language models
(PLM) such as BERT [2] changed the landscape. We will present
systems such as SQLova [4] and HydraNet [9] that heavily rely on
BERT.We will also focus on complex systems such as RAT-SQL [14],
and we will analyse how they generate complex SQL queries such
as the ones in the Spider benchmark. Finally, we will present the
latest innovations in the area, such as the PICARD [13] decoding

technique, that has allowed the use of seq-to-seq PLM to achieve
the highest score on Spider, overturning previous beliefs that seq-
to-seq models are not adequate for the Text-to-SQL task. We will
take advantage of the taxonomy to highlight the differences and
commonalities between these systems, as well as the best design
choices based on the requirements for a Text-to-SQL system.

2.2 The SQL-to-Text Problem
The SQL-to-Text problem hides several challenges. First and fore-
most, such a system should generate fluent and human-like expla-
nations of SQL queries. Another challenge is correctly identifying
the DB domain and using the appropriate vocabulary. For example,
the MAX aggregation function must be translated in a different way,
depending on the context and the attribute on which it is applied. In
a DB containing sport data, the MAX(lap_time) refers to the “slowest
lap time", while in a database containing products, the MAX(price)

refers to the “highest product price". Finally, the complexity of SQL
poses additional challenges in tackling this problem. As we dis-
cussed previously, simple NLQs might map to complex SQL queries.
Similarly, a SQL-to-Text system must be able to understand the un-
derlying meaning of complex queries in order to be able to express
them with a simple,condensed NL explanation.

In contrast to Text-to-SQL, this inverse problem has seen rela-
tively little attention from the research community. More specifi-
cally, template-based [6] can produce very accurate explanations
of SQL queries, but require a lot of manual effort in order to create
new templates for a new DB that the system must work on. The
biggest caveat of template-based systems is that they often generate
"robotic" and unnatural explanations. A simple example can be seen
in the following SQL query: SELECT p.title FROM projects p WHERE

p.start_year>=2014 AND p.start_year<=2018, which is translated
to “Find projects whose start year is greater than or equal to 2014 and
start year is less than or equal to 2018." by a template-based system,
but could be explained much more fluently as “Get the names of
projects started between 2014 and 2018."

Only a handful of solutions using deep neural networks already
exist. Deep learning solutions (e.g., [16]) offer better generalisation
to unseen databases, but are not guaranteed to generate accurate
explanations every time. We will discuss the existing solutions for
this problem, compare their advantages and drawbacks, while also
paving the path for future research, by addressing the opportu-
nities that arise from the use of novel NLP techniques that have
taken other research areas by storm, such as the the Transformer
architecture and Pre-trained Language Models (PLMs).

2.3 The Data-to-Text Problem
We will introduce the Data-to-Text problem and we will showcase
the connection with our goal of a natural language data interface.
Data-to-Text aims at generating fluent and fact-based verbalisations
of a given structured input. The problem requires careful encoding
of the input allowing the model to understand the underlying input
structure. Also, the task of generating the verbalisation (decoding)
has its intricacies since our input tends to have many entities and
unseen content. Data-to-Text can be distinguished based on the
type of input into: Table-to-Text and Graph-to-Text.
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On Table-to-Text, the first datasets were fairly small and domain-
specific. Wikibio [7] gathers 728,321 biography info-boxes from
English Wikipedia along with the first paragraph of the page. RO-
TOWIRE [15] consists of (human-written) 4,853 NBA basketball
game summaries aligned with their corresponding box- and line-
scores. More recently, a large and domain-diverse dataset was re-
leased named ToTTo [11], which proposes a controlled generation
task: given a Wikipedia table and a set of highlighted table cells,
produce a one-sentence description.

In Graph-to-Text, one of the most influential datasets is the
WebNLG [3] corpus, which comprises sets of triplets describing
facts in the form of a graph and natural language.

2.3.1 Table-to-Text Systems. In Table-to-Text, the input of themodel
is a table and the goal is to output its description in natural lan-
guage focusing both on coverage (all/important parts of the table
are described) and fluency (avoiding syntactical errors).

Field-gating Seq2Seq [8] focused on making the model have both
a global and local view of the verbalised table simultaneously. Using
the global view, the model will decide the order and contents of the
verbalisation, while using the local view, it will choose words to
copy or paraphrase.

On the other hand, NCP [12] prefers a two-staged approach.
First, a content plan is created, which decides the order in which
the records of the table should be generated. Second, an LSTM
network takes into account the encoded plan along with a copy
mechanism, and it generates its verbalisation. This stage separation
allows for intermediate rewards leading to more stable training.

As in the other two fields of Text-to-SQL and SQL-to-Text, the
pre-training of huge language models has greatly impacted both
Table-to-Text and Graph-to-Text. So far, the solutions focus on
straightforward application of models like GPT-2 or T5, managing
to outperform previous approaches. However, these are just the
first steps in using pre-trained models on Data-to-Text and a lot of
research is needed to successfully harness their full power.

2.3.2 Graph-to-Text Systems. In Graph-to-Text, we have as input
a graph but the goal remains the same, i.e., to generate a text de-
scription of the contents of the graph. The main challenge is a
meaningful representation of the relations between nodes which
are crucial for correct verbalisation.

In a similar fashion as in schema encoding of RAT-SQL, Zhu
et al. [20] extend the attention mechanism to include information
about the relationships between two nodes that are not necessarily
directly connected. A similar approach is followed by Cai et al. [1]
but they use the transformer architecture for generating the path
and a bi-directional GRU for encoding the information of the path.

Most recent approaches focus on leveraging the power of self-
training with the teacher-student architecture. In this direction,
the main challenge is processing and filtering the synthetic labels
created. CSBT [5] chooses to train the student model on a pseudo-
labeled dataset of increasing curriculum difficulty. BLEURT self-
training [10] leverages the BLEURT metric for filtering low-quality
synthetic labels.

2.4 Challenges and Research Opportunities
We will present challenges that are unique to each of the discussed
problems, areas where one problem could benefit by the recent
advances in the other domains, as well as challenges of integrating
all three tasks into a single conversational system.

Firstly, evaluation is a big hurdle for all three problems. In some
cases there are no perfect automatic metrics, and systems often
resort to human evaluation. Another common problem is that eval-
uation is often limited to accuracy metrics, overlooking time and
computational costs. There is a constant need for new benchmarks
that can stress these systems and test them in difficulties they would
encounter when working on a real database. For example, how to
handle domain specific knowledge, large amounts of data, many
users that interact simultaneously, and so forth.

Another challenge that troubles all three areas is how structured
data (e.g., tables and databases) can be efficiently represented in a
format that can be processed by a neural network.

Also, generalizing the problem beyond relational databases is
another domain that will also enjoy the attention of researchers in
the near future, given that the advancements of Knowledge Graphs,
the Resource Description Framework (RDF) and query languages
such as SPARQL, point to the need for similar interfaces that can
go beyond SQL.

One of the most interesting research and engineering challenges
is to create a unified system that combines solutions to the problems
we presented, creating a complete natural language data interface.
Simply combining existing models is destined to fail, because most
systems proposed in all three domains are not designed and tested
for real-world databases. Additionally, since this will be a system
for casual users, latency, usability, and accessibility, all become
important factors, that require specific optimizations and evaluation
studies in order to achieve enjoyable user experience. However,
the feat of implementing such a system will be a massive step
forward for data democratisation, and a remarkable scientific and
engineering achievement.
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