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ABSTRACT decoupling the compute and storage tiers in traditional monolithic

OLTP databases. This enables independent deployment and scaling
of compute and storage services. In cloud-native database systems,
application transactions are first converted to I/O requests through
the compute tier, and then applied to the storage tier. Therefore,
ensuring excellent storage services is crucial for achieving low
application latency and high overall throughput.

Despite the importance of storage services, to the best of our
knowledge, no tool could be utilized to evaluate the performance of
storage tiers effectively. In this work, we focus on the performance
evaluation of storage services in cloud-native database systems
as the engineering team at ByteDance always faces the following
difficult questions.

In this work, we focus on the performance benchmarking prob-
lem of storage services in cloud-native database systems, which
are widely used in various cloud applications. The core idea of
these systems is to separate computation and storage in traditional
monolithic OLTP databases. Specifically, we first present the char-
acteristics of two representative real I/O workloads at the storage
tier of ByteDance’s cloud-native database veDB. We then elaborate
the limitations of using standard benchmarks such as TPC-C and
YCSB to resemble these workloads. To overcome these limitations,
we devise a learning-based I/0O workload benchmark called CDS-
Ben. We demonstrate the superiority of CDSBen by deploying it
at ByteDance and showing that its generated I/O traces accurately

resemble the real I/O traces in production. Additionally, we verify e How about the performance of the storage tier in veDB (the
the accuracy and flexibility of CDSBen by generating a wide range cloud-native database at ByteDance) if the transactions per
of I/O workloads with different I/O characteristics. second (TPS) doubles?

e What is the maximum throughput if the read-write ratio of
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The migration of many applications to the cloud has prompted
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Another approach to answer these questions is to deploy and con-
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Figure 1: The architecture of ByteDance’s veDB

In this work, we introduce CDSBen, a learning-based bench-
mark for evaluating storage service performance at ByteDance. To
create this benchmark, we first analyzed two real I/O workloads,
veDB_OSS and veDB_SYNC, from the storage tier of the veDB
cloud-native database at ByteDance. Through this analysis, we
identified key workload characteristics such as intensity, burstiness,
and distribution skewness. We then created CDSBen, which utilizes
two models: an IOPS sequence estimation model that uses a recur-
rent neural network (RNN) to estimate the IOPS sequence of the
I/0 workload, and a joint distribution estimation model that utilizes
a Random Forest Regressor to estimate the joint distribution of I/O
requests’ segment address and buffer size. CDSBen then adapts the
YCSB benchmark to generate I/O requests and execute them on the
storage tier of veDB.

In summary, our CDSBen enjoys four nice properties:

High accuracy: it generates realistic I/O workloads for storage
tier performance evaluation in cloud-native database systems as
it explicitly embeds the characteristics of transaction workloads
via the RNN model and Random Forest Regressor. Moreover, the
complex execution procedure in the compute tier also has been
considered by the learning-based models implicitly.

Good flexibility: it can be used to generate a wide range of
realistic workloads, e.g., different read-write ratios and different
TPS. In addition, CDSBen adapts YCSB to generate I/O requests,
which does not rely on any physical data layout.

Ease of use: CDSBen avoids lots of cumbersome engineering
efforts (e.g., exact transaction execution in the compute tier)
and makes the performance evaluation easy to compare by only
requiring users to configure few parameters (i.e., overall TPS
and the ratio of each transaction type) in it.

Great extensibility: the design of CDSBen does not rely on
any specific design of veDB and can be adapted to other cloud-
native database systems (e.g., Amazon Aurora, Alibaba PolarDB)
easily by training the models with the log statistics from the
corresponding cloud-native database.

We believe that CDSBen will be widely used by the engineers,
developers, and users of cloud-native database systems (i) as an eval-
uation and verification tool for the storage services development;
(ii) to identify the proper storage engine to improve the overall
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Figure 2: Transaction processing at veDB

query processing efficiency; and (iii) to tune the configurations in
the storage tier (e.g., the number of storage nodes, the size of buffer
pool) for better performance.

The remainder of this paper is organized as follows. We introduce
the background of cloud-native database systems and present the
characteristics of two real I/O workloads at ByteDance in Section 2.
We discuss the limitations of existing benchmarks in Section 3. We
propose a learning-based benchmark CDSBen in Section 4 and
conduct extensive experiments to demonstrate its superiority in
Section 5. We conclude this paper in Section 6.

2 PRELIMINARIES

In this section, we first introduce the architecture of cloud-native
database systems by taking ByteDance’s cloud-native database
veDB as an example. Then, we abstract I/O requests and analyze two
representative workloads at veDB to illustrate the characteristics
of real I/O workloads in ByteDance’s production environment.

2.1 Cloud-native database: veDB

Figure 1 illustrates the architecture of a typical cloud-native data-
base, i.e., veDB at ByteDance. It consists of three tiers. The top
application tier includes various applications, e.g., Douyin, Xigua
video, and Toutiao News at ByteDance, which issue millions of
transactions per second and pass them to compute tier in the middle.
The compute tier includes a primary database kernel for read/write
(RW) transactions and several replica database kernels for read-
only (RO) transactions. The query capacity of cloud-native database
systems could be dynamically adjusted by changing the number of
read-only nodes. Each data record in the bottom storage tier can
be accessed by the database kernels in the middle compute tier via
I/0O requests.

Figure 2 illustrates the query processing at veDB. The transac-
tions from the top application tier are processed by the primary
database kernel in the middle compute tier. Each transaction de-
rives a set of redo logs that record the page modifications. The redo
logs are first received by the global redo log buffer and then are
persisted at the append-only LogStore. After that, the redo logs
are shipped to PageStore for page modifications. PageStore man-
ages the multiple pages as segments and provides segment-based
interfaces for page reading and writing. The segment is the basic



unit in the storage tier of veDB. It is a widely used concept in other
cloud-native database systems (e.g., Aurora, PolarDB). Specifically,
each segment in PageStore of veDB has several GBs and contains
many chain maps. Each chain map stores multiple page versions
and the logs among them, as shown in Figure 2.

It is challenging to benchmark the performance of storage ser-
vices in the cloud-native database veDB. On the one hand, a mono-
lithic database does not decouple compute and storage tiers. Thus,
existing end-to-end benchmarks (e.g., TPC-C) are not suitable for
cloud-native database systems as they do not inherently consider
the decoupled storage tier in cloud-native database systems. On the
other hand, the storage tier I/O requests in cloud-native database
systems are significantly different from these I/O requests in typical
KV storage engines or traditional file systems as they are generated
by the complex database kernel in the compute tier.

2.2 Segment-based I/0 request abstraction

As shown in Figure 1, the I/O requests at storage tier are derived
by the compute tier in cloud-native database systems. To design
tools or benchmarks that accurately estimate the performance of
the storage tier, it is essential to abstract the I/O requests properly.

Without loss of generality, the I/O requests on the storage tier
of veDB at ByteDance include two fundamental operations read
and write. There are two options to abstract the read and write
operations: (i) fine granularity, which considers the read and write
operations on the physical hard disk unit (a.k.a. page); (ii) coarse
granularity, which considers the read and write operations on the
basic unit of storage tier (i.e., segment in veDB’s PageStore) in
cloud-native database systems.

In this work, we abstract the read and write operations at the
storage tier with coarse granularity, i.e., the format of data read
and write the on storage tier can be represented by read(timestamp,
offset in segment X, fixed buffer size) and write(timestamp, offset
in segment X, variable buffer size). The key reason to use segment-
based I/O abstraction is ‘the log is the database’ in cloud-native
database systems. Specifically, the storage tier of cloud-native data-
base systems should be capable of log replaying and multi-version
page management, e.g., generating an intermediate version of a
page by applying redo log. Segment abstracts read/write operations
and ignores the details of storage layout and architectures, which
are likely to be different among different systems. In other words,
the segment-based I/O abstraction is applicable to any cloud-native
database, which follows ‘the log is the database’ principle.

2.3 Two real I/0 workloads in veDB

With segment-based I/O abstraction, it is essential to study the
characteristics of real I/O workloads in production to design a
benchmark that accurately evaluates the storage tier performance
in cloud-native database systems. After investigating hundreds of
real I/O workloads in veDB, which are from various applications at
ByteDance, we have the following observations: (i) all are OLTP
workloads with short transactions; (ii) the burstiness of different
workloads are varying, e.g., some of them being highly bursty,
while others being relatively steady; and (iii) the skewness of all
workloads are obvious, e.g., the segment distribution of read and
write operations.
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Figure 3: IOPS sequence of veDB_OSS with TPS 1,040

In subsequent, we conduct a detailed analysis of two representat-
ive real I/O workloads veDB_OSS and veDB_SYNC in the produc-
tion environment of ByteDance’s cloud-native database veDB. The
analysis covers intensity, burstiness, and skewness (i.e., read-write
ratio, write buffer size distribution, and segment ID distribution).
For intensity and burstiness, we analyze the IOPS sequence of
each I/O workload. For skewness, we unify read-write ratios, write
buffer sizes, and segment IDs into a joint distribution matrix and
conduct analysis on it. As will be demonstrate shortly, veDB_OSS
is bursty and read-intensive, while veDB_SYNC is relatively steady
and write-intensive.

Read-intensive I/0 workload veDB_QSS. It is a distributed ob-
ject storage system at ByteDance, which provides storage services
for non-structured data. For example, it updates the metadata of the
objects in the database when users post videos in Douyin. When
users click and view videos published by others, veDB_OSS sends
select queries to the database to get their metadata. Figure 3 il-
lustrates a 600-second I/O workload of veDB_OSS in ByteDance’s
cloud-native database veDB with TPS 1040. The IOPS of veDB_0OSS
ranges from 39 to 3,447, and it has an average value of 1,382 with a
standard deviation of 505. 90.4% of operations are read operations.
Therefore, the I/O workload of veDB_OSS is read-intensive, and its
burstiness is high.

We investigate other characteristics of veDB_OSS in Figure 4.

We first plot the total number of read operations in each segment
among these 600 seconds in Figure 4(a). Obviously, the distribution
of read operations in veDB_OSS is highly skewed, i.e., 94.0% of read
operations are on segments 7 and 8. In comparison, the distribution
of write operations in Figure 4(b) is also skewed, but the pattern is
different. Figure 4(c) shows the distribution of write operations w.r.t.
their write buffer sizes. As the write buffer size grows, the number
of operations falls. The buffer sizes of most write operations are
quite small (e.g., less than 4KB). In Figure 4(d), we visualize the
joint distribution of the segment ID and buffer size via heatmap.
The deeper the color is in the cell, the more operations there are.
We can clearly observe that the distributions of operations w.r.t.
segment ID and buffer size are not independent.
Takeaway: The real I/O workloads on the storage tier of cloud-native
database systems have high bursty, and the corresponding segment
ID and buffer size joint distribution are skewed, which is complex and
cannot be easily described by a few intuitive parameters.

Write-intensive workload veDB_SYNC. Many hardware devices
have been sold by ByteDance and are used by billions of users.
veDB_SYNC is designed to synchronize data between servers and
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Figure 5: The characteristics of real I/O workload of veDB_SYNC with TPS 13,108

Table 1: Comparison of two real workloads at veDB

l Characteristics [ veDB_0OSS [ veDB_SYNC ]
IOPS intensity 39 to 3,500 600 to 1,000
Read/write ratio 9:1 0:1
Burstiness High Low
Hot/cold date ratio 1:3 11:8
Buffer size 0to 12KB 1 to 28 KB

these devices. As veDB_SYNC pushes data to devices, the status
of devices will be updated in the database. Figure 5 shows a 600-
second IOPS of veDB_SYNC with TPS 13,108 at ByteDance. Almost
all of the operations of veDB_SYNC are write operations as the
devices update their status in the database. Thus, we omit the curves
of read and write operations per second in Figure 5(a). The num-
ber of write operations per second ranges from 654 to 964, the
average is 820, and the standard deviation is 56. Obviously, the
veDB_SYNC workload is write-intensive and its burstiness is re-
latively low. Figure 5(b) shows the distribution of operations on
segment ID, which is skewed and is obviously different from the I/O
workload of veDB_OSS, e.g., 19 different segments are accessed in
veDB_SYNC, instead of 8 segments in veDB_OSS. Figure 5(c) shows
the distribution of operations on buffer size. Similar to veDB_OSS,
the number of operations decreases with the rising of the buffer
size. However, both the maximum buffer size and the average buf-
fer size are larger than those of veDB_OSS. Last, we present the
joint distribution of the segment ID and the buffer size among all
write operations of veDB_SYNC in Figure 5(d). Interestingly, the
write operations with large buffer sizes (e.g., > 4KB) only appear
in several segments, i.e., segments 11, 14, and 15. Moreover, the
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joint distribution heatmap of veDB_SYNC in Figure 4(d) is visually
different from veDB_OSS’s in Figure 5(d).

Table 1 summarizes the characteristics of two representative real
I/0 workloads in ByteDance’s veDB.
Takeaway: While the real I/O workloads on the storage tier are
bursty and skewed in general, the degree of these characteristics (e.g.,
IOPS intensity, I/O requests burstiness, distribution of target address,
buffer size, and the joint distribution) in various I/O workloads can be
significantly different.

3 EXISTING SOLUTIONS

We analyze the limitation of existing solutions and discuss the most
relevant studies in this section.

3.1 Existing benchmarks analysis

Many (if not all) existing benchmarks for database system per-
formance evaluation are in two categories, micro-benchmarks and
macro-benchmarks [34]. We elaborate on how to adapt them to eval-
uate the performance of the storage tier in cloud-native database
systems as follows.

Micro-benchmarks evaluate the performance of a specific com-
ponent in the database system. YCSB is a representative of micro-
benchmarks for storage tier performance evaluation [23, 25, 33].
It is straightforward to adapt YCSB to measure the performance
of the storage tier in cloud-native database systems as the YCSB-
generated I/O trace can be applied to the storage tier easily. Macro-
benchmarks evaluate the end-to-end query performance of the
tested database system. TPC-C is a macro-benchmark widely used
for OLTP database system performance evaluation [8, 9, 13, 35].
To evaluate the performance of the storage tier, we first generate
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TPC-C transaction workloads, then execute them on the compute
tier to obtain the corresponding I/O workloads, and last measure
the performance of the storage tier by the obtained I/O workloads.
With the above adaption, both micro-benchmark (YCSB) and
macro-benchmark (TPC-C) can be used to evaluate the storage tier
performance in cloud-native database systems. In subsequent, we
elaborate on the limitations of both micro- and macro-benchmarks
by analyzing how far the benchmarks’ generated I/O workloads
are from two real I/O workloads veDB_OSS and veDB_SYNC in
production at ByteDance. Specifically, we configure the knobs in
micro-benchmark YCSB and macro-benchmark TPC-C to simulate
veDB_OSS and veDB_SYNC at ByteDance, respectively.

YCSB knobs configuration. YCSB generates various I/O traces
(each including a sequence of read and write operations) on the
storage tier by offering several knobs, e.g., IOPS, read-write ratio,
and target address distribution [11, 25, 33]. We tried our best to
tune these knobs to make the YCSB-generated I/O workload as
close as possible to the real I/O workload veDB_OSS at ByteDance.
Specifically, we set the IOPS and the ratio of read operations of YCSB
generated I/O workload as 1,382 and 90.4%, which are the same as
the average IOPS and the read ratio in veDB_OSS. Since YCSB does
not offer knobs to configure the write buffer size distribution, we set
the ratio of write operations with buffer size 1KB and 16KB as 9.5%
and 0.1%, respectively, such that the average buffer sizes of YCSB
and veDB_OSS are the same. We use Zipfian distribution in YCSB
to simulate the accessed segment ID distribution in veDB_OSS as
YCSB does not support exact segment ID distribution configuration.

TPC-C knobs configuration. TPC-C generates five types of trans-

actions on the computer tier. Users can tune the ratio of each type

'We omit the discussions of using TPC-C to simulate veDB_OSS and using YCSB to
simulate veDB_SYNC as they share the same conclusions.
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of transaction and the overall TPS. First, the real I/O workload
veDB_SYNC is write-intensive as in Section 2.3. To obtain the I/O
workload generated by TPC-C which most resembles veDB_SYNC,
we maximize the ratio of the most write-intensive transaction New-
Order in TPC-C, which is 45%. The other four types, Payment,
Order-Status, Delivery, and Stock-Level are set to 43%, 4%, 4%, and
4%, which are the minimum ratio required by TPC-C [12]. Second,
since TPC-C generates transaction workloads instead of I/O work-
loads, we cannot set its IOPS directly. We manually tune the TPS (as
80) so that the average IOPS (i.e., 860) of its corresponding I/O work-
load (after compute tier execution) is close enough to the average
IOPS (i.e., 820) of the real workload veDB_SYNC at ByteDance.
We next analyze the limitations of these existing benchmarks by
analyzing the characteristics of their generated I/O workloads in
Figures 6 and 7, w.r.t. the real I/O workloads in Figures 3, 4, and 5.

Q1 Accuracy: how close are the benchmark generated 1/0
workloads to real ones? Even though we tried our best to tune the
knobs in YCSB to generate an I/O workload that is close to the real
1/0 workload veDB_OSS, the characteristics of generated I/O work-
load (see Figure 6) are quite different from those of veDB_OSS (see
Figure 4). For example, the standard deviation of YCSB-generated
IOPS is only 19.4, which is 505 in veDB_OSS. The IOPS sequences
are also obviously different when we compare Figure 3 with Fig-
ure 6(a). The same conclusions hold when we compare the TPC-C
generated I/O workload in Figure 7 with veDB_SYNC at ByteDance
in Figure 5. For example, the I/O workload generated by TPC-C
in Figure 7(a) contains approximately 10% of read operations, but
veDB_SYNC is write-only, as shown in Figure 5(a).



Conclusion: Both micro-benchmark YCSB and micro-benchmark
TPC-C fail to generate I/O workloads which accurately resemble the
real I/O workloads in the production environment of ByteDance.

Q2 Flexibility: how flexible are the micro- and macro- bench-
marks in the production environment? The flexibility of a
benchmark is its ability to generate I/O workloads with various char-
acteristics, e.g., intensity, burstiness, and skewness. YCSB provides
several knobs for users to directly tune the intensity and read-write
ratio. However, for the distribution of segment ID, users can only
choose from fixed options like Zipfian distribution and uniform
distribution, instead of specifying any real and complex distribu-
tions at will. Thus, the segment ID distributions of read and write
operations in YCSB-generated I/O workloads in Figures 6(b) and (c)
differ from those of veDB_OSS in Figures 4(a) and (b) significantly.
Moreover, YCSB does not have knobs to tune the joint distribution
of segment ID and buffer size, which is essential for the real I/O
workload of cloud-native database systems in production. In TPC-C,
users are only able to tune the TPS and the ratio of five types of
transactions, which seriously constrains its flexibility. For example,
it cannot generate a write-only I/O workload as veDB_SYNC at
ByteDance.

Conclusion: While micro-benchmark YCSB and macro-benchmark
TPC-C provide knobs for workload configurations, the flexibility of
the generated I/O workloads is very limited for the purpose of storage
tier performance evaluation in cloud-native database systems.

Q3 Usability: are the micro- and macro- benchmarks easy to
use? A benchmark with high usability in cloud-native database
systems should generate I/O workloads directly on the storage
tier with simple user configurations. While users of TPC-C are
only required to configure the TPS and the ratio of transaction
types, TPC-C issues transactions on the compute tier and does not
generate I/O workloads directly in cloud-native database systems.
To use TPC-C to benchmark the storage tier, deploying the compute
tier is necessary, which introduces auxiliary engineering effort and
expensive extra costs. YCSB does not require deploying the compute
tier, but users have to manually configure the intensity and the
skewness of the generated I/O workload in YCSB, which hurts its
usability as these configurations require the experience and effort
of users.

Conclusion: For the storage tier performance evaluation in cloud-
native database systems, the micro-benchmark YCSB has better us-
ability than the macro-benchmark TPC-C, but the usability of YCSB
should be improved significantly as it requires tedious effort to set the
detail configurations properly.

3.2 Trace replayers analysis

Trace replayers are widely used for storage systems performance
evaluation. They replay traces of previously executed I/O work-
loads [3, 24, 34]. They are easy to use because they directly use
the prepared I/O traces. The major disadvantage is their reliance
on traces, which severely limits their flexibility because I/O traces
are not always available. Specifically, for what-if performance eval-
uation scenarios, such as when users want to evaluate the per-
formance of the cloud-native database systems with a doubled TPS
of a deployed application, traces are not available because such
workload never occurred in the production environment before.
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Table 2: Summary of solutions

Solution Accuracy | Flexibility | Usability
YCSB low medium | medium
TPC-C medium medium low
Trace replayer high low high
Our CDSBen high high high

We summarize the existing studies in Table 2. To sum up, none
of the existing work achieves high accuracy, good flexibility, and
easy-to-use simultaneously in benchmarking the storage tier of
ByteDance’s cloud-native database veDB.

3.3 Other relevant studies

Cao et al. characterized three real key-value workloads on RocksDB
at Facebook. They then proposed a key-range-based model to bet-
ter synthesize key/value workloads on RocksDB [10]. Asyabi et al.
proposed a benchmark for state storage of stream processing sys-
tems in [6]. Many studies focused on the performance evaluation
of storage services such as cloud file systems [1, 4, 27-29]. The
common limitation of all the works above is that these benchmarks
or workload generators still rely on the user to directly configure
the workload to generate. Therefore, although they characterized
1/0 workloads from different aspects, the complexity of determ-
ining the exact I/O workload to generate is not reduced and still
falls on the user, which makes them in the middle between micro-
benchmarks like YCSB and macro-benchmarks like TPC-C, but not
significant advancements. o In comparison, as will be presented
shortly, CDSBen leveraged models to reduce such complexity and
achieve high accuracy, good flexibility, and ease of use at the same
time. In addition, some of the relevant studies characterized the
inter-arrival time of IO requests for burstiness [1, 4, 27-29]. We
do not do so because the inter-arrival time distribution in our ex-
periments spans five orders of magnitude, and small errors in the
estimated frequency of high inter-arrival time lead to large errors
in intensity.

4 LEARNING-BASED SOLUTION: CDSBEN

Figure 8 depicts the architecture of our proposed learning-based
benchmark CDSBen. It consists of two key models: (i) the IOPS
sequence estimation model, which estimates the IOPS sequence of
an I/O workload; and (ii) the joint distribution estimation model,
which estimates the joint distribution of the I/O requests’ segment
ID and buffer size. The working procedure of CDSBen is as fol-
lows. These two models in CDSBen are trained with the features
which are extracted from the logs of real workloads at first. We will
present the details of model training shortly. With the trained mod-
els, CDSBen then takes the features of the (expected) transaction
workloads as input and estimates the IOPS sequence and the joint
distribution of the desired I/O workload, respectively. CDSBen next
adapts YCSB to generate the exact I/O requests of the workload
accordingly. Last, CDSBen executes the generated I/O workload
and evaluates the performance of the storage tier in cloud-native
database systems. We next present the key techniques of CDSBen.
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4.1 Feature embedding

The logs of transaction workloads and the corresponding I/O work-
loads are embedded into feature vectors. Both the IOPS sequence
estimation model and the joint distribution estimation model are
trained from the embedded feature vectors. In particular, the trans-
action workloads are a mixture of several types of transactions.
For example, the veDB_OSS workload includes four types of trans-
actions, SELECT, INSERT, UPDATE, and DELETE. We parse the
compute tier log and count the TPS of each transaction type as the
features of the transaction workloads. As shown in Figure 9, the
left transaction logs are embedded into the right feature vectors X.
For the IOPS sequence estimation model training, we also im-
plement a parser of the real I/O workload logs and extract feature
vectors from them, which are used for the IOPS sequence estimation
model. As illustrated in Figure 9, the IOPS sequence feature vector
Y is encoded by counting the IOPS in the log. For example, the IOPS
of the first four seconds are 597, 748, 416, and 625, which embeds
the intensity and burstiness of the real I/O workload implicitly.
For the joint distribution estimation model training, we embed
accessed segment IDs and buffer sizes of all the I/O requests into
a joint distribution matrix, as Z shows in Figure 9. Moreover, we
associate different weights to different buffer sizes as the the per-
formance of the storage tier to process the write requests with large
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buffer sizes is obvious different from those with small buffer sizes.
Hence, each element Z[i][j] shows the percentage of I/O requests
in segment ID i with buffer size j-KB after normalization.

Discussion. The advantages of the feature embedding methods
above are two-folds: (i) it is simple and generic as it extracts feature
vectors from the workload logs; and (ii) it builds upon the segment-
based I/O abstraction (see Section 2.2) and does not rely on any
specific designs of ByteDance’s veDB. Hence, it can be extended to
other cloud-native database systems easily.

4.2 TOPS sequence estimation model

In CDSBen, the ideal model to estimate the IOPS sequence of an
1/O workload should (i) capture the long-distance dependence re-
lationship well, because the I/O workload is always not short, the
IOPS sequence of an I/O workload is a time series, and the adjacent
number of I/O requests per second is highly dependent; (ii) achieve
good performance even when the training data is small, as the
training data may not always be as large as expected in production.

Recurrent neural network (RNN) [2] is characterized by main-
taining state continuity and capturing the dependency in sequence
context. Moreover, its structure inherently supports variable output
length, which allows us to freely output the required length of the
IOPS sequence without changing the network structure. Advanced
RNN models, e.g., long short-term memory (LSTM), address the
limitation of the basic RNN model that it forgets information of
long-distance sequence. Thus, we employ LSTM in our IOPS se-
quence estimation model. We omit the discussion of gated recurrent
unit (GRU), another advanced RNN model as LSTM outperforms
GRU in our internal testing experiments.

Model design. As shown in Figure 8, the IOPS sequence estimation
model consists of three modules: embed module, LSTM module, and
output module. The embed module is used to map the feature vector
of the transaction workload to dense embedding cell state ¢ and
hidden state h. We employ two two-layer fully connected neural
networks with ReLU activation function in the embed module.
The LSTM module takes cell state ¢, hidden state h and M;—; (the
IOPS value at timestamp ¢ — 1) as input to estimate Y;, the IOPS
value at timestamp ¢t by Equation (1), where Wy, W, W, and Wc
are parameter matrices of input connections, Uf, U;, Uy and Uy, are



parameter matrices of recurrent connections. b £ b; and b, are bias
vectors, o denotes element-wise multiplication, ag is the activate
function sigmoid, o, and oy, is the hyperbolic tangent function. f;, iz,
o; and ¢; are the activation vector of forget gate, input gate, output
gate, and cell input respectively. ¢; and h; are the cell state vector
and hidden state vector, where the initial ¢y and hy are computed
by embed module. k; is also the output Y; of the LSTM module.
The output module performs a linear transformation on the output
of the LSTM module to adjust its dimension to the output length
of the required IOPS sequence. We use a one-layer fully connected
neural network as our output layer.

ir = 0g(WiY—1 + Uihro1 + bi)

0r = 0g(WoYy—1 +Ushy—1 +bo)
¢ =0c(WeMp—1 +Uchy—y + be)
ct=froci_1+iroc;

h; =04 0 op(ct)

1

Learning models always trade-off between the model accuracy
and training/inference cost. To provide a highly accurate IOPS
sequence estimation model with acceptable training and inferring
cost in CDSBen, as shown in Figure 8, we stack five 1024-unit LSTM
layers together. The first layer takes the cell state ¢ and hidden state
h (from embed module) and the IOPS Y of timestamp 0 as input
and its output is a 1024-sized vector. The next four layers in turn
receive the output vector of the previous LSTM layer as input
and return a 1024-sized vector accordingly. In order to enhance
the stability of the output of the model and to further reduce its
accumulated error during the generation of the IOPS sequence, we
use kernel regularizers to punish the weight of the last LSTM layer.
We avoid gradient disappearance or gradient explosion issues in
deep neural network (as we concatenated five LSTM layers) by
utilizing the structure of ResNet [17]. In particular, we connect
the input and output of LSTM layers by skip-connection and use
f(Mi-1,¢,h) = Y — Y;—1 in LSTM module, instead of the original
f('yt—l,c, h) = Y;.

Model training. The IOPS sequence estimation model in CDSBen
is an end-to-end model and we use backpropagation to optimize it.
The loss function is the mean absolute error (MAE) X7 |y i—Mil,
where Y is the real IOPS sequence, and y is the estimated IOPS
sequence. The Adam optimizer [19] is used for model training and
the learning rate is 1 x 10~%. The training process terminates when
the loss of the model fluctuates slightly.

Model inference. During the inference phase, CDSBen first takes
the TPS of each type of transaction and the initialized IOPS at
timestamp 0 as input. Then, it estimates the rest IOPS sequence
via the IOPS sequence estimation model accordingly. We employ a
three-layer fully connected neural network to initialize the IOPS
value at timestamp 0 (i.e., Yp).

4.3 Joint distribution estimation model

In this section, we design the joint distribution estimation model
to estimate the joint distribution of segment ID and buffer size of
each read or write operation in the workload.

Model design. In the literature, there are two categories of models
that can be adapted to estimate the joint distribution matrix in our
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case. The first category estimates the entire joint distribution matrix
Z by the model. For example, it treats the joint distribution matrix
as an image and uses a generative adversarial net (GAN) [15] or
variational auto-encode (VAE) [20] to generate it. However, the
major limitation of the models in this category is that they do not
have the ability to distinguish the hot/cold segments via the gener-
ated joint distribution matrix as the segment ID is meaningless in
these models. The second category estimates each element in the
joint distribution matrix one by one. For example, models such as
decision tree [32], support vector machine [30], and logistic regres-
sion [18] take the feature vector of transaction workload, segment
ID i, and buffer size j-KB tuple as input, then estimates Z[i][;] in-
dependently. Our solution adapts the model in the second category.
Specifically, we design a model for joint distribution based on ran-
dom forest regressor[26, 31], which includes a number of different
and independent decision trees (i.e., there are 1,200 decision trees
in our experiments) as our joint distribution estimation model. It
shows the superiority in the following two aspects: (i) it estimates
the joint distribution of I/O workload accurately by exploiting the
property of multiple decision trees, as we will elaborate on shortly;
and (ii) it enjoys high efficiency as different decision trees can run
in parallel as they are mutually independent.

Model training. In the training phase of each decision tree in the
random forest regressor, it randomly selects n feature vectors of
transaction workloads and their corresponding joint distribution
matrices to form its training dataset (a.k.a., bootstrap dataset). Thus,
the bootstrap dataset includes n pairs of (X, i, j), Z[i][j]) in Fig-
ure 9, where the 3-tuple (X, i, j) is the input and Z[i][j] is the
output.

Each decision tree is trained as follows [26]. We first put all input
3-tuple (X, i, j) into an input matrix M and set it as the input of the
decision tree. The label is all elements Z[i][j] of all these n joint
distribution matrices Z. The decision tree recursively splits the
feature space in M by grouping the feature vectors with the same
value or close values in the label. Suppose the data at node a in the
decision tree is a vector Q, with N, samples, for each candidate
split 6 = (k,t,) which consists of feature k and its threshold fg,

the data is divided into two subsets Q,llef t(@) and ing ht(G) by the
following rules:

QET(6) = {(x, 2)Ix < ta} and QLM (0) = Qa \ QX (6)

We use mean squared error (MSE) as the loss function H in
Equation (2), where Z is the mean of all z values in N,.

H@Q) =3 > (=2’ @
4 2eQ,

The function G (in Equation 3) measures the quality of split 6
on node a.

left left
N, N, ri
G(Qa0) = = —H@Q"" (0) + S—H@" 0) ()
a a

The training of each decision tree is to find the parameters to
minimize the loss:

6" = argmingG(Qq, 9) (4)



left

The decision trees recursively split the two subsets Q,” * (6) and

;ig ht (0) until (i) the decision tree reaches the maximum allowable
depth or (ii) N; = 1. In order to reduce the variance of estimation
results and to improve the accuracy of the joint distribution es-
timation model, we employ two stochastic processes during the
above model training phase. In particular, the probability of each
((X,1, ), Z[il[j]) tuple to be included by a specific bootstrap data-
setis 1 —(1— %)". Itis1-— % = 0.632 when n is large. In other
words, almost 37% of the whole training dataset will not be used
in a specific decision tree. We use them to improve the generaliza-
tion ability of the trained decision tree. Second, it only uses 50% of
randomly selected transaction workload features for each decision

tree branching.

Model inference. During inference, we obtain the whole joint
distribution matrix by estimating the value of each segment ID
and buffer size, with TPS of each transaction type in the workload
one by one. Specifically, for each 3-tuple of transaction workload
feature, segment ID, and buffer size (X, i, j), we take the mean of
all outputs from each trained decision tree in the Random Forest
Regressor as the estimated value.

After joint distribution is estimated, it needs normalization to
be used in workload generation. Since the joint distribution matrix
is normalized by considering weights of different buffer sizes, we
reverse this process and remove the weights. Then, we divide the
joint distribution matrix by the sum of every element, so that the
joint distribution matrix is the joint discrete probability distribution
of segment ID and buffer size, which is used in workload generation.

4.4 YCSB-adapted I/0O workload generation

With the estimated IOPS sequence and the joint distribution in an
I/0 workload, we adapt YCSB to generate the exact I/O requests
in it. For each timestamp ¢ in the IOPS sequence with IOPS VY, we
uniformly distributed these I/O requests in the timestamp t. For
each request, it randomly selects segment ID and buffer size from
the joint distribution. If the buffer size is 0, then this request is a
read request. Otherwise, it is a write request. After the requests
are generated, we modify YCSB to bypass its configurations, load
the generated requests, and execute them on the storage tier of
veDB. We rely on the built-in implementation of YCSB for metrics
collection. After the execution is complete, the time consumed
to execute each I/O request will be reported by YCSB, where we
conduct analysis for performance evaluation.

4.5 Discussions of CDSBen

Usage. With the proposed CDSBen, we present how to use it to
evaluate the performance of the storage tier in cloud-native data-
base systems. First, we collect the workload logs from the compute
tier and the storage tier and embed them to train the models in
CDSBen. Then, the user inputs the feature vector of their desired
workload to CDSBen and obtains the corresponding generated I/O
workload. Last, we execute the generated I/O workload on the stor-
age tier with adapted YCSB and measure the performance metrics
accordingly.

Because of the robust design of CDSBen’s architecture, it also
can be used to generate the I/O workloads which have diurnal
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patterns or seasonality. For example, assume a transaction work-
load with strong seasonality, e.g., the average TPS of a transaction
workload being 1,000 in the morning, increasing to 20,000 at noon,
and dropping back to 500 in the evening. To generate realistic I/O
workloads for it, the user inputs three feature vectors to CDSBen,
whose average TPS are 1,000, 20,000, and 500. CDSBen generates
the corresponding I/O workloads for each input feature vector. All
generated I/O traces are concatenated together as an overall gener-
ated I/0 workload for a transaction workload with seasonality.

By exploiting CDSBen, all the questions in Section 1 can be
answered effectively. To exemplify, if the user wants to evaluate the
performance of the storage tier when the TPS of the transaction
workload doubles or the read-write ratio changes, he only needs
to modify the input feature vectors of the transaction workload in
CDSBen, and CDSBen will generate the corresponding I/O work-
load for subsequent performance evaluation on storage tier. For the
techniques changed in the underlying storage tier, the users only
need to execute the CDSBen generated I/O workload on the latest
version, then measure the performance metrics and compare them
with the previous ones.

Extensibility. It consists of three steps to use CDSBen for storage
tier performance evaluation in cloud-native database systems: (i)
feature embedding, (ii) model training, and (iii) I/O workload gener-
ating. For the feature embedding, as our discussion in Section 4.1,
our method is generic as (i) systems need little to no modifica-
tion to generate the logs needed, and (if) CDSBen builds upon the
segment-based I/O abstraction, which supports ‘the log is the data-
base’ principle in all cloud-native database systems. For the model
training, both models (in Sections 4.2 and 4.3) do not rely on any
specific design of ByteDance’s veDB. In addition, they are trained
offline. Thus, they do not incur extra runtime overhead. For the I/O
workload generating, we adapted the widely used YCSB to generate
the estimated I/O workload, which confirms that our CDSBen is
applicable to other cloud-native database systems as YCSB does not
rely on any physical data layout. In conclusion, CDSBen holds great
extensibility, and it can be adapted to evaluate the performance of
the storage services in other cloud-native database systems, e.g.,
Aurora and Socrates.

Limitations. Even though CDSBen has multiple desirable qualities
for performance evaluation of the storage tier of cloud-native data-
base systems, including high accuracy, good flexibility, ease of use,
and high extensibility, it also has several limitations. First, the mod-
els of CDSBen must be trained individually for each workload. This
is because CDSBen is semantic oblivious. In the embedding of trans-
action workloads, we do not consider the definition of transactions
or tables, and only consider TPS. Although due to the lightweight
design the models, it only takes minutes in our experiments to train
them for each workload, we are working on a semantic aware ver-
sion to reduce this overhead and further improve flexibility. Second,
CDSBen works the best only on directly accessible storage tiers
where the workloads are derived by compute tier on the above, be-
cause essentially CDSBen leverages models to learn the behaviors
of the compute tier and estimate the outputs on the storage tier.
When the storage tier is not directly accessible, such as to bench-
mark monolithic databases like MySQL, end-to-end benchmarks
like TPC-C are better options. When the compute workloads are



not accessible for model training, such as when we are testing the
storage tier with workloads from an external compute tier, CDS-
Ben’s functions are the same as YCSB, because it relies on YCSB
for workload execution.

5 EXPERIMENTAL EVALUATION

In this section, we first demonstrate the the high accuracy of CDS-
Ben by comparing its generated realistic I/O workloads with the cor-
responding real I/O workloads (i.e., veDB_OSS and veDB_SYNC)
in production at ByteDance (see Section 5.1). We then evaluate
the flexibility and usability of CDSBen by measuring its ability to
generate various realistic I/O workloads in Section 5.2. Last, we
report the measured tail latency of CDSBen’s generated workloads
on veDB, which is very close to the performance of running real
I/O workloads (see Section 5.3).

Experimental setting. We deploy the cloud-native database veDB
in a mini-cluster with 4 nodes at ByteDance. We use one as the
RW computation node in the computation tier, its CPU is two-way
Intel(R) Xeon(R) Gold 6130 CPU @ 2.10GHz and the memory size
is 376GB. The rest three are storage nodes in the storage tier. Each
of them has a 4TB SSD.

5.1 Case study

Case study on veDB_OSS. We first investigate how close the CDS-
Ben generated I/O workload is to the real veDB_OSS I/O workload.
We collect the logs of veDB_OSS service in production at Byte-
Dance. The TPS of veDB_OSS ranges from 1,000 to 10,000. We use
the veDB_OSS transaction workload feature vectors, their corres-
ponding IOPS sequences, and joint distributions whose TPS is from
1,000 to 6,5000 as training data. All veDB_OSS transaction work-
loads with TPS larger than 6,500 are used as testing data. We input
the transaction workload feature vector into CDSBen to estimate
the IOPS sequence and joint distribution and compare them with
the ones we obtained by executing the transaction workloads on
veDB. Figure 10 shows the comparison between the real veDB_OSS
I/O workload, i.e., computing the veDB_OSS transactions (its TPS
is 9,218) on compute tier and obtaining its derived I/O workload,
and CDSBen generated veDB_OSS I/O workload.

IOPS sequence: As shown in Figure 10(a), the IOPS sequence of
veDB_OSS estimated by CDSBen shares a similar trend (e.g., in-
tensity and burstiness) with the real IOPS sequence of veDB_OSS.
In particular, the mean and the standard deviation of the IOPS se-
quence in real veDB_OSS I/O workload (i.e., computed) are 8,658
and 2,120, respectively. The corresponding values of CDSBen’s
estimated IOPS sequence are 8,538 and 2,303. Obviously, our es-
timated IOPS sequence is very close to the real IOPS sequence of
veDB_OSS. It confirms the high accuracy of the designed IOPS
sequence estimation model of CDSBen in Section 4.2.

Joint distribution: Figure 10(b) and (c) visualize the joint distribu-
tions of the computed I/O workload and CDSBen’s estimated I/O
workload of veDB_OSS. Visually, the hot/cold access patterns of
our estimated joint distribution in Figure 10(c) and the computed
joint distribution in Figure 10(b) are similar. For example, the write
requests with large buffer sizes are on segment 7 and 8 in both
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Table 3: Evaluation of veDB_OSS services by varying TPS.
props and [i;opg are computed and estimated average IOPS.
orops and 61ops are standard deviations of IOPS.

TPS | props | fliops | orops | 61ops | K-L divergence
6,892 7,337 6,493 1,863 1,738 0.00711
7,700 7,792 7,245 2,029 1,946 0.00713
8,457 8,328 7,851 1,949 2,113 0.00713
9,218 8,658 8,538 2,120 2,303 0.00714
9,693 8,958 8,890 2,004 2,399 0.00719

joint distributions. This shows that our joint distribution estima-
tion model in Section 4.3 achieves high accuracy. Additionally, we
compute the Kullback-Leibler divergence (K-L divergence), which
measures the difference between two distributions in mathematical
statistics. It ranges from 0 to +co0 and smaller values indicate higher
similarity [22]. For the distributions in Figure 10(b) and (c), this
value is 0.00714, indicating an extremely small difference between
the computed and estimated joint distributions of veDB_OSS. This
confirms the high accuracy of the designed joint distribution estim-
ation model of CDSBen in Section 4.3.

We summarize the statistics of CDSBen estimated I/O workloads
and real I/O workloads of veDB_OSS with different TPS (from
6,892 to 9,693) in Table 3. yjops and ji;ops are the computed and
estimated average IOPS respectively, and o7ops and 67ops are the
standard deviation of the computed and estimated IOPS sequences.
In this table, the small difference between the computed and estim-
ated average IOPS and standard deviations, as well as the small K-L
divergence values indicate that the models in CDSBen can estimate
the I/O workloads of veDB_OSS with high accuracy even when
the TPS of the transaction workload for which we estimate I/O
workloads is different from the transaction workloads we use for
model training.

Case study on veDB_SYNC. We next demonstrate the high accur-
acy of CDSBen by the case study on real veDB_SYNC workload.
Similarly, we use the veDB_SYNC transaction workloads with low
TPS (i.e., < 10,000) as training data, and estimate the corresponding
1/O workloads for the veDB_SYNC workloads with high TPS (i.e.,
17,354).

IOPS sequence: Figure 11(a) shows the CDSBen’s estimated and
real computed IOPS sequences of veDB_SYNC workload when the
TPS is 17,354. The estimated veDB_SYNC IOPS sequence has high
accuracy as (i) the estimated curve overlapped the computed curve
(real IOPS sequence) significantly; and (ii) the characteristics of two
IOPS sequences are very similar. For example, the mean of computed
and estimated IOPS sequences are 1,046 and 999 respectively.
Joint distribution: We then investigate the accuracy of the CDS-
Ben’s estimated joint distribution. The heatmaps in Figures 11(b)
and (c) show the joint distribution of real computed and estimated
veDB_SYNC I/O workload. First, the K-L divergence of these two
joint distributions is 0.00332, which verifies the high accuracy of
the joint distribution estimation model in CDSBen from the statist-
ical aspect. Second, due to the power of random forest regressor,
our joint distribution estimation model predicts the non-uniform
distribution of read/write requests accurately. For example, the dis-
tribution of write requests with large buffer sizes in the estimated
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Figure 12: Effectiveness evaluation of CDSBen on TPC-C

joint distribution heatmap is almost the same as those in the real
computed heatmap, e.g., segments with ID 10, 14, 18 and 19.

5.2 Effectiveness evaluation

In this section, we elaborate good flexibility and ease of use prop-
erties of CDSBen. Taking the reproducibility and availability into
consideration, we verify the good flexibility and ease of use of CDS-
Ben by conducting extensive experiments on standard benchmark
TPC-C. We use the implementation of TPC-C in BenchBase [14]
and set its scale factor as 1,000. We compare the estimated I/O
workloads with the computed I/O workloads of TPC-C transaction
workloads with different TPS and different mixtures of five types of
transactions. In particular, the TPS of TPC-C ranges from 50 to 400
in our experiments. We fix the ratios of transaction type Payment,
Delivery, and Stock-Level to 43%, 4%, and 4%, same as the required
minimum values in TPC-C specification respectively [12], and vary
the ratios of the most write intensive transaction type New-order
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and the most read intensive transaction type Order-Status to gener-
ate workloads with different write-intensiveness. Specifically, the
ratio of New-Order increases from 0% to 45%. Accordingly, the ratio
of Order-Status drops from 49% to 4%.

Evaluation of IOPS sequence estimation model. We first use
the logs from TPC-C transactions whose TPS is smaller than 275 as
training data and estimate the TPC-C I/O workloads with high TPS
(i.e., > 275) to evaluate the flexibility of CDSBen’s IOPS sequence
estimation model. Figure 12(a) plots the average value of each estim-
ated IOPS sequence under different TPC-C transaction workloads.
Here, w means the ratio of New-Order transaction type. For demon-
stration purposes, we only plotted values with w changing from
0% to 45% with a step size of 15%. As shown in Figure 12(a), the
average values of IOPS sequences in our CDSBen-estimated I/O
workload (see red dots) are close to (or even identical with) the
corresponding average values of the computed I/O workload (see
blue triangles). The errors between these two sets of values are from
-3.18% to 10.1%, which confirms that CDSBen’s IOPS sequence es-
timation model is flexible enough to estimate I/O workloads with
varying characteristics, i.e., TPS and RW ratios, while preserving
high accuracy. We next use the TPC-C workloads with low write
ratios (the ratio of New-Order smaller than 30%) to estimate its I/O
workloads with high write ratios (the ratio of New-Order ranges
from 30% to 45%) among all levels of TPS, i.e., TPS ranges from 50 to
400 with step size 50. As shown in Figure 12(b), the average absolute
error is 4.46% in all cases, which also shows the good flexibility of
CDSBen’s model to function properly for different I/O workloads.

Evaluation of joint distribution estimation model. We next
demonstrate the flexibility of CDSBen’s joint distribution estima-
tion model by comparing the joint distributions of the estimated
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Figure 13: TPC-C joint distribution evaluation

and computed I/O workloads for various TPC-C transactions via
box plots in Figure 13. In each experiment, we use the trained mod-
els in Figure 12(a) and (b) to estimate the workloads with high TPS
(denoted as TPS) and high write ratio (denoted as Ratio).

K-L divergence: Figure 13(a) plots K-L divergence values of the
joint distributions for every the estimated and computed TPC-C
workloads. All values are very small, i.e., less than 0.03, in both
estimating high TPS and high write ratio cases.

Read-write ratio: Figure 13(b) compares the read-write ratios of the
estimated and computed I/O workloads for all TPC-C workloads.
The average error is less than 10% and 20% for high TPS and high
write-ratio workloads respectively. On the one hand, it shows the
superiority of CDSBen to accurately resemble real I/O workloads.
On the other hand, it confirms that it is challenge to generate I/O
workloads with exact read-write ratios as the real ones.

Buffer size: Figure 13(c) investigates the average buffer sizes in the
estimated and computed I/O workloads for all tested TPC-C work-
loads. The errors between the estimated workloads and computed
workloads are smaller than 0.05. It confirms that the average buffer
size in CDSBen’s estimated I/O workloads is almost the same as
the exact one for all tested cases.

Besides the evaluated good flexibility, the experiments in Fig-
ures 12 and 13 also indicate that CDSBen is easy to use. During
the experiments, after the models are trained, the only input from
the user is the feature vector of the target workload. By changing
the input feature vectors for different intensity or read-write ratios,
corresponding I/O workloads will be generated for performance
evaluation and the questions in Section 1 are answered by executing
the I/O workloads. For example, we can change the input feature
vector from (60,116, 8, 8, 8) (overall TPS being 200, ratio of New-
Order being 30%) to (120, 232, 16, 16, 16) (overall TPS being 400)
to generate I/O workloads for which the TPS doubles, as in Fig-
ure 12(a), or to (90, 86, 8, 8, 8) (ratio of New-Order being 45%), as in
Figure 12(b) to simulate the case where the read-write ratio changes
dramatically. Instead of tuning complex knobs or deploying the
compute tier, we only have to change the human-understandable
input feature vector in CDSBen, which is simple-and-effective.

5.3 Evaluation of tail latency

In this experiment, we show that the tail latency of running CDS-
Ben’s estimated I/O workload is significantly closer to the tail
latency of running real I/O workload on veDB compared with the
tail latency of running YCSB generated I/O workload.

We first configure CDSBen and YCSB to generate I/O workloads,
which simulate the real veDB_OSS workload of veDB. Specifically,
we use a veDB_OSS transaction workload with TPS 9,218. The
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average IOPS and the standard deviation of the corresponding I/O
workload is 8,658 and 2,120 respectively. For CDSBen’s estimated
veDB_OSS I/O workload, the estimated average IOPS is 8,538 and
the standard deviation is 2,303. For YCSB-generated I/O workload,
we set the average IOPS as 8,658.

We then run these three workloads (i.e., CDSBen’s estimated,
YCSB’s generated, and the real one) on veDB and measure its tail
latency. Figure 14 plots the measured tail latencies of running three
I/0O workloads of veDB_OSS in microseconds. Compared with the
tail latency of YCSB-generated I/O workloads, the tail latency of
CDSBen’s estimated I/O workload is much closer to the real com-
puted veDB_OSS I/O workload. In addition, the tail latency of
YCSB generated I/O workload is always smaller than real com-
puted veDB_OSS I/O workload as real veDB_OSS service has high
burstiness in production, as shown in Figure 3.

6 CONCLUSION

In this work, we present CDSBen, a new benchmarking tool de-
signed to evaluate the performance of storage services in cloud-
native database systems. Firstly, we introduce two real-world work-
loads, veDB_OSS and veDB_SYNC, which are currently in produc-
tion at ByteDance. We then discuss the limitations of existing micro-
and macro-benchmarks, such as YCSB and TPC-C, in capturing
the characteristics of actual I/O workloads. Next, we propose a
novel learning-based solution, CDSBen, which consists of two key
models, the IOPS sequence estimation model and the joint distri-
bution estimation model, to overcome the limitations of current
solutions. To validate the superiority of CDSBen for storage ser-
vices performance evaluation in cloud-native database systems,
we conduct extensive experiments using ByteDance’s veDB. Our
results demonstrate that CDSBen outperforms existing benchmark-
ing tools and it provides more accurate performance predictions
for storage services in cloud-native database systems. CDSBen is
open sourced at Github. We plan to extend it for other cloud-native
database systems in the future as it does not reply on any specific
design of veDB at ByteDance.
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