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ABSTRACT
The distributed data analytic system – Spark is a common choice
for processing massive volumes of heterogeneous data, while it is
challenging to tune its parameters to achieve high performance.
Recent studies try to employ auto-tuning techniques to solve this
problem but suffer from three issues: limited functionality, high
overhead, and inefficient search.

In this paper, we present a general and efficient Spark tuning
framework that can deal with the three issues simultaneously. First,
we introduce a generalized tuning formulation, which can support
multiple tuning goals and constraints conveniently, and a Bayesian
optimization (BO) based solution to solve this generalized optimiza-
tion problem. Second, to avoid high overhead from additional offline
evaluations in existing methods, we propose to tune parameters
along with the actual periodic executions of each job (i.e., online
evaluations). To ensure safety during online job executions, we
design a safe configuration acquisition method that models the safe
region. Finally, three innovative techniques are leveraged to fur-
ther accelerate the search process: adaptive sub-space generation,
approximate gradient descent, and meta-learning method.

We have implemented this framework as an independent cloud
service, and applied it to the data platform in Tencent. The empirical
results on both public benchmarks and large-scale production tasks
demonstrate its superiority in terms of practicality, generality, and
efficiency. Notably, this service saves an average of 57.00% memory
cost and 34.93% CPU cost on 25K in-production tasks within 20
iterations, respectively.
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1 INTRODUCTION
The rapid growth of the World Wide Web, E-commerce, Social
media and other applications is producing massive amounts of ever-
increasing raw data every day [32]. Companies often utilize this
“big data” to innovate pioneering products and solutions, e.g., im-
proving customer service, marketing, sales, team management, and
many other routine operations. To this end, many distributed ana-
lytics platforms (e.g., Hadoop Mapreduce [16, 20], Spark [4, 81, 82],
Storm [72], Flink [11], Heron [42], Samza [57]) have emerged to
deal with this big data trend. Spark is one of the representative
systems that enable the manipulation and analysis of large datasets
with in-memory cluster computing [82]. As of today, thousands of
organizations [70], such as Google, Microsoft, Amazon, Meta, Ora-
cle, Snowflake, Databricks, Tencent, and Alibaba are using Spark
in production across a vast range of fields including data process-
ing [21, 46], machine learning [55], graph computing [77], stream
computing [71] and database management [4, 78].

The performance of Spark jobs highly depends on the choice of
Spark configuration parameters. Misconfiguration can lead to un-
satisfying performance such as long runtime, resource contention,
and resource under-utilization [2]. For instance, an improper con-
figuration may lead to over 100 times the execution time compared
with an elaborately designed one [79]. Therefore, it is crucial to
choose proper configurations to achieve high performance (e.g., in
terms of execution time or cost). The benefit of tuning is even more
significant for periodic (hourly, daily, weekly, etc) jobs, where they
occupy a large proportion of Spark jobs in production [2]. In this
paper, we focus on tuning periodic Spark jobs.

To achieve a near-optimal performance of periodic tasks, users
are required to determine a large number of performance-critical
configuration parameters. However, it is very difficult to manually
tune the configuration parameters of a Spark task due to (1) the
high-dimensionality of the parameter space and (2) complex and
non-linear interactions among parameters. In addition, manual
tuning is usually time-consuming and labor-intensive, and thus it
fails to scale to a huge number of tasks in a data platform. Recent
studies propose to utilize auto-tuning techniques to optimize the
Spark parameters. During our attempts to apply these approaches
in real tuning tasks, we realize three aspects of limitations:
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Table 1: Summary of several tuning methods. General obj.
notes whether the method supports generalized objectives or
not, e.g., runtime or cost. Constr. indicates if it supports per-
formance constraints. NOER refers to the “No Offline Evalu-
ation Required”, which usually causes high overhead. Safety
represents the ability to achieve safe config. acquisition dur-
ing search. Adaptive space notes if it can adjust the search
space adaptively to deal with the high-dimensional issue.
Meta-learn indicates whether it utilizes meta-learning tech-
niques to achieve quick convergence. △means the method
partially supports it with some limitations.

Method General obj. Constr. NOER Safety Adaptive space Meta-learn
RFHOC × × × × × ×
DAC × × × × × ×
CherryPick × △ ✓ × × ×
Tuneful × × ✓ × △ ✓
LOCAT × × ✓ × △ ×
Ours ✓ ✓ ✓ ✓ ✓ ✓

(C.1 Limited Functionality) Lots of methods (e.g., DAC [79],
LOCAT [76]) are designed to minimize the execution time, i.e., find-
ing the fastest configuration. However, the goal in many scenarios
involves the execution cost [2, 64] (i.e., the cheapest configuration),
or more generalized objectives such as a weighted combination
between runtime and cost. In addition, the tuning process should
satisfy some application requirements. For instance, the execution
time of a configuration should be lower than a given threshold [2].
These scenarios call for a generalized formulation and framework
for tuning, which is not supported by existing methods.

(C.2 High Overhead)Many tuning frameworks [7, 33, 45, 79]
belong to the offline tuning paradigm. Concretely, they collect
training samples by running jobs with different configurations on
a non-production cluster, and then train a performance model to
suggest new configurations for Spark job running on the production
cluster. Training such an accurate performance model involves lots
of offline job executions (e.g., 1000-10000) [76]. This process is
very time-consuming and expensive, and often incurs data security
issues when accessing business data during multiple job executions
in the non-production cluster. In addition, since workloads (e.g.,
data size) may change as time proceeds [79], offline tuning methods
cannot capture and adapt to these dynamics easily.

(C.3 Inefficient Search)The configuration search inmanymeth-
ods [2, 79] suffers from the low-efficiency issue that arises from two
aspects: (1) huge search space and (2) intrinsic dilemma of black-box
optimization. As dimensionality increases, the number of samples
required to learn the performance model grows exponentially (i.e.,
the curse of dimensionality). Therefore, these methods fail to pro-
vide quick convergence in high-dimensional space. Furthermore,
this tuning task, in essence, the black-box optimization problem,
faces the cold-start issue and challenge when dealing with the ex-
ploration and exploitation trade-off. These factors greatly affect the
convergence speed. In addition, as studied in optimization commu-
nity [25, 28], meta knowledge across tasks could help to deal with
cold-start and slow convergence issues during search [5, 49, 50, 52].
However, nearly none of the existing methods utilize the tuning
history from previous tasks to accelerate the current tuning process.

To address these issues simultaneously (See Table 1), we present
a general online tuning framework for Spark, which can efficiently
unearth the optimal/near-optimal configurations that minimize

the objectives under different scenarios (e.g., runtime or cost) and
satisfy application requirements. Concretely, to deal with limited
functionality (C.1), we first introduce a generalized formulation
about the tuning problem, which supports various goals and multi-
ple performance constraints conveniently. To solve this generalized
optimization problem, we develop a noise-robust Bayesian opti-
mization (BO) [63] based solution. Second, considering the high
overhead issue (C.2), different from offline approaches that require
a large number of job executions in advance, we propose an online
tuning paradigm, where we tune parameters along with the in-
production periodic executions of each Spark job, thus incurring no
additional execution cost as in offline methods. This online setting
requires that the BO-based framework should converge to good
configurations quickly (efficiency) and explore as few bad config-
urations as possible to get there (safety). To this end, we design a
configuration acquisition method, which models and utilizes the
safe region from the Gaussian process [61] to achieve safe explo-
ration, and then leverages the expected constrained improvement
to trade-off exploration and exploitation when suggesting new con-
figurations. To accommodate the dynamic workload in the online
setting, we encode the workload characteristic into the Gaussian
process using mixed kernels in BO.

As for the inefficient search issue (C.3), we develop three inno-
vative techniques within BO to accelerate tuning. First, Bayesian
optimization is known to be difficult to scale to high dimensions. To
overcome this high-dimensionality issue, we propose an adaptive
sub-space generation method to obtain a much smaller space for
configuration search, instead of the original huge space. The size of
the sub-space will be automatically adjusted based on the interme-
diate tuning results to balance convergence speed and quality. Sec-
ond, since gradient methods [62] have shown superior convergence
speed compared with black-box methods in numerical optimiza-
tion, we develop a novel approximate gradient descent method
within BO to select the next configuration, which can estimate and
leverage the derivative information of the objective function to
speed up the search process. Third, motivated by the observation
that the regions of optimal/near-optimal configurations are simi-
lar between two similar tuning tasks, we design a meta-learning
module that learns the similarity between tasks based on tuning
history from previous tasks. Further, this module can transfer useful
knowledge, e.g., the optimal configuration or the distribution of
good configurations, to the current tuning task. Therefore, it takes
fewer configuration trials to find the near-optimal configuration.

(Contributions) The main contributions of this paper can be
summarized as follows: (1) We propose a general and efficient
online tuning framework for Spark. To our knowledge, it is the first
framework that can deal with the three issues simultaneously. (2)
To solve the generalized tuning problem while pursuing safety in
the online setting, we design a Bayesian optimization (BO) based
solution alongwith a safe configuration acquisition approach. (3) To
further accelerate configuration search, we develop three innovative
techniques within BO: adaptive sub-space generation, approximate
gradient descent, and meta-learning-based knowledge transfer. (4)
We have implemented this tuning framework as a cloud service,
and applied it to the Tencent data platform. The empirical results on
public benchmarks and large-scale production tasks demonstrate its
generality and efficiency when tuning different objectives. Notably,
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compared withmanual settings, our service saves 57.00% and 34.93%
of memory and CPU cost on average over 25K in-production Spark
tasks within 20 iterations, respectively.

2 BACKGROUND
2.1 Spark Framework
Spark is an open-source distributed framework, which simplifies
the development of applications that execute in parallel on com-
puting clusters. Spark stores the data in memory as Resilient Dis-
tributed Datasets (RDDs), and this design choice significantly re-
duces I/O costs and speeds up iterative job execution time. RDDs
are immutable collections distributed over a cluster of machines
and maintained in a fault-tolerant way. Spark provides two types
of programming abstractions: transformations and actions, to ma-
nipulate RDDs. When a Spark application (job) is submitted, the
Spark framework generates a directed acyclic graph (DAG) based
on the RDD dependency behind the Spark program. Subsequently,
the DAG is split into a collection of stages with each containing a
set of parallel tasks. Each task, one per RDD partition, computes
partial results of a Spark job. Next, the DAG scheduler schedules
the stages to execute, and the cluster manager assigns the tasks to
run on executors in parallel.

The resource that can be used by an executor is specified by
configuration parameters. For example, spark.executor.memory
and spark.executor.cores determine the memory size and the
number of CPU cores allocated for an executor, respectively. A
Spark application is controlled by up to 160 configuration parame-
ters, which determine many aspects including dynamic allocation,
scheduling, shuffle behavior, data serialization, memory manage-
ment, execution behavior, networking, etc. For details about more
Spark parameters, please refer to the official documentation [68].
Some parameters such as spark.application.name do not affect
performance. Following previous work [24], in this paper, we focus
on tuning 30 parameters that significantly affect job performance.

2.2 Terminology
Configuration Space. Our goal is to find the optimal or near-
optimal configuration from the configuration space, which con-
tains 𝑁 Spark parameters: 𝑥𝑝1, 𝑥𝑝2, ..., 𝑥𝑝𝑁 . Each 𝑝𝑖 corresponds to
a specific parameter in Spark, e.g., spark.executor.instances,
spark.executor.memory. The range of the 𝑖𝑡ℎ parameter 𝑝𝑖 is
denoted by Λ𝑖 and the whole configuration space can be repre-
sented by 𝚲𝑐𝑠 = Λ1 × Λ2 × ...Λ𝑁 . Note that, we use 𝒙 to denote a
configuration instance (a vector) in 𝚲𝑐𝑠 , where the 𝑖𝑡ℎ element 𝒙𝑖

corresponds to the value of 𝑖𝑡ℎ parameter 𝑝𝑖 and 𝑥𝑖 ∈ Λ𝑖 .
Configuration Subspace. A configuration subspace 𝚲𝑠𝑢𝑏 is the
set of all possible combinations of values of each parameter in the
space, which only includes a part of Spark parameters. Therefore,
the size of the configuration subspace usually is much smaller than
the original configuration space 𝚲𝑐𝑠 .
Tuning Procedure.Given a configuration space and tuning budget,
a tuner applies a certain strategy to navigate the configuration space.
The goal of the tuning task is to find the optimal configuration that
minimizes the underlying objective. Common tuning strategies
include random search [8], grid search, genetic algorithm [7, 58, 79],
Bayesian optimization [2, 9, 36, 66], etc. In each iteration, the tuner

suggests a configuration, and then a job execution is launched to
evaluate this configuration. The budget is some kind of cost that
is allowed to tune a Spark job; here, the tuning budget is set to
the number of iterations. Most existing approaches [7, 32, 79] are
designed to optimize execution time only or resort to the offline
tuning paradigm. In the following, we investigate the generalized
and efficient solutions for online Spark tuning.

3 SYSTEM DESIGN
In this section, we introduce the architecture overview, generalized
problem formulation, and base solution framework in turn.

3.1 Overview
Figure 1 presents the workflow of our framework. The framework
contains five components: (1) the OnlineTune controller is responsi-
ble for orchestrating the entire configuration tuning process, along
with interactions with the data platform and end users. (2) The
multi-purpose surrogate models are to learn complex relationships
between configurations and objective metrics or performance con-
straints. (3) The efficient and safe configuration generator is to
suggest a promising configuration to evaluate for a tuning task.
(4) The meta-knowledge learner is capable of leveraging tuning
history from previous tasks to further accelerate the search for
configurations. (5) The data repository is to store tuning-related
data, including runhistory, workload metrics, etc.

To define a tuning task for a Spark job, end users first need to
specify the objective and constraints they want to optimize or re-
strict, and set the overall optimization budget. Then, the iterative
tuning workflow is activated. Before the execution of a periodic job
starts, the data platform requests the OnlineTune controller to
pass a new configuration for this run (Step 1 in Figure 1). After the
job execution (i.e, the evaluation of the corresponding configura-
tion) is finished, the data platform submits the execution results
to the controller (Step 2 in Figure 1). This tuning process can be
stopped or resumed when the stopping or restarting condition is
reached. When the tuning is stopped, the controller returns the
best configuration found during tuning. Note that, this online tun-
ing procedure does not require any additional job executions (i.e.,
configuration evaluations) as in offline methods.

Once the OnlineTuner controller receives a configuration request
from the data platform, it starts to train the surrogate models (in
Section 3.3) on the runhistory related to the current task (Step 3 in
Figure 1); the surrogates consider parameter configurations, objec-
tives, constraints and workload characteristics. Then, based on the
surrogates, the efficient and safe configuration generator (in
Section 4) elaborately selects the next configuration over a safe and
concise sub-space, together with an efficient approximate gradient
descent method (Step 5 in Figure 1). Finally, the configuration is
sent out to the OnlineTune controller as the response to the con-
figuration request from the data platform. After the job equipped
with the configuration is finished, the controller receives its execu-
tion results (i.e., evaluation metrics and workload information) and
stores them in the data repository. During the above workflow,
themeta-knowledge learner (in Section 5) aids the configuration
generator to efficiently identify and suggest promising configura-
tions (Step 4 in Figure 1) by leveraging the auxiliary knowledge
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Figure 1: Online Spark tuning architecture and interaction with Spark.

from the tuning history of previous tasks, which is stored in the data
repository. This meta-learner could greatly decrease the number of
runs to find the near-optimal configurations.

3.2 Generalized Problem Formulation
Given a tuning task, our goal is to find the optimal or near-optimal
Spark configuration that minimizes the objective and satisfies per-
formance/safety requirements. To support general Spark tuning
cases, we provide a generalized tuning formulation that supports
both different objectives and inequality constraints from real appli-
cations. Formally, we use 𝑇 (𝒙) to denote the runtime function for
the tuning task. The runtime depends on the configuration vector
𝒙 , which includes resource configurations and other execution-
related configurations. Let 𝑃 (𝒙) be the price per unit of time for all
computing resources used in configuration 𝒙 . Due to the unknown
hardware types, VM types, changeable pricing policy, etc, given a
𝒙 , the price per unit time (i.e, 𝑃 (𝒙)) is not easy to obtain. Note that,
the price 𝑃 (𝒙) is positively correlated with the amount of resource
used in 𝒙 given a fixed computing environment. For simplicity, we
use the resource function 𝑅(𝒙) to replace 𝑃 (𝒙), which indicates the
amount of resource used by the job execution with configuration 𝒙 .
Further, we formulate this problem as follows:

minimize
𝒙∈𝚲𝑐𝑠

𝑓 (𝒙 ) = 𝑇 (𝒙 )𝛽 × 𝑅 (𝒙 )1−𝛽

s.t. 𝑇 (𝒙 ) ≤ 𝑇𝑚𝑎𝑥 , 𝑅 (𝒙 ) ≤ 𝑅𝑚𝑎𝑥 , 𝑒𝑡𝑐
(1)

where 𝑓 (𝒙) is the objective result of Spark configuration 𝒙 , 𝑇𝑚𝑎𝑥
and 𝑅𝑚𝑎𝑥 is the maximum tolerated runtime and resource used,
and 𝛽 is a constant used to control the tuning goal with 𝛽 ∈ [0, 1].
Resource function 𝑅(𝑥) indicates the resource used during the
job execution using configuration 𝒙 in terms of CPU cores and
memory, and thus can be obtained directly based on the values of
resource-related parameters (e.g., spark.executor.instances,
spark.executor.cores, spark.executor.memory).
Generalized Objective with Different 𝛽. Users can customize
their tuning objectives and reflect their application-specific ten-
dency by setting different values of 𝛽 . When 𝛽 is set to 1, the target
is to find the configuration with the lowest runtime; when 𝛽 equals
0, the objective becomes minimizing the unit of resource used. Par-
ticularly, when 𝛽 = 0.5, the objective is equivalent to optimizing

Algorithm 1: Pseudo code for Bayesian optimization.
Input: the search budget B, the configuration search space 𝚲𝑐𝑠 .
Output: the best configuration found.
1: initialize observations 𝐷 with several configuration evaluations.
2: while budget B does not exhaust do
3: train a surrogate𝑀 on the current observations 𝐷 .
4: choose the next configuration by 𝒙𝑖 = arg max𝒙∈𝚲𝑐𝑠 𝛼 (𝒙 ;𝑀 ) .
5: evaluate the selected 𝒙𝑖 and obtain its performance 𝑦𝑖 .
6: augment 𝐷 = 𝐷 ∪ (𝒙𝑖 , 𝑦𝑖 ) .
7: end while
8: return the best configuration in 𝐷 .

the execution cost by ignoring the square root. The execution cost
is the product of runtime𝑇 (𝒙) and the price per unit time 𝑃 (𝒙). For
simplicity, we utilize the amount of resource 𝑅(𝒙) to approximate
𝑃 (𝒙) because 𝑃 (𝒙) is usually proportional to 𝑅(𝒙) and is hard to de-
termine. If 𝑃 (𝒙) can be accessed easily, users can use 𝑃 (𝒙) directly
in the definition of the objective function, instead of 𝑅(𝒙). Besides,
the other choices of 𝛽 could express users’ objective tendencies. For
instance, 𝛽 = 0.7 indicates that the user pays more attention to the
decrease in runtime while minimizing the execution cost.
Application Requirements. The generalized formulation also
supports different constraints, which is essential to ensure the qual-
ity and safety of online Spark jobs. As shown in Eq. 1, users can
specify the requirements about runtime, the amount of resource,
etc. In addition, this framework allows users to customize different
requirements for their tuning tasks. For example, the usage of CPU
cores should be lower than a certain threshold.

Knowing 𝑇 (𝒙) under all configurations would make it straight-
forward to solve Eq. 1, but it is infeasible because all candidates
need to be evaluated. Instead, we use the Bayesian optimization
(BO) based method to directly search for an approximate solution
of Eq. 1 with significantly fewer online job executions.

3.3 Bayesian Optimization-based Framework
Bayesian optimization (BO) [9, 36, 51, 63] is a framework to

solve black-box problems where the objective can only be observed
via evaluation. The main advantages of BO are that it is robust
to noise and can estimate uncertainty to balance exploration and
exploitation. A typical loop in vanilla BO contains the following
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four steps: (1) it fits a surrogate model 𝑀 based on observed con-
figurations 𝐷 = {(𝒙1, 𝑦1), ..., (𝒙𝑛−1, 𝑦𝑛−1)}, where 𝒙𝑖 is the 𝑖𝑡ℎ con-
figuration and 𝑦𝑖 is the corresponding performance; (2) it chooses
the next promising configuration that maximizes the acquisition
function 𝒙𝑛 = arg max𝒙∈X 𝛼 (𝒙;𝑀), where the acquisition func-
tion is designed to balance the exploration and exploitation; (3) it
evaluates the chosen configuration 𝒙𝑛 to obtain its performance
𝑦𝑛 = 𝑓 (𝒙𝑛) + 𝜖 with noise 𝜖 ∼ N(0, 𝜎2); (4) add the pair (𝒙𝑛, 𝑦𝑛) to
observations so that 𝐷 = {(𝒙1, 𝑦1), ..., (𝒙𝑛, 𝑦𝑛)}. The pseudo-code
is provided in Algorithm 1.
Surrogate. To model the objective function, different from ma-
chine learning algorithms used in offline approaches [7, 79], which
incorporate additional algorithm hyperparameters, we choose
Gaussian process (GP) [61] as the surrogate model because it is
hyperparameter-free and provides closed-form inference. GP is
a flexible class of models for specifying prior distributions over
objective function: 𝑓 : X → 𝑅. The convenient properties of the
Gaussian distribution allow us to compute marginal and conditional
means and variances in closed form. Given an unseen configuration
𝒙 , the predictive mean and covariance are expressed as follows,

𝜇 (𝒙 ) = 𝐾 (𝑿 , 𝒙 ) (𝐾 (𝑿 ,𝑿 ) + 𝜏2𝐼 )−1𝒀 ,

𝜎2 (𝒙 ) = 𝐾 (𝒙, 𝒙 ) + 𝜏2𝐼 − (𝐾 (𝑿 ,𝑿 ) + 𝜏2𝐼 )−1𝐾 (𝑿 , 𝒙 ),
(2)

where 𝐾 is the covariance matrix, 𝑿 are the observed configuration
vectors and 𝜏2 is the level of white noise.
Acquisition Function. To estimate the performance improvement
of the unseen configuration, we apply the Expected Improvement
(EI) [39] function. Given the marginal predictive mean 𝜇 (𝒙) and
variance 𝜎2 (𝒙) by the surrogate model, the EI function is defined
as the expected improvement over the best performance found,

𝐸𝐼 (𝒙 ) =
∫ ∞

−∞
max(𝑦∗ − 𝑦, 0)𝑝𝑀 (𝑦 |𝒙 )𝑑𝑦

= 𝜎 (𝒙 ) (𝛾 (𝒙 )Φ(𝛾 (𝒙 ) ) + 𝜙 (𝛾 (𝒙 ) ) ) ,
(3)

where 𝛾 (𝒙) = 𝑦∗−𝜇 (𝒙 )
𝜎 (𝒙 ) , 𝑦∗ is the best performance observed so

far. The second line of Equation 3 is the closed form of EI under
Gaussian Process, Φ(·) and 𝜙 (·) are standard normal cumulative
distribution function and probability density function, respectively.
While vanilla EI is designed for problems without constraints, we
will introduce how we deal with constraints in Section 4.2.
Dynamic Workload Support. As aforementioned, the workload
may change during the online tuning process, particularly the data
size. Since the same configuration for a workload may achieve dif-
ferent results with different input data sizes, the change in data size
could affect the tuning result. To accommodate this, we take the
data size along with configuration into consideration and model
the objective value with the Gaussian Process. Concretely, the con-
figuration 𝒙𝑖 contains the configuration values and the dataset size,
which is represented as 𝒙̄𝑖 = {𝑥1

𝑖
, ..., 𝑥𝑁

𝑖
, 𝑑𝑠𝑖 }, where 𝑥 𝑗𝑖 is the value

for the 𝑖𝑡ℎ configuration and 𝑑𝑠𝑖 is the data size of that run. After
evaluating 𝑛 Spark configurations, we elaborate the objective 𝑓 (𝑋̄ )
by Gaussian distribution as follows,

𝑓 (𝑋̄ ) ∼ 𝐺𝑃 (0, 𝐾 (𝑋̄ , 𝑋̄ ′ ) ), (4)

where𝐾 denotes the covariance matrix, and 𝑋̄ is a 𝑛∗ (𝑁 +1) matrix
where 𝑁 is the number of Spark parameters. 𝑋̄ and 𝑋̄ ′ are matrices
of the same size. We propose to use mixed kernels to implement this.

Concretely, we apply the Matern kernel for numerical parameters,
the Hamming kernel for categorical parameters, and the SE kernel
to deal with data size. However, due to data privacy issue, input
data size is not always accessible in production tasks. In this case,
besides Spark configurations, we train a datasize-aware surrogate
by also taking the hour of the day or the current day of the week
as input to characterize the periodic change of data. Therefore, the
BO framework can adapt to dynamic workloads in online tuning.
Initial configurations. To estimate the performance in a wide
area of configuration space, we sample several configurations using
low-discrepancy sequences [67] to initialize the observations 𝐷
(Line 1 in Algo. 1). In addition, to accelerate the convergence in
the beginning, the meta-learning module can suggest the initial
configurations based on task similarity, instead of using the low-
discrepancy sequences. We will describe the detail in Section 5.2.
Stopping & Restarting Criterion. When the tuning budget ex-
hausts or the stopping criterion is met, we stop the current tuning
process and return the best configuration found so far for each
upcoming config request. When the expected improvement in Eq. 3
is less than a threshold (e.g. 10%), the stopping criterion is acti-
vated. This prevents our framework from struggling to make small
improvements. In addition, the controller compares the difference
between the expected performance and the actual execution result
of the workload over runs. If a continuous degradation is detected,
re-tuning becomes necessary, and our framework will restart the
tuning process, where meta-learning is utilized to extract knowl-
edge from the previous runhistory to speed up the optimization.

4 EFFICIENT & SAFE CONFIG ACQUISITION
In this section, we present the methods in configuration generator
for dealing with the slow convergence and safe exploration.

4.1 Sub-space Generation
As aforementioned, the complete configuration space is huge, which
greatly limits the efficiency of the configuration search. An intuitive
idea is to use a smaller configuration sub-space that includes the
most influential parameters, instead of the original huge space. Tun-
ing the sensitive parameters could bring significant performance
improvement, and avoid wasting efforts in tuning those parameters
that have little influence on performance. Furthermore, the size of
the sub-space is crucial: a large sub-space leads to slow convergence
of configuration search but has a high probability of finding the op-
timal configuration; BO tuning framework could converge to a local
configuration quickly over a small sub-space, but this sub-space
may not include the optimal or near-optimal configurations. There-
fore, when dealing with the high-dimensional space, we need to
answer two questions: (1) how to measure the importance of Spark
parameters, and (2) how to decide/adjust the size of the sub-space
adaptively to pursue efficiency and effectiveness simultaneously.
Parameter Importance & Sub-space. To obtain the sub-space,
we should first measure the importance of each parameter.While ex-
isting methods only consider the influence between each parameter
and performance via Spearman Correlation Coefficient or weights
of a learning model [24, 76], we consider the importance of both
single parameters and of interactions between parameters. To this
end, we adopt FANOVA [35] to assess the importance of parameters.
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It is a linear-time algorithm for computing marginals of random
forest predictions and then leverages these predictions within a
functional ANOVA framework to quantify the importance of both
single parameters and of interactions between parameters. Given
the tuning history from a task, our parameter importance analysis
module could rank the parameters according to their importance.

During optimization, we can get the importance score of param-
eters based on its tuning history for each task and obtain the final
importance scores by averaging the scores from those tasks. Based
on this result, we define the sub-space as:

𝚲𝑠𝑢𝑏 = Λ1 × ... × Λ𝐾 , (5)

where Λ𝑖 is the domain of parameter 𝑥𝑖 with the 𝑖𝑡ℎ largest impor-
tance score, and 𝐾 is the size of the sub-space. Note that, when
starting tuning from zero, there is no tuning history available to ob-
tain the parameter ranking based on the importance scores.We start
with an initial parameter ranking suggested by experts. Once new
tuning history arrives, we will continuously update the importance
score for each parameter based on FANOVA.
Evolution Strategy of Sub-space. Different from existing meth-
ods that use a fixed sub-space [76], we propose to automatically
adjust the size of the sub-space, i.e., 𝐾 . At the beginning of the
tuning process, we initialize the size of sub-space 𝐾 to a small
constant 𝐾 ← 𝐾𝑖𝑛𝑖𝑡 , and then the value of 𝐾 will be updated in
a certain period, i.e., 𝑁𝑠𝑝𝑎𝑐𝑒 iterations. The range of space size is
[𝐾𝑚𝑖𝑛, 𝐾𝑚𝑎𝑥 ], where 𝐾𝑚𝑎𝑥 is the number of Spark parameters in
the entire space𝚲𝑐𝑠 . On one hand, a sub-space should be sufficiently
large to contain good configurations. On the other hand, it should
be small enough to ensure that BO is accurate and efficient within
this sub-space. Therefore, the evolution of 𝐾 is crucial.

To dynamically control the space size, similar to TuRBO [23], we
adopt an intuitive design that we expand the sub-space when the BO
optimizer “makes progress”, i.e., it finds better configurations in the
current sub-space, and shrinks it when the optimizer appears stuck.
We define a “success” as a configuration that improves over the
best configuration found, and a “failure” if a configuration that fails.
After 𝜏𝑠𝑢𝑐𝑠 consecutive successes, we increase the size of the sub-
space to 𝐾 ← min(𝐾𝑚𝑎𝑥 , 𝐾 + 2). After 𝜏𝑓 𝑎𝑖𝑙 consecutive failures,
we decrease the size of the sub-space to 𝐾 ← max(𝐾𝑚𝑖𝑛, 𝐾 − 2).
Once the size of sub-space is changed, the counters for the success
and failure events are set to zero. Based on this mechanism, the
sub-space can be adjusted adaptively to achieve high efficiency
while getting good convergence results. In our implementation,
𝜏𝑠𝑢𝑐𝑠 = 3, 𝜏𝑓 𝑎𝑖𝑙 = 5, 𝐾𝑚𝑖𝑛 = 4 and 𝐾𝑖𝑛𝑖𝑡 = 10, respectively.

4.2 Safe Exploration and Exploitation
To deal with constraints as we introduced in Eq. 1, we apply the
EI with constraints (EIC) [26] as the acquisition function. Different
from the traditional EI [39] in Eq. 3, EIC takes the probability of
satisfying the constraints into consideration. Concretely, EIC for
the generalized tuning in Eq. 1 is defined as follows,

𝐸𝐼𝐶 (𝒙 ) = 𝑃𝑟 [𝑇 (𝒙 ) ≤ 𝑇𝑚𝑎𝑥 ] · 𝐸𝐼 (𝒙 ), (6)

where 𝑃𝑟 [𝑇 (𝒙) ≤ 𝑇𝑚𝑎𝑥 ] refers to the probability that satisfies the
runtime constraint. To predict the runtime of an unseen config-
uration, we also fit a surrogate (i.e., GP) on runtime metrics. To

customize other constraints, e.g., restricting resources, we can im-
plement it by multiplying the term in Eq. 6 by 𝑃𝑟 [𝑅(𝒙) ≤ 𝑅𝑚𝑎𝑥 ].
Without loss of generality, we take the runtime constraint as an
example. The probability can be computed as,

𝑃𝑟 [𝑇 (𝒙 ) ≤ 𝑇𝑚𝑎𝑥 ] =
∫ 𝑇𝑚𝑎𝑥

−∞
𝑝 (𝑇 (𝒙 ) |𝒙 )𝑑𝑇 (𝒙 ), (7)

which can be obtained by using the posterior prediction from GP.
In online tuning scenarios, evaluating a configuration that vio-

lates the constraints will inevitably downgrade the job performance.
To explicitly ensure the safety of job execution, we further propose
safe exploration and exploitation to select the next candidate. Given
the predictive mean 𝜇𝑇𝑡 (𝒙) and variance 𝜎𝑇𝑡

2 (𝒙) from the runtime
surrogate built at the 𝑡𝑡ℎ iteration, we define the upper bound as:

𝑢𝑇𝑡 (𝒙 ) = 𝜇𝑇𝑡 (𝒙 ) + 𝛾𝜎𝑇𝑡 (𝒙 ), (8)

where 𝛾 is a constant that controls the bound and 𝛾 ∈ (0, 1]. We
maintain a safe region so that the configurations in that region are
expected to satisfy the constraints in the worst case, which is theo-
retically analyzed in previous work [69]. The safe region for runtime
at the 𝑡𝑡ℎ iteration is defined as 𝑆𝑇𝑡 =

{︁
𝒙 ∈ 𝚲𝑠𝑢𝑏 | 𝑢𝑇𝑡 (𝒙) ≤ 𝑇𝑚𝑎𝑥

}︁
.

For multiple constraints, the final safe region is the intersection of
single safe regions. The main process for the configuration genera-
tor to produce a new configuration is: (1) build the final safe region
𝑆 , and (2) choose the next configuration by solving the EIC over 𝑆 .

4.3 Approximate Gradient Descent
In Spark tuning, the objective in Eq. 1 is treated as a black-box
function of input parameters with no available derivative in-
formation. However, some parts of the objective functions are
not always black-box. Though the relationship between runtime
and Spark parameters is complicated, the resource function has
an analytic form, e.g., 𝑅(𝒙) = #𝑐𝑝𝑢_𝑣𝑐𝑜𝑟𝑒𝑠 (𝒙) + 𝑐 · #𝑚𝑒𝑚(𝒙),
which is directly determined by the values of parameters such
as spark.executor.instances, spark.executor.cores, and
spark.executor.memory. Gradient-based techniques [62] per-
form well in optimizing differentiable functions. Compared with
BO, the derivative information of the objective function provides
more precise guidance on how to choose the next input parameters
based on the current configurations (i.e., exploitation signal). When
observations 𝐷 are sufficient to approximate the objective function
𝑓 (𝒙), we can estimate the derivative information. However, since
AGD emphasizes the exploitation signal only during the search pro-
cess, it could be stuck in local configurations easily. To address this
and integrate the benefits of both methods, we alternately apply
AGD and BO to select the next configuration so that the combined
framework balances exploration and exploitation well with a con-
vergence guarantee provided in previous work [36]. Therefore, we
develop the approximate gradient descent (AGD) technique within
BO to utilize the derivative information of the objective function
and further accelerate the convergence over the search space.

To apply gradient descent, the partial derivative of 𝑓 (𝒙) over
each numerical parameter 𝑥𝑖 is:

𝜕𝑓

𝜕𝑥𝑖
(𝒙 ) = 𝛽 (𝑇 (𝒙 )

𝑅 (𝒙 ) )
𝛽−1 𝜕𝑇

𝜕𝑥𝑖
(𝒙 ) + (1 − 𝛽 ) (𝑇 (𝒙 )

𝑅 (𝒙 ) )
𝛽 𝜕𝑅

𝜕𝑥𝑖
(𝒙 ), (9)

where 𝑥𝑖 is the 𝑖𝑡ℎ Spark parameter. Since the resource function
𝑅(𝒙) is a white-box function, the partial derivative of 𝑅(𝒙), i.e.
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𝜕𝑅(𝒙)/𝜕𝑥𝑖 , has an analytical form. However, the partial derivative
of the runtime function 𝑇 (𝒙), i.e. 𝜕𝑇 (𝒙)/𝜕𝑥𝑖 , cannot be calculated
directly. We approximate the partial derivative 𝜕𝑇 (𝒙)/𝜕𝑥𝑖 by:

𝜕𝑇

𝜕𝑥𝑖
(𝒙 ) ≈ 𝑇 (𝒙 + 𝝐𝒊 ) − 𝑇 (𝒙 − 𝝐𝒊 )

2 |𝝐𝒊 |
, (10)

where all dimensions except the 𝑖𝑡ℎ element in 𝝐𝑖 are zero. The
values of 𝑇 (𝒙 + 𝝐𝒊) and 𝑇 (𝒙 − 𝝐𝒊) are predicted by the surrogate
for runtime. Then, the value of each parameter 𝑥𝑖 is updated by:

𝑥𝑖 ← 𝑥𝑖 − 𝜂 ∗ 𝜕𝑓
𝜕𝑥𝑖
(𝒙 ), (11)

where 𝜂 is the learning rate with 𝜂 = 0.001. During the tuning pro-
cedure, AGD is integrated into BO. Every 𝑁𝐴𝐺𝐷 = 5 BO iterations,
instead of BO, the next configuration 𝒙 is generated by conducting
AGD based on the best configuration found so far.
Algorithm Summary in Generator. Algorithm 2 gives the
pseudo-code in configuration generation. During each iteration
of BO, we train multiple surrogates for objective, runtime, other
constraints and resource on current observations (Line 1). Every
𝑁𝐴𝐺𝐷 iterations, we choose the next configuration via AGD (Line
4). Else, based on the constraint surrogates, we obtain the candi-
date region by intersecting the sub-space and safe regions for each
constraint (Lines 6-7). Then, we choose the configuration that max-
imizes the EIC acquisition function over the candidate region (Line
8). Finally, the suggested configuration is returned (Line 10).

5 META-LEARNING BASED ACCELERATION
In this section, we describe the design of the meta-knowledge
learner, which utilizes meta-learning based techniques to accel-
erate the configuration search in BO. We first introduce the method
to learn the similarity between tuning tasks using the meta-features
from workloads. Then, based on similarity learning, we present the
meta-learning methods for warm-starting and surrogate modeling.

5.1 Task Characterization & Similarity Learning
Inspired by previous work [60], we extract the feature vector of
a tuning task (i.e., meta-features) from SparkEventLog, in which
Spark event information is logged during execution. The meta-
features summarize information in two levels: stage and task. Stage
information contains the Spark actions and transformations used in
the Stage, which shows core Spark function calls made during the
job execution. Task information describes whether, overall, the task
was read or write-intensive, CPU intensive, etc. The resulting meta-
features include a total of 75 features, where 11 are retrieved from
Stage information and 64 are retrieved from Task information [60].

A straightforward method that measures the similarity is to
compute the Euclidean distance between the two meta-features of
corresponding tasks. However, the type and scale of each meta-
feature are heterogeneous, which greatly decreases the effectiveness
of Euclidean distance. Besides, each meta-feature poses a diverse
impact on similarity learning. To address these issues, we propose
to use a supervised learning method (i.e., regression model) to
learn the similarity given two tasks. Concretely, given the meta-
features of two input tasks: 𝒗1 and 𝒗2, the regression modelM𝑟𝑒𝑔 :
(𝒗1, 𝒗2) ↦→ 𝑑 predicts their distance 𝑑 ∈ [0, 1]. A smaller distance 𝑑
indicates that the two tasks are more similar to each other.

Algorithm 2: Pseudo code for configuration generation.
Input: Evaluation observations 𝐷 , constants, e.g., 𝑁𝐴𝐺𝐷 , 𝜂, etc.
Output: the suggested configuration 𝒙𝑖 for the 𝑖𝑡ℎ iteration.
1: Trains surrogates (e.g.,𝑀 𝑓 ,𝑀𝑇 ,𝑀𝑅 ) on current observations 𝐷 .
2: if |𝐷 | + 1 mod 𝑁𝐴𝐺𝐷 = 0 then
3: Set current best configuration: 𝒙𝑖 ← get_best_config(𝐷 ) .
4: Choose the next configuration via AGD: 𝑥𝑖 ← 𝑥𝑖 − 𝜂 ∗ 𝜕𝑓

𝜕𝑥𝑖
(𝒙 ) .

5: else
6: Update the size of the sub-space 𝚲𝑠𝑢𝑏 based on runhistory 𝐷 .
7: Build the safe region for all constraints: 𝑆𝑖 = 𝑆𝑇𝑖 ∩ 𝑆𝑅𝑖 ∩ 𝚲𝑠𝑢𝑏 .
8: Choose the configuration by solving 𝒙𝑖 = arg max𝒙∈𝑆𝑖 𝐸𝐼𝐶 (𝒙 ) .
9: end if
10: return the Spark configuration 𝒙𝑖 .

To train such a regression model, we prepare the training data
as follows. We collect a wide range of Spark jobs 𝑇1,...,𝐾 and the
corresponding tuning history 𝐻1,...,𝐾 , where the tuning history 𝐻𝑖
of the 𝑖𝑡ℎ task consists of the pairs of configuration and its per-
formance. As aforementioned, the meta-feature for each tuning
task can be obtained by parsing the information in event log [60];
next, we need to define the distance metric. In the context of Spark
tuning, we focus on the partial orderings over configuration per-
formance. To this end, we measure the distance by calculating
the number of discordant pairs of predictions (i.e., pair-wise rank-
ing) using the negative Kendall-tau coefficient. That is, given two
configurations 𝒙𝑘 and 𝒙𝑙 , and surrogates model 𝑀𝑖 and 𝑀 𝑗 on
the 𝑖𝑡ℎ and 𝑗𝑡ℎ task, the pair (𝒙𝑘 , 𝒙𝑙 ) is discordant if the sort or-
der of (𝑀𝑖 (𝒙𝑘 ), 𝑀𝑖 (𝒙𝑙 )) and (𝑀 𝑗 (𝒙𝑘 ), 𝑀 𝑗 (𝒙𝑙 )) disagrees. Then,
the distance is defined as the ratio of discordant pairs, which
is 𝐷𝑖𝑠𝑡 (𝑀𝑖 , 𝑀 𝑗 ) = 1−𝜏𝐷𝑟𝑎𝑛𝑑 (𝑀𝑖 ,𝑀 𝑗 )

2 where 𝜏𝐷𝑟𝑎𝑛𝑑 (𝑀𝑖 , 𝑀 𝑗 ) is the
Kendall-tau coefficient of two vectors by applying surrogates𝑀𝑖

and 𝑀 𝑗 on randomly sampled configurations 𝐷𝑟𝑎𝑛𝑑 . While the
range of Kendall-tau coefficient is [−1, 1], we scale the range of
distance 𝐷𝑖𝑠𝑡 (𝑀𝑖 , 𝑀 𝑗 ) to [0, 1]. Finally, we obtain the all basic in-
gredients to learn the meta-learnerM𝑟𝑒𝑔 that could predict the
distance between two tasks. In our implementation, we train a
LightGBM [41] regressor to obtainM𝑟𝑒𝑔 .

5.2 Warm-starting & Surrogate Improvement
Based on similarity learning, we could speed up the configuration
search in two aspects: initial design and surrogate modeling.
Initial design with warm-starting. In vanilla BO, the search
process starts from scratch. That is, it initializes observations𝐷 with
several evaluations of random configurations (in Algorithm 1). By
leveraging similarity across tasks, given a new tuning task, we can
obtain similarity results between the new task and previous tasks.
We rank the previous tasks using the predictions of meta-learner
M𝑟𝑒𝑔 , and choose the top-3 most similar tasks. Then, we select the
best Spark configuration found in these top-3 tasks, and set them
as the initial configurations before starting the main BO loop in
Algorithm 1 (Line 1). In this way, our framework could achieve
a better performance in the beginning. In addition, we also can
suggest the sub-space for a new tuning task using task similarity.
Surrogate modeling with meta-learning. Given scarce obser-
vations at the beginning of the optimization, BO can not build
an accurate surrogate to guide the search. In this case, BO fails
to converge to optimal configuration quickly. To overcome this
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issue, we leverage the tuning history from previous similar tasks
to obtain an accurate surrogate. Therefore, we propose to build a
meta-learning surrogate ensemble𝑀meta. The prediction of𝑀meta
at configuration 𝒙 is given by 𝑦 ∼ N(𝜇meta (𝒙), 𝜎2

meta (𝒙)):

𝜇𝑚𝑒𝑡𝑎 (𝒙 ) =
∑︂
𝑖

𝑤𝑖𝜇𝑖 (𝒙 ), 𝜎2
𝑚𝑒𝑡𝑎 (𝒙 ) =

∑︂
𝑖

𝑤2
𝑖 𝜎

2
𝑖 (𝒙 ), (12)

where 𝜇𝑖 and 𝜎2
𝑖
are the predictive mean and variance from base

surrogate 𝑀𝑖 . The weight of base surrogate 𝑤𝑖 reflects the sim-
ilarity between the previous and current task. Here we set the
weight to𝑤𝑖 = 1 − 𝐷𝑖𝑠𝑡 (𝑀𝑖 , 𝑀𝑡 ) and then normalize the weights
with

∑︁
𝑖 𝑤𝑖 = 1. In addition, 𝑀𝑚𝑒𝑡𝑎 also includes a surrogate 𝑀𝑡

trained on the current task, and the weight of𝑀𝑡 is determined by
cross-validation strategy [25]. By integrating useful information
from both the current task and previous tasks, 𝑀meta could offer
more accurate modeling for the objective function, thus further
accelerating the convergence of the current tuning task.

6 EXPERIMENTS AND RESULTS
To evaluate our framework, in this section, we list three insights
we want to investigate: 1) Practicality - Our framework achieves
significant cost reductions compared with human experts when
tuning 25K real-world Spark tasks in Tencent. 2) Generality - Our
framework supports different tuning objectives (runtime and cost)
and Spark task types (MR and SQL), and consistently outperforms
state-of-the-art Spark tuning approaches on various standard bench-
marks; 3) Efficiency - Our framework equipped with the three
techniques greatly accelerates the tuning process and requires only
a few trials to find near-optimal configuration.

6.1 Experiment Setup
Benchmark Programs: In addition to the real-world production
tasks (described in Section 6.2), we also use programs from the well-
known big data benchmark suite HiBench [34] in our experiments.
HiBench contains various Spark tasks, including machine learning,
graph, websearch, etc. We choose 6 representative tasks: Bayes,
KMeans, NWeight, WordCount, PageRank, and TeraSort. A larger
set with 16 tasks is used in the meta-learning experiment.
Environment: When tuning the in-production Spark tasks, the
online job executions are conducted on the resource group of our
customers, which is allocated by the Tencent data platform. For
example, one of our customers owns a resource group with 100
computing units, where each unit corresponds to 20 Intel(R) Xeon(R)
Platinum 8255C CPU cores with a base frequency of 2.50GHz and
50 GB memory. The HiBench tasks are executed on a small x86
cluster with four nodes. Each server is equipped with 2 AMD EPYC
7K62 2.80GHz 48-core processors and 512GB PC4 memory. In this
environment, we use Spark 3.0 as our computing framework.
Spark Parameters: We use the same Spark configuration parame-
ters as used in Tuneful [24], which contains 30 parameters that sig-
nificantly influence the application performance. The value ranges
of the parameters are set differently depending on the cluster size.
ComparedMethods.When tuningHibench tasks, we compare our
framework with the following approaches: (1) Random Search [8]
generates a random configuration at each iteration. (2) RFHOC [7]

trains several random forests for each task, and utilizes the gener-
ated models along with a genetic algorithm to explore the configu-
ration space. (3) DAC [79] is a datasize-aware auto-tuning approach,
which utilizes hierarchical regression tree models and genetic al-
gorithm to efficiently identify the near-optimal configurations. (4)
CherryPick [2] uses Bayesian optimization (BO) to find the optimal
configuration for Spark applications. The model aims at minimizing
the user cost and subjects to a runtime threshold. (5) Tuneful [24]
utilizes BO to tune the configuration of in-memory cluster comput-
ing systems in an online manner. (6) LOCAT [76] is also a BO-based
online approach to conduct auto-tuning for Spark SQL.
Objectives. To evaluate the generality, we consider two tuning
objectives in the experiments: (1) The Runtime of Spark job, where
𝛽 = 1 in Eq. 1. (2) The execution Cost of Spark job, where 𝛽 = 0.5
in Eq. 1. Note that the scale of the cost depends on the definition of
runtime (e.g., in seconds or hours) and resources in different experi-
ments. The tuning objective of RFHOC, DAC, Tuneful, and LOCAT,
is runtime. In the cost experiment, we modify some modules in
their implementations to support cost minimization.
Metrics & Settings. We use the following three metrics: (1) The
Speedup of execution time of the best-found configuration relative
to the one from random search. (2) The Cost at the 𝑖𝑡ℎ iteration, i.e.,
the execution cost of the 𝑖𝑡ℎ tried configuration as defined in Eq. 1.
Note that, the Min Cost refers to the execution cost of the best
configuration found so far. (3) The Cost Reduction relative to a refer-
ence method (e.g., random search or default configuration), which
is defined as 𝐶𝑜𝑠𝑡𝑟𝑒𝑓 −𝐶𝑜𝑠𝑡

𝐶𝑜𝑠𝑡𝑟𝑒𝑓
. The hyperparameters in our framework

mentioned in previous sections are obtained via sensitivity analysis,
and we apply the same settings in our implementation. The BO
component is implemented using the OpenBox library [38]. All ex-
periments running on HiBench are repeated 10 times with different
random seeds and the average metrics are reported.

6.2 Results on In-production Spark Tasks
(Implementation & Application in Tencent) We have imple-
mented the proposed framework as an independent tuning service
deployed on Tencent Cloud, and this service has been applied to
Tencent’s internal data platform. It continuously tunes the recur-
ring Spark jobs, which are scheduled and executed every hour, day,
etc. The data platform also provides web UIs for users to start on-
line tuning and observe the tuning results conveniently (See web
pages in Figure 3). The tuning objective is set to execution cost with
𝛽 = 0.5 in Eq. 1, and the constraints are set to twice the metrics of
the manual configurations. Our framework optimizes the tuning
objective (i.e., execution cost), which is positively correlated with
the actual cost (i.e., both memory and CPU usage). In order to
measure the actual cost directly and quantitatively, we also analyze
the performance of configurations using the two metrics: memory
usage (GB·hour), CPU usage (core·hour).
(Large-Scale Tuning Results) To demonstrate the practicability
and efficiency of our service in real-world scenarios. We utilize
it to tune around 25K in-production Spark tasks from Tencent’s
business scenarios, including advertisement, marketing, and social
networking. These tasks are executed every hour and produce
essential statistics for downstream tasks. Before auto-tuning, the
configuration used for each Spark task is manually tuned by big data
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Figure 2: The reduction results of memory usage, CPU usage, and objective value on 25K Spark tasks in Tencent.

Table 2: Detailed comparison between manual and tuned configurations on eight in-production tasks related to advertisement.

Task Method Memory_usage CPU_usage Runtime(s) Execution cost Executor.instances Executor.cores Executor.memory(GB) #Iteration

Spark: Feature Extraction Manual 1776.86 834.18 6768.99 208125.83 300 2 8 -
Ours 811.12 273.82 5316.64 55718.35 183 3 1 12

Spark: User-Traffic Distrib. Manual 3865.39 966.35 5543.30 170015.02 256 2 8 -
Ours 1095 1117.16 4401.42 131699.25 300 3 3 14

Spark: DAU Analysis Manual 2513.62 628.07 1220.81 67727.11 500 4 16 -
Ours 495.20 248.31 1270.04 28008.57 728 1 2 8

Spark: Log Processing Manual 2462.04 1076.11 4068.47 662950.82 656 4 9 -
Ours 885.90 444.18 2219.14 49205.71 732 1 2 9

Spark SQL: Data Selection Manual 0.6731 0.6770 48.29 243.53 16 6 6 -
Ours 0.0189 0.0135 32.26 30.78 1 1 1 10

Spark SQL: Skew Detection Manual 9.4702 0.9788 227.03 667.60 20 2 20 -
Ours 0.4812 0.2883 213.08 147.82 1 1 1 7

Spark SQL: Feature Calculation Manual 1374.84 0.93 518.34 321.78 3 2 1 -
Ours 277.57 0.40 497.00 210.59 2 1 1 13

Spark SQL: Data Preprossing Manual 34.7431 0.0222 23.1300 210.52 3 2 6 -
Ours 10.4521 0.0102 19.9520 103.13 1 2 1 6

Avg Reduction on 8 tasks - -76.52% -56.29% -17.58% -62.22% - - - 9.88

Figure 3: Web UIs of Online-Tune provided by Tencent’s in-
ternal data platform.
engineers (abbr. manual). After activating online tuning, each task
is tuned once an hour, and the total budget is set to 20 hours (i.e., 20
trials or iterations). Figures 2(a) and 2(b) show the number of tuning
tasks with different cost reduction results after tuning. We observed
that, the average memory and CPU cost reduction of the tuned
configuration compared with manual configuration on 25K tasks
are 57.00% and 34.93%, respectively. Moreover, 66.49% of the tasks
get a memory usage reduction of over 50%, and 64.70% of the tasks
achieve a CPU usage reduction of over 25%. In Figure 2(c), we plot
the average execution cost reduction ratio of the best configuration

Table 3: Averaged cost reduction (%) of job execution metrics
of under-tuning (under) within 20 iterations, and post-tuning
(post) compared with pre-tuning (pre) on 25K real-world
tasks in Tencent. ‘-’ indicates the increase in metrics.

Metric Cost Reduction(under vs. pre) Cost Reduction(post vs. pre)
Memory usage 2.28% 57.00%
CPU usage -5.82% 34.93%
Runtime 1.63% 10.72%

found during optimization on the 25K tasks. The tuning objective
(i.e., execution cost) reduces significantly during early iterations,
where we observe a reduction of 52.44% within only 9 iterations.
Note that, our warm-starting technique with meta-learning used in
the first 3 iterations leads to a huge improvement. This demonstrates
the high efficiency of our service.
(Tuning Overhead Analysis) The tuning process is conducted
only once, while the Spark job is repeatedly executed for a long time
(e.g., months or years). The benefits of saving costs during each
execution would accumulate, which is a large gain as time proceeds.
We also demonstrate the gains and overheads of online tuning on
25K tasks in Table 3. By comparing the post-tuning results (post)
with manual pre-tuning results (pre), we observe significant gains
on the three metrics (post vs. pre) for each job execution on av-
erage. For example, the tuned configuration reduces 57.0% of the
memory usage compared with the manual one. In addition to the
gains, we also compute the additional overhead (i.e., execution cost)
by comparing the average metrics of each job execution during the
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Figure 4: Speedup of compared methods relative to random search on 6 HiBench tasks.
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Figure 5: Cost reduction of compared methods relative to random search on 6 HiBench tasks.

tuning process (under) with those in pre-tuning. Since our frame-
work needs to try configurations with different performance before
finding a good one, the reduction ratios are lower during the tuning
process (under vs. pre). But after 20 iterations, the framework stops
tuning and directly applies the best-found configuration so that the
additional tuning overhead will be amortized quickly as the Spark
tasks execute continuously. Based on the results in Table 3, our
service needs no more than 4 extra executions to amortize the
CPU usage overhead on average. Besides, the average metrics of
the suggested configurations satisfy the constraints during tuning.
(Analysis on Eight Specific Tasks) To further demonstrate the
generality and analyze the tuning behavior of our framework, we
evaluate it on eight different online Spark tasks in detail and show
the results in Table 2. Each task is collected from the advertisement
business in Tencent, where the first four traditional Spark tasks
are executed once a day and the other four Spark SQL tasks are
executed once an hour (generality on task types). In the tuning
process, all Spark tasks are tuned by trying different configurations
in the production environment. We compare our framework with
the manual configuration. The tuning objective and constraints
keep the same as in the previous 25K tasks. Compared with man-
ually tuned configurations, our framework reduces the execution
cost by 62.22% on average. Meanwhile, we observe significant de-
creases along with the objective on the two metrics (i.e., average
memory usage and CPU usage), which are 76.52% and 56.29%, re-
spectively. Notably, we also report the number of iterations to
achieve the tuned results, and the average iteration is less than
10, which demonstrates the efficiency of our framework. In addi-
tion to the tuning results, we also provide the parameter values
related to the Spark executor for reference. For example, in the first
task – feature extraction, compared with the manual configuration,
spark.executor.instances (i.e., the number of executor instances)
decreases from 300 to 183, spark.executor.cores increase from 2 to
3, and spark.executor.memory decreases from 8GB to 1GB.

6.3 Results on Public Benchmarks
To further investigate the generality, we conduct end-to-end exper-
iments on 6 HiBench tasks on the small cluster. All methods are
tested using two tuning objectives: (1) runtime with 𝛽 = 1, and (2)
cost by setting 𝛽 = 0.5 in Eq. 1. The overall budget is set to 30 itera-
tions. We also set a runtime constraint in the experiment, where the
threshold is twice the runtime of the default configurations. This
constraint ensures safety in online tuning so that the tuning proce-
dure will not greatly affect online executions. For each method, we
report the best observed objective value within 30 trials.

Figure 4 shows the speedup of all baselines relative to random
search when the objective is runtime. We observe that: (1) The
ML-based approaches, RFHOC and DAC, achieve a relatively lower
speedup compared with Bayesian optimization-based methods. ML
models often need a large number of training samples, and 30 it-
erations are not sufficient to identify a promising configuration
in the search space. (2) The Bayesian optimization-based methods,
CherryPick, Tuneful, LOCAT, and ours, get a better result under
the limited budget. However, CherryPick does not reduce the di-
mension of search space when training the surrogate model, thus
it cannot handle the large Spark search space well. Tuneful and
LOCAT use different techniques to select important parameters in
the optimization process, but require 10 to 20 executions before
shrinking the search space. Across the six tasks, their rankings
are unstable. (3) Our framework achieves the best and consistent
speedup among all compared methods. Concretely, it leads to 3.08x-
8.96x average speedups relative to random search, where the second
best baselines in each task achieve only 2.54x-6.80x speedups.

In Figure 5, we also present the relative execution cost reduc-
tion of all methods compared with random search. Compared with
runtime, the execution cost is a more difficult objective to optimize.
Concretely, our framework achieves a cost reduction of 71.22-88.97%
relative to random search and obtains a cost reduction of 38.43% and
45.20% on average compared with competitive baselines Tuneful
and LOCAT, respectively.
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Table 4: Execution cost of the top-3 configurations found by
our warm-starting method.

Target Task Source Task Default Manual Top1 Top2 Top3
TeraSort Sort 844.70 91.3 54.51 40.66 43.77
TeraSort WordCount 835.00 131.60 97.48 113.30 104.71

LR PageRank 1431.21 245.90 183.35 333.39 214.73
KMeans SVD 400.92 232.33 136.20 166.41 171.57
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Figure 6: Results of tuning KMeans and TeraSort using BO
with and without the meta-learning surrogate.

Table 5: Top-10 Spark parameters ordered by importance.

# Parameter Name Importance Score (mean ± std)
1 spark.executor.instances 0.3788 ± 0.1965
2 spark.executor.memory 0.1501 ± 0.1365
3 spark.memory.storageFraction 0.0469 ± 0.0400
4 spark.default.parallelism 0.0366 ± 0.0530
5 spark.memory.fraction 0.0345 ± 0.0360
6 spark.executor.cores 0.0236 ± 0.0618
7 spark.io.compression.codec 0.0199 ± 0.0290
8 spark.shuffle.file.buffer 0.0146 ± 0.0187
9 spark.shuffle.compress 0.0138 ± 0.0142
10 spark.serializer 0.0083 ± 0.0099

6.4 Meta-learning Experiments
We conduct two experiments to evaluate the efficiency of meta-
learning from the following two aspects:
Warm-starting. Table 4 shows the evaluation cost of configura-
tions given by the warm-starting module in our meta-knowledge
learner on three target tasks. The results of default and manually
tuned configurations are slightly different on TeraSort (Lines 1-2)
since we report the results of two independent evaluations on a
computing cluster. We observe that, by transferring the top-3 con-
figurations from similar source tasks, the evaluation cost can be
greatly reduced even in the initial 3 trials. Note that, the best config-
uration from similar source tasks can be a good one, but not always
the best one. The third-best configuration from Sort outperforms its
best one on TeraSort, which implies the essence of warm-starting
by transferring multiple good configurations instead of only one. To
summarize, the warm-starting module reduces the evaluation cost
within three iterations by 66.03-95.19% and 25.44-55.93% relative to
the default and manually-configured settings, respectively.
Acceleration with ensemble surrogate. Figure 6 shows the
execution cost on Wordcount and Teresort with and without the
ensemble surrogate, which carries meta-knowledge learned from
related tasks to speed up the tuning process. We observe a clear
reduction of the average cost over vanilla BO in the beginning 10
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Figure 7: Left: Results when tuning PageRank and TeraSort
over different sub-spaces compared with default configura-
tions. Right: Optimization curve on Terasort.
iterations. Concretely, BO with the ensemble surrogate takes at
least three times fewer iterations to achieve the same average cost
as vanilla BO using 30 iterations.

6.5 Ablation Studies
In this section, we present additional analysis on three methods in
Section 4. Here the meta-learning module is disabled.
Sub-space Generation. Figure 7 shows the evaluation costs when
tuning PageRank and TeraSort with different configuration spaces.
We compare tuning with full space (30 parameters), small space
(6 parameters with the highest importance in Table 5), and the
proposed adaptively generated sub-space. Figure 7(a) presents the
reduction ratio after 30 iterations relative to default settings while
Figures 7(b) plot the average cost during the optimization. By intro-
ducing the sub-space, the average cost is consistently lower than
optimization on the entire search space. Concretely, small space
works well on PageRank; our adaptive method can detect this sig-
nal based on intermediate tuning results, and shrink the space size
to achieve a similar result. However, although tuning converges
quickly over the small space on Terasort, its final performance de-
generates, where the small space dismisses the near-optimal configs.
As shown in Figure 7(b), our adaptive method can converge to a
better config by gradually increasing the size of the subspace.
Safe Exploration and Exploitation. The empirical results on six
Hibench tasks show that the average percentage of safe configu-
rations generated by our method is 93.00%, which is much higher
than vanilla BO’s – 69.67%. Figure 8 shows the objective (cost) and
the constraint (runtime) during tuning WordCount and Bayes. We
observe that, without the safety component, the ratio of infeasi-
ble configurations increases on both tasks. Concretely, the safety
component reduces the ratio of infeasible configurations from 56%
to 10% and 20% to 6% on WordCount and Bayes, respectively. In
addition, the best objective found is slightly better on NWeight if
we ignore the safety constraint. The reason is that, our framework
conservatively restricts the search space with the safe region so that
the optimal objective value may be worse than that in the entire
space. However, while it is crucial to avoid infeasible configurations
in online tuning tasks, it is essential to pursue safety at the expense
of this insignificant objective degradation.
Approximate Gradient Descent (AGD). Figure 9 shows the rel-
ative cost reduction with and without AGD on 6 HiBench tasks.
Though BO with AGD shows a slight performance degradation on
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Figure 8: Analysis of safe exploration. Each point refers to
the runtime (x-axis) and execution cost (y-axis) of each con-
figuration during optimization. Configurations (circles or
triangles) are infeasible on the right side of the dashed line.
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Figure 9: Tuning results when using approximate gradient
descent relative to random search.
NWeight, it has a significant positive effect on other tasks. Con-
cretely, it further reduces the cost by 7.47% on average relative to
vanilla BO, which demonstrates its effectiveness.

7 RELATEDWORK
In the database community, many ML-based methods have been
proposed to automatically tune the knobs in DBMS [22, 24, 43,
54, 85, 86, 88], e.g., OtterTune [1, 83], Qtune [47], CDBTune [84],
ResTune [87] andHUNTER [10].When processingmassive volumes
of heterogeneous data, Spark tuning encounters special challenges
compared with database tuning. Considering a longer job runtime
or a more expensive cost, Spark tuning requires as fewer trials as
possible to finish the tuning process. In addition, many researchers
focus on resource management-related configuration optimization
of cloud computing platforms [17, 18, 53, 89]. Here, we focus on
tuning the Spark parameters efficiently.

The existing Spark tuning methods can be categorized into the
following six classes [32]: (1) Rule-based methods [68] require
an in-depth understanding of complex system mechanisms and
utilize the experience of human experts, online tutorials, or tun-
ing instructions [30] to assist users to tune Spark parameters; the
tuning process is often knowledge-intensive and labor-intensive.
(2) Cost modeling methods [13, 29, 65, 73, 75, 80] depend on
a deep knowledge of system performance to build performance
models. However, it is difficult for them to capture complex sys-
tem behaviors. (3) Simulation-based approaches use modular or
complete system simulation to conduct an execution with different
parameter settings [3, 14, 15, 40], and further build performance
models to guide the tuning process. These methods often fail to
simulate complex internal dynamics in online tuning scenarios.
(4) Experiment-driven approaches [6, 29, 59, 79, 90] execute

configuration evaluation, i.e., an experiment, repeatedly with dif-
ferent parameter configurations, and the configuration for each
evaluation is suggested by a search algorithm. Most of them are
offline methods, which incur high overhead as they require addi-
tional evaluations in an offline cluster. (5)Machine learning (ML)
approaches [12, 31, 37, 56, 60, 74, 89] employ ML techniques to
build performance models, which need a large number of training
samples with high overhead; owing to the advanced design in terms
of convergence efficiency, our method does not require such many
expensive training samples within the online tuning paradigm.
(6) Adaptive approaches [7, 19, 24, 27, 44, 48] tune parameters
adaptively while an application is running, i.e., they can adjust the
parameter settings online. They need to modify the source code of
Spark to achieve adaptive updates, while it incorporates additional
costs and risks. Besides, most of them focus on parameters in re-
source allocation (related to YARN containers) dynamically, while
we concentrate on tuning all the Spark parameters.

8 CONCLUSION
In this paper, we presented a general and efficient online tuning
framework for Spark, which can tune various objectives while sat-
isfying application constraints. To solve the generalized tuning
problem while preserving safety, we designed a Bayeisian optimiza-
tion (BO) based solution along with a safe configuration acquisition
approach. To further accelerate the configuration search, we devel-
oped three innovative techniques within BO: adaptive sub-space
generation, approximate gradient descent, and meta-learning-based
knowledge transfer. We implemented this framework as a tuning
service and applied it to Tencent’s data platform. The empirical
results on extensive benchmark and production tasks demonstrate
its superior performance. In the future, we plan to extend this
framework to support more data analytics systems.
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