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ABSTRACT
B-trees are the go-to data structure for in-memory indexes in
databases and storage systems. B-trees support both point opera-
tions (i.e., inserts and �nds) and range operations (i.e., iterators and
maps). However, there is an inherent tradeo� between point and
range operations since the optimal node size for point operations
is much smaller than the optimal node size for range operations.
Existing implementations use a relatively small node size to achieve
fast point operations at the cost of range operation throughput.

We present the BP-tree, a variant of the B-tree, that overcomes
the decades-old point-range operation tradeo� in traditional B-trees.
In the BP-tree, the leaf nodes are much larger in size than the inter-
nal nodes to support faster range scans. To avoid any slowdown in
point operations due to large leaf nodes, we introduce a new insert-
optimized array called the bu�ered partitioned array (BPA) to
e�ciently organize data in leaf nodes. The BPA supports fast inser-
tions by delaying ordering the keys in the array. This results inmuch
faster range operations and faster point operations at the same time
in the BP-tree.

Our experiments show that on 48 hyperthreads, on workloads
generated from the Yahoo! Cloud Serving Benchmark (YCSB), the
BP-tree supports similar or faster point operation throughput (be-
tween .94⇥�1.2⇥ faster) compared to Masstree and OpenBw-tree,
two state-of-the-art in-memory key-value (KV) stores. On a YCSB
workload with short scans, the BP-tree is about 7.4⇥ faster than
Masstree and 1.6⇥ faster than OpenBw-tree. Furthermore, we ex-
tend the YCSB to add large range workloads, commonly found in
database applications, and show that the BP-tree is 30⇥ faster than
Masstree and 2.5⇥ faster than OpenBw-tree.

We also provide a reference implementation for a concurrent B+-
tree and �nd that the BP-tree supports faster (between 1.03⇥�1.2⇥
faster) point operations when compared to the best-case con�gu-
ration for B+-trees for point operations while supporting similar
performance (about .95⇥ as fast) on short range operations and faster
(about 1.3⇥ faster) long range operations.
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Figure 1: Normalized performance compared to the fastest
con�guration (for each operation) in a concurrent B+-tree
with 48 hyperthreads.
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1 INTRODUCTION
The B-tree (or B+-tree1) [7] has been the fundamental access path
structure in databases and storage systems for over �ve decades [20,
33]. B-trees are a generalization of self-balancing binary search trees
to arbitrary fanouts (with more than two children per node). They
store elements in each node in a sorted array. Given a cache-line size
/ [1], a B-tree with # elements and node size ⌫ = ⇥(/ ) supports
the point operations insert and find in $ (log⌫ (# )) cache-line
transfers in the I/O model [1].

B-trees are one of the top choices for in-memory indexing [81]
due to their cache e�ciency though they were initially introduced
for indexing data stored on disk [7]. B-trees are especially popu-
lar in databases and �le systems because they support logarithmic
point operations (inserts and �nds) and e�cient range operations
(range queries and scans) that read blocks of data [45, 69]. They
are also extensively used as the in-memory index in many popu-
lar databases such as MongoDB [54], CouchDB [24], ScyllaDB [71],
PostgreSQL [64], and SplinterDB [21].

There is an inherent tradeo� between point and range operations
in practice for B-trees as the optimal node size is quite di�erent for
these two classes of workload. For range queries, the B-tree requires
$ (log⌫ (# ) +:/⌫) cache-line transfers, where : is the size of the
range. For long range queries, the :/⌫ factor is the higher-order

1A B+-tree is a scan-optimized variant of B-trees that stores all data records in the
leaves and only pivot keys in the internal nodes. The B+-tree is widely implemented in
real-world applications as it supports faster range scans [21, 24, 44, 44, 54, 64, 71, 78, 79]
compared to the traditional B-tree. In this paper, we refer to B+-tree as the B-tree.
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term, so increasing the node size improves range query performance.
However, the performance of point insertions does not improve and
may even su�er with larger nodes because the cost of keeping the
items ordered in the nodes grows with the size of the node.

Figure 1 illustrates the empirical2 point-range operation tradeo�
with varying node size in a reference concurrent B-tree. Prior work
showed that setting the node size much larger than the cache-line
size can improve both point and range operations [19, 36]. Similarly,
we found that the optimal node size for point operations was 210
bytes in the tested B-tree. In contrast, the range query performance
improves with the node size as the nodes grow past 210 bytes in
size. However, it starts to stagnate beyond 216 bytes. Large nodes
improve range queries because they convert random cache accesses
to sequential ones by reading more contiguous data. However, as
the node size grows, insertion performance su�ers because more
elements are shifted around to maintain order upon each insert.

Point and range operations in key-value stores. One of the
core use cases for B-trees is to support key-value (KV) stores [53],
a ubiquitous method of storing data as a collection of records, or
key-value pairs. KV stores are used extensively in systems such as
Dynamo [25], Redis [43], and Memcached [28, 61].

KV stores have traditionally been optimized and benchmarked for
point operations (e.g., get and put) that underlie online transaction
processing (OLTP) applications such as those in the Yahoo! Cloud
Serving Benchmark (YCSB) [22]. The original YCSB workloads cen-
ter around point operations such as point insertions and queries.
They contain range queries, but only in a limited capacity because
range operations are not as common as point operations in OLTP.

However, emerging real-time analytics applications increasingly
require both fast point and range operations (e.g., range queries
and maps) in the same in-memory KV store [6, 14]. Range queries
from transactional workloads are often short (i.e. they involve only
a few elements) — the default con�guration in YCSB generates range
queries with a maximum length of 100. In contrast, range queries
fromanalyticalworkloadsmay bemuch longer and access a constant
fraction of the data (e.g., 1% or 10%) [63]. To address this issue, prior
work has focused on e�ciently supporting both transactional and
analytic processing applications on disk [18, 29, 35, 63, 67]. Recently,
there has also been signi�cant e�ort towards optimizing large range
queries for in-memory KV stores [6, 14, 16, 26, 27, 74]. These works
are motivated by in-memory workloads from databases [14, 51]
and graph analytics [26, 58, 59] that require long scans. This paper
focuses on the case of in-memory KV stores.

Systems optimized for either point operations or range operations
may su�er on the other type of workload. For example, prior work
showed that state-of-the-art KV stores such as Cassandra [17], RAM-
Cloud [56], and RocksDB [68] perform poorly on long range queries
because they were designed for point and short queries [62, 63].
Furthermore, HBase [37] integrates support for point and range
operations but has been shown to underperform on point lookups
compared to other KV stores.

Overcoming the point-range tradeo� in B-trees. The goal of
this paper is to overcome the inherent point-range tradeo� in B-trees
bymaking the nodes bigger to support fast range operationswithout

2 Section 6 contains all details about the experimental setup and method.

compromising on point insert performance. As shown in Figure 1,
simplymaking thenodes biggerwhile keeping the same sorted-array
data structure in the nodes does not solve the problem because it
improves range operations at the cost of point operation throughput.

To design a B-tree that achieves high performance for both point
and range operations, we base our design on two insights about data
layouts fromIdreos etal. [40]: 1) that the internalnodesand leafnodes
inaB-treedonothave tobe the samesize, and2) that theelements ina
B-tree node are not necessarily sorted. This paper builds on these ob-
servations toachievehigh throughput forbothpointandrangeopera-
tions in B-trees with optimized data structure design in B-tree nodes.

Overcoming the point-range tradeo� by making the leaf nodes
large (for faster range operations) requires cleverly organizing data
records inside leafnodes to support e�cientupdates.Naively increas-
ing the size of only the leaves does not solve the problem because it
improves range operation throughput at the cost of point operation
throughput3. Furthermore, simply relaxing the sortedness constraint
in the nodes by using a hash-based organization (as in [40]) does not
solve the issue because hash tables do not e�ciently support ordered
range queries, which are a key component of scan-based workloads
such as the ones generated by YCSB [22].

To improve range operation performance while maintaining fast
point operations, we introduce a new insert-optimized array-based
data structure called the bu�ered partitioned array (BPA) that
we incorporate into B-tree leaf nodes to allow them to grow in size
without sacri�cing point insert throughput.

The BPA is faster for inserts than a traditional array for two main
reasons. First, it bu�ers insertions to avoid shifting elements onevery
insert, drawing inspiration fromwrite-optimizeddata structures [32].
Next, it partitions the array into blocks and leaves empty spaces in
the blocks to further avoid shifting elements upon bu�er �ushes,
emulating the Packed Memory Array (PMA) data structure [10, 42].

We use the BPA to create the BP-tree, a variant of the traditional
B-tree that uses the BPA in the leaves and sets the leaf size to be
much larger than the internal node size. This optimizedB-tree design
focuses on the leaves because the internal nodes are rarely updated
in the steady state of the B-tree.

The BP-tree is optimized for long range queries that traverse mul-
tiple leaves in the B-tree but does not give up on point operation
performance. It improves long range queries by avoiding pointer in-
directions that would have occurredwith smaller leaf nodes, thereby
converting random reads into sequential ones. Furthermore, the
insert-optimized BPA ensures that there is no impact on the perfor-
mance of point operations. In fact, it speeds up the point operations
in some benchmarks.

Results summary.We implemented a concurrent BP-tree using
the state-of-the-art TLX B-tree [12] and an optimistic concurrency
control scheme [46] as the starting point. We include the baseline
concurrent version of the TLX B-tree with 1024-byte nodes in the
evaluation because this is the best node size for concurrent point
operations on the machine. Additionally, we compare the BP-tree
to Masstree [52] and OpenBw-tree [75], two state-of-the-art con-
current in-memory KV stores. To test all systems on both point and

3We found that only changing the leaf size in B-trees results in similar trends to those
in Figure 1.
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range operations, we generatedworkloads from the YCSB [22] using
both uniform-random and Zip�an distributions.

As we shall see in Section 6, the BP-tree achieves similar or better
(between .95⇥-7.4⇥ faster) performance on range operations from
the original YCSB workloads while supporting similar point opera-
tion performance (between .94⇥�1.2⇥ faster) when compared with
the other systems. Speci�cally, the BP-tree is between 1 ⇥ �1.2⇥
faster than the baseline B-tree on point operations and achieves
similar (.95⇥ as fast) performance on short range queries from YCSB.
Furthermore, the BP-tree is slightly slower (within .94⇥ as fast) on
point operations but about 7.4⇥ faster on short range queries when
compared to Masstree. Finally, the BP-tree is about 1.2⇥ faster on
point operations and 1.6⇥ faster on short range operations when
compared to OpenBw-tree.

Since the BP-tree is optimized for long range queries, we also
tested all systems on long range query workloads by extending the
YCSBworkloads.TheBPAenables theBP-tree to support faster range
operationswith large4 leaves.We found that theBP-tree is about1.3⇥
faster than the concurrent B-tree, about 30⇥ faster than Masstree,
and about 2.5⇥ faster than OpenBw-tree on large range queries.

Contributions
Speci�cally, the paper’s contributions are as follows:
• An empirical evaluation of the impact of the node size on various

B-tree operations in a concurrent setting.
• Overcoming the decades-old point-range operation tradeo� in

B-trees with the BP-tree, a variant of the B-tree that incorporates
the BPA in the leaves.

• Thedesignand implementation (inC++) of thebu�eredpartitioned
array (BPA), an insert-optimized data structure that reduces el-
ement moves compared to a sorted array.

• An evaluation of the BP-tree compared to a traditional B-tree,
Masstree, andOpenBw-tree onworkloads fromYCSB that demon-
strates that BP-tree supports faster range operations with similar
or better point operation performance.

2 PRELIMINARIES
This section provides necessary background to understand the data
structure improvements in this paper. First, we introduce the clas-
sical “Disk-Access Machine (DAM) model” and a re�nement to the
DAMmodel called the “a�ne model.” Next, we review details about
B-trees, their operations, and optimistic concurrency control.

Memorymodels.TheDisk-AccessMachine (DAM)model [1] cap-
tures algorithm cost in hierarchical memory by taking into account
non-uniform access times in di�erent levels of memory. It models
two levels of memory: a small �xed-size cache and an unbounded-
size slow memory. Any data must �rst be in the cache before it is
processed. Data is transferred between the two levels in cache lines
of size/ . An algorithm’s cost is measured in cache-line transfers.

The a�nemodel [3, 8, 9, 70] re�nes the DAMmodel to explicitly
account for the cost of random vs contiguous memory access. In
the a�ne model, an I/O of G words has cost 1+UG , where U ⌧ 1 is
a hardware parameter. The 1 represents the normalized setup cost

4The default con�guration for the BP-tree sets Binternal=1024 bytes and Bleaf=17408
bytes.

of doing an indirection (or seek, on disk) and U is the normalized
bandwidth cost.

B-tree structure andoperations.B-trees generalize self-balancing
binary trees to arbitrary fanouts to take advantage of the speed of
contiguous memory access [7]. Just like binary trees, B-trees store
elements in sorted order. Traditionally, B-trees store ⌫=⇥(/ ) ele-
ments per node in a sorted contiguous array. The height of a B-tree
with # elements and node size ⌫ is$ (log⌫ (# )).

A B-tree exposes four operations.
• insert(k, v): inserts a key-value pair (k, v).
• find(k): returns a pointer to the element with the smallest key

that is at least x.
• iterate_range(start, length, f) applies the function f to

length elements in order (by key) starting with the element with
the smallest key that is at least start.

• map_range(start, end, f): applies the function f to all ele-
ments with keys in the range [start, end).
This paper considers both range iteration and map because the

importance of ordered iteration in the scan depends on the use case.
For example, the YCSB requires range iteration to simulate an appli-
cation example of threaded conversations [22]. On the other hand,
some applications may not necessarily need to access the keys in
order. For example, graph-processing systems [5, 72], feature storage
for machine learning [38, 50, 60], and �le systemmetadata manage-
ment [66, 69]. Cassandra [17] supports range iterations natively,
while HBase’s range query API [37] supports range maps natively.

B-tree theoretical bounds.We will now review the asymptotic
bounds for the four main operations on a B-tree with # elements
and node size ⌫=⇥(/ ).

The B-tree supports the point operations insert and find in
$ (log⌫ (# )) cache-line transfers. To �nd an element in a B-tree, we
traverse the internal nodes and follow the pivots (elements at inter-
nal nodes) to �nd the leaf that the target element might reside in.
This procedure takes$ (1) cache-line transfers at each level of the
tree for a total cost of$ (log⌫ (# )) cache-line transfers. Inserts begin
with a �nd for the correct leaf to insert the element into. Tomaintain
elements in sorted order, we shift elements in the array in the target
leaf to make space and place the element in the correct position. If
the leaf becomes full, it splits into two leaves and the midpoint is
promoted to become a pivot in the internal nodes. This promotion
procedure proceeds up the tree, if necessary.

The B-tree supports the range operations iterate_range and
map_range in $ (log⌫ (# ) + :/⌫) cache-line transfers where : is
the number of elements in the range. A range operation in a B-
tree is comprised of a find for the smallest element with a key
that is at least start, which takes$ (log⌫ (# )) cache-line transfers.
Since the B-tree stores elements in sorted order, it implements both
iterate_range and map_rangewith a forward scan from the start-
ing element, which takes⇥(:/⌫) cache-line transfers.

2.1 Concurrency control
This section describes the optimistic concurrency control mecha-
nism[46]used in theB-treeandBP-tree in thispaper tosupport simul-
taneous operations (i.e., concurrent inserts, �nds, and range queries).
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Each node is locked with a read/write lock, where multiple readers
are allowed to access the node concurrently if no write lock is held.

Theoperationsbelowusehand-over-hand locking [39] to traverse
the tree. Hand-over-hand locking is a concurrency control mecha-
nismwhere each thread holds at most two locks at a time. In hand-
over-hand locking, a worker acquires the lock on a successor node
(e.g., the lock on the child node) prior to releasing a lock on its pre-
decessor (e.g., the lock on the parent node). To prevent deadlock, we
maintain that locks are acquired in top-down5, then left to right order.

Insert. Insertions �rst make an optimistic descent by taking hand-
over-hand read locks from the root down to the leaf, then taking the
write lock on the leaf. If we are able to insert into the leaf without
causing a split, then we successfully insert into the leaf and release
all locks. If inserting into the leaf would cause a split, we check if the
parent can handle an additional element. If the parent can handle
the additional insert, the change will not propagate farther up the
tree and we just need to acquire the write lock on the parent of the
leaf. We �rst try to upgrade the current read lock on the parent to a
write lock, which can only be done if no other threads hold the read
lock on the parent. If the lock can be upgraded, we can complete the
insert. If the parent of the leaf cannot be upgraded, since some other
thread is trying to read or write the parent, we release all locks and
restart the insertion operation with a pessimistic second descent. In
the second descent, we take write locks from the root down to the
leaf. Then we lock the leaf and the new right leaf (from the split),
insert into the appropriate leaf, and propagate the midpoints back
up the tree, unlocking as we go.

Find. Finds take read locks in a hand-over-hand fashion from the
root down to the leaf, then take the read lock on the leaf and search
for the key within the leaf.

Range query. Range queries �rst perform a �nd on the start key
to locate the starting leaf of the query, then take read locks from
left-to-right as needed in a hand-over-hand fashion starting from
the leaf that resulted from the �nd.

3 BUFFERED PARTITIONEDARRAY: OPTIMIZ-
ING LARGE B-TREE LEAVES FOR INSERTS

This sectiondescribes thebu�eredpartitionedarray (BPA)data struc-
ture that enables the BP-tree to maintain large leaf nodes without
sacri�cing updatability. It then describes how the BPA supports the
operations described in Section 2.

The main idea behind the BPA is to create a data structure for B-
tree nodes that uses a larger contiguous block of memory compared
to traditional B-treenode sizes to enable fast scanswhilemaintaining
fast inserts.As demonstrated in Section 1, simply increasing thenode
size signi�cantly degrades B-tree insert performance. Furthermore,
the leaf node size determines overall performance because most of
the writes a�ect only the leaves in the steady state. Therefore, we
design a new data structure speci�cally for B-tree leaves.

At a high level, the BPA increases the size of the leaves by collaps-
ing the last directory level of a B-tree and its children into a single

5Two-phase locking [11], a classical concurrency control mechanism in databases, also
grabs locks in a top-down fashion. However, it di�ers from hand-over-hand locking
in that it 1) phases the acquiring and releasing of locks and 2) allows workers to hold
more than two locks at a time.

contiguously allocated region of memory. However, it also employs
additional optimizations to support fast insertions.

The BPA improves insertion throughput when compared to a
sorted array by reducing data movement in two ways. First, the BPA
bu�ers inserts to amortize datamovement across operations. Next, it
maintains empty spaces in the data structure in a “blocked structure”
to avoid element shifting as much as possible even when the bu�er
becomes full. Finally, it does not maintain the elements in sorted
order across the array. Speci�cally, the items inside blocks are not
stored in order, which allows new inserts to be placed at the ends of
blocks instead of requiring element shifts.

We omit the discussion of deletions for simplicity, but deletions
are symmetric to insertions (by using tombstones).

Layout. The BPA uses a contiguous array to store its data, but par-
titions that array into three sections called the “log,” the “header,”
and the “blocks,” as illustrated in Figure 2a. It is parametrized by the
following values:
• log_size: the maximum number of bu�ered inserts.
• num_blocks: the number of blocks in the data structure.
• block_size: the maximum number of elements per block.

The log encompasses the �rst log_size slots (i.e., locations
[0,log_size) and is used to bu�er inserts that will later propagate
to the rest of the data structure. The log coalescesmultiple L1 fetches
by ensuring that most inserts only read the �rst few cache lines of
each BPA even if the overall size of the BPA is large (i.e., several Kb
or more). The header uses the next num_blocks slots (i.e., locations
[log_size, log_size + num_blocks)) to partition the rest of the
data structure by range. Each slot in the header holds the minimum
element (or a block marker) in the corresponding block. The ele-
ments in the header are sorted. Finally, there are num_blocks blocks
of block_size slots each. Each block’s elements fall in the range
denoted by the corresponding header element. That is, the elements
in block 8 fall in the range denoted by the elements at positions
[log_size+ 8,log_size+ 8 +1). The 8-th block’s elements start at
position block_start= log_size+num_blocks+8⇥block_size.
The 8-th block encompasses the cells in positions
[block_start,block_start+block_size) . In contrast to the ele-
ments in the header, elements in the log and each individual block
may not be sorted.

Just as in other bu�ered data structures such as the ⌫Y -tree [32],
there may be two copies of an element in a BPA: one in the log and
one in the blocks. However, if an element is present in both the log
and the blocks, the copy in the log must have been the one that
arrived later and is therefore the one returned during queries.

Insert. The BPA is an insert-optimized data structure that supports
fast inserts by bu�ering inserts and storing elements in a contiguous
array partitioned into �xed-size blocks with empty spaces. The BPA
maintains the invariant that there is always at least one empty cell
in the log and in each block after an insertion has been completed.

Suppose we want to insert a key-value pair (k, v) into the BPA.
The BPA �rst scans all elements in the log. If any of the elements in
the log have k as their key, the BPA replaces that element with (k,
v) and returns. Otherwise, it appends the element to the end of the
log. There are two cases after adding the new element to the log:
Case 1: There is at least one empty cell left in the log.
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Log Header Blocks

257 17 50 19 228 13 9589 9327 32

Insert(27)

Insert(22)
197 15 89 1713 8 93 9532 5025 8

197 15 89 1713 8 93 9532 5025 8 22

197 15 89 1713 8 93 9532 508 22 2725

Sort log and count how many new elements are destined for each block:

2 + 0 = 2 1 + 0 = 0 2 + 3 = 5 2 + 0 = 2

Sort and redistribute all elements evenly because at least one block overflowed:

(a) An example of insertions in a BPA. The log has enough space
to hold the �rst insertion, but the second one over�ows the log
and causes a �ush to the blocks. Flushing to the block causes a
redistribute because it over�ows at least one of the blocks.

Log Header Blocks

iterate_range(start = 7, length = 2, f)

197 15 89 1713 8 93 9532 5025 8

197 15 89 178 13 93 9532 508 25

Sort the log and first relevant block, initialize the pointers:

log_ptr blocks_ptr

197 15 89 178 13 93 9532 508 25

Advance the pointers to perform sorted iteration:

log_ptr blocks_ptr

197 15 89 178 13 93 9532 508 25

log_ptr blocks_ptr

(b) An example of a call to iterate_range in a BPA. The BPA sorts
parts of the data structure as needed. To perform the ranged
iteration, the BPA executes a two-�nger merge through the
relevant (and now sorted) parts of the BPA.

Figure 2: Insertion and range operation in the BP-tree.

The insertion is complete. The �rst insert in Figure 2a illustrates
appending an element at the end of the bu�er.
Case 2: There are no empty cells left in the log.

To maintain the invariant that there are empty cells in the log
before any insert, the BPA sorts and then flushes, or moves, the ele-
ments to the rest of the data structure based on the partitioning given
in the header. If this is the �rst time elements are being �ushed from
the log (e.g., near the beginning of the lifetime of the BPA) and there
arenoelementsyet in theheader, the log isorderedandsimplymoved
to the header. Otherwise, if there are elements in the header, the BPA
�rst counts up howmany elements are in each block and stores the
result in an array called count_per_block that stores howmany ele-
ments are currently in each block. It then determines howmany new
elements (excluding duplicates) are destined for each block (based
on the partitioning from the header) and stores the result in an array
called new_destined_per_block. There are two possible cases:

Case 2a: For all 8 =0,1,...,num_blocks�1, count_per_block[i]
+ new_destined_per_block[i] < block_size.

In this case, each block has enough space to accomodate elements
from the logwhile still maintaining the invariant that there is at least
one empty space in each block. The BPA �ushes elements from the
log to a block by 1) replacing any elements in the header/block with
the same key as an element in the log with the newer version from
the log and 2) moving all other elements in the log destined for the
block into that block. If there are currently elements in the block,
the BPA appends any relevant elements from the log to the end of
those elements.

After the�ush, theBPAcompletes the insertionbyclearing the log.
Case2b:Forsome8 =0,1,...,num_blocks�1,count_per_block[i]

+ new_destined_per_block[i] � block_size.
The second insert in Figure 2a illustrates this case of possibly

�lling one of the blocks upon a �ush.
If there is not enough space in at least one of the blocks to�ush ele-

ments from the log, the BPA sorts each block andmerges all elements
(from the log, header, and blocks) into a separate array, removing
duplicate keys (i.e., if there are elements with the same key in the log

and the header/blocks) along the way. At the end of the merge, all el-
ements in the data structure are stored in sorted order in the separate
array. The BPA then performs a redistribute6 that chooses a new
header that split elements as evenly as possible amongst the blocks.

After the redistribute, the BPA completes the insertion by clearing
the log.

Find. Point queries in a BPA �rst check the log, then the header, and
then �nally the blocks. If the key is found in the inserts in the log,
the BPA returns that element. If the key is not found in the log, the
BPA checks the header to see if the element is in the header. If the
element is in the header, the BPA returns that element. If it is not
in the header, the BPA uses the header to determine the block that
the target element might possibly reside in. Finally, the BPA checks
all elements in the relevant block and returns the element with the
matching key, if there is one. Otherwise, it returns null because
there was no element with a matching key.

Range iteration.Although the BPA is not globally sorted, it sup-
ports sorted iteration in a range (iterate_range) by sorting el-
ements as necessary and then processing the elements in sorted
order. Suppose the user calls the procedure iterate_range(start,
length, f). The BPA �rst sorts the inserts in the log and the block
that thestartkeywould reside in. It then initializes twopointers: 1) a
log_ptrwhich starts at the smallest element in the log that is greater
thanor equal tostart, and2) ablocks_ptrwhich starts at the small-
est element in theheader/blocks that is greater thanorequal tostart.
The BPA then performs a co-iteration with the two pointers to pro-
cess length elements and applies the function f to those elements
while advancing the pointers as necessary. If the query is not�nished
but theblocks_ptr reaches theendof its currentblock, theBPAsorts
the next block (if there is one) andmoves the blocks_ptr to the start
of that block. If either of the pointers reaches the end of their respec-
tive sections (the log or the blocks) and fewer than length elements

6The redistribute procedure is inspired by the Packed Memory Array (PMA) data
structure [10, 42], but thePMAisdistinct in that itmayperform local redistributes that do
not includeallof theblocks,while theBPAonlyperformsglobal redistributesofall blocks.
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Figure 3: Predicted and actual times for operations on parallel copies of a sorted array and a BPA.

have been processed, the BPA advances the remaining pointer until
it reaches the correct number of elements or runs out of elements.

As an additional optimization to avoid unnecessary sorting, the
BPA keeps a bit vector of length num_blocks that denotes whether
the elements in eachblock are currently sorted. It sorts a blockduring
a range query if and only if the corresponding bit in the bit vector is
unset. If the BPA sorts a block as part of a redistribute or sorted range
query, it sets the corresponding bit. If there are elements �ushed to a
block during an insert, the BPAunsets the corresponding bit because
the elements in the block may have become unsorted.

Figure 2b presents a worked example of a sorted range query.

Rangemap. The procedure for range maps in the BPA is similar to
the one for range iteration except that maps do not need to perform
a two-�nger co-iteration. Themap �rst copies all elements in the log
into a separate array and sorts it to avoid scanning through the entire
log during themap for each block. It then scans through the inserts in
the log and applies the function f to all elements that fall within the
range. The BPA then scans through the relevant blocks, skipping all
elements that are not in the range or that have a duplicate in the log.

4 PERFORMANCE
PREDICTIONUSING THEAFFINEMODEL

In this section, we use the a�ne model [8] to theoretically analyze
the performance of a sorted array and BPA data structure. To isolate
the performance di�erence between the sorted array and the BPA,
we only consider the array data structures tomodel the performance
of the tree as both the B-tree and BP-tree have the same internal
structure (including the size of internal nodes) and only di�er in
the representation and the size of the leaf nodes. We then perform
experiments to show how closely the theoretical models �ts the ex-
perimental performance. Finally, we consider other empirical factors
that are not included in the original a�ne model.

The goal of this section is to demonstrate that the BPA achieves
a better insert-scan tradeo� than the sorted array (that is, the insert
performance degrades slower as a function of size in the BPA than
the sorted array). This makes the BPA appropriate to represent leaf
nodes in the B-tree to achieve an better overall insert-scan tradeo�.

We �nd that the a�ne model closely predicts the performance of
inserts and scans in memory. For �nds, the prediction follows the
same curve as the empirical performance but with a higher magni-
tude. We attribute this to the fact that �nd incurs random cache line
accesses and it is harder to determine the base case due to memory-
level parallelism and prefetching in the system.

Methodology.Themaincomponentsof the in-memorya�nemodel
are/ , the size of a cache line,U , the relative cost of a sequential cache-
line access, A , the cost of reading a random location in DRAM, and
F , the cost of writing to a random location in DRAM.

We empirically measure U and A using the following scan test7.
At a high level, this test allocates a large contiguous chunk of mem-
ory of # bytes and reads (and sums) the entire chunk in parallel in
randomly-ordered�xed-size blocks of size ✓ (using the same systems
setup and pthreads as described in Section 6). All times are the aver-
age of 10 trials. Although the total number of bytes read is constant
regardless of the setting of ✓ , the total time of the experiment de-
creases with increasing ✓ because each block involves reading more
contiguous memory. By setting ✓ =/ , we can compute the latency
of reading a random cache line in DRAM by dividing the total time
by the number of lines read. Furthermore, we can compute U by
increasing ✓ and calculating the relative cost of reading consecutive
cache lines compared to reading random cache lines. We set # =233
and set ✓ as powers of 2 from 23 to 220.

To measure the performance di�erences between a sorted array
and the BPA, we perform a parallel copies test. We now describe the
experiment for sorted arrays for simplicity, but the test for the BPA
has the same structure. We insert and process = total elements in 2
distinct sorted arrays with B slots each (where =�B). We generate B
uniform randomkey-value pairs (of 8 byte keys and values, for a total
of 16 bytes per element). We �rst insert half of the B key-value pairs
into the 2 copies without timing them to simulate the steady state of
a B-tree where the leaves are at least half full. To time the insertions,
we iterate serially over the remaining B/2 elements. We insert each
element into all 2 copies in a random order in parallel. Therefore,
the total number of timed insertions is =/2. To test worst-case �nds,
we iterate serially over B elements not present in the data structures
and in parallel try to �nd each of those elements in the 2 copies (in a
random order of copies) to simulate reading leaves in a B-tree search
that are unlikely to be in cache. Finally, in parallel, we perform a
sum in all of the copies. We perform the same experiment for copies
of the BPAwhere the number of slots is the number of slots in the
blocks (not counting those in the log and header). We set ==228 and
vary the number of slots B from 22 to 212.

Empirical parameters. Using the scan test described above, we
�nd U =0.3 and A =1.95 ns. The machine has a cache-line size/ =64
bytes andF =2A .

7The code for the scan test can be found at https://github.com/wheatman/scan_test.
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Let�/ be the size of the array in cache lines. Let !/ be the size
of the log,�/ be the size of the header, and ⌫/ be the size of blocks
(all in terms of cache lines).

Find prediction. To analytically measure the cost of a �nd in a
sorted array, we compute the number of random cachemisses due to
a binary search as lg(�/ ) using the cache-line size as the base case
for the recursion. To �nd the total latency per �nd, we multiply the
number of cache misses by A , the latency of a random read in DRAM.

To analytically measure the cost of a �nd in a BPA, we compute
the number of cache-line reads in the a�ne model to search in log,
the header, and blocks. We compute the cost to search a log of !
bytes (in cache-line reads) as A (1+U (!/ /2�1)) because the log is
half-full on average.Wemodel the cost of reading the headerwithout
a random access because the log and header are contiguous (i.e. as
A (U�/ /2)). Since we �ll the BPA, we compute the cost of reading
the relevant block as A (1+U (⌫/ /2�1).

Figure 3a shows that theBPA is empirically slower than the sorted
array for �nds, but that the a�nemodel predicts that the BPA should
be faster for point �nds once the arrays are su�ciently large. The
a�ne model is more accurate for BPA �nds because they involve se-
quential reads, while the sorted array�nds perform randomaccesses
in a binary search.

Insert prediction. To predict the insert cost in a sorted array, we
build upon the analytical cachemisses for �nd. An insertion consists
of a �nd and item shifts to make space for the new item. On average,
half of the elements are moved upon each insert since the inputs are
uniform random. Therefore, the latency of moving elements in the
a�ne model upon each insert isFU�/ /2.

Each insertion iterates through the elements in the log to check
for duplicates. If there is not a duplicate and there is enough space
in the log, it places the new element at the end of the log. Therefore,
since the log is half full on average, the average latency to iterate
through the log and append to the end is A (1+U (!I/2�1))+UF . The
BPA incurs this cost upon every insert.

The total cost of an insert in a BPA is amortized because the BPA
�ushes the elements to the blocks when the log is full. The �rst step
in a �ush is to read the header to determine which blocks elements
are destined for, which has latency AU�I . To determine howmany
blockswill be �ushed to, we use a balls-and-bins analysis to compute
the expected number of empty bins when 1 balls are tossed into 1
bins uniformly at random [23]. The expected number of empty bins
is - = 1 (1�1/1)1 . Given 1 blocks in the BPA, the number of bins
touched during the �ush is) =1�- . The next step is to search every
block for duplicates of the elements in the log. Since each block is on
average half full, this search incurs latency)A (1+U (⌫/ /2�1) per
block. Appending to the end of all block has an additional expected
latency)UF . The cost of this �ush is amortized over the number of
elements in the log.

Finally, since the input is uniform random, there is 1 expected
global redistribute. We omit this cost since it is several orders of
magnitude smaller than the total time to perform all insertions.

Figure 3b demonstrates that the a�ne model captures the empir-
ical insert results: the insertion latency in a BPA grows more slowly
as a function of the array size when compared with a sorted array.
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bytes read during the scan test.

Scan prediction.We use the a�ne model to model the number of
cache misses to scan over the entire array and BPA. Just as in the
classical I/O model, the a�ne model only accounts for cache-line
transfers and does not measure the cost of additional computational
overhead once the data is brought into cache (e.g., due to sorting).
Given an array with�/ cache lines, the cost in the a�ne model to
scan it (in cache lines) is 1+U (�/ �1). Similarly, the cost to scan a
BPA in the a�ne model is 1+U (!/ +�/ +!/⌫/ �1). We omit the
additional computational processing cost of a BPA scan because the
a�ne model only counts cache misses.

Figure 3c shows that the scan cost of both the sorted array and
BPA decreases with the size of the size of the arrays. Furthermore,
the a�ne model provides an accurate prediction of BPA scan per-
formance by accounting for cache misses.

Reasoning about scan performance.We use the cache line and
the DRAMmemory controller (MC) to reason about the trends that
drive the BP-tree design and performance. Although the MC is not
included in the original a�ne model, we perform empirical mea-
surements8 to explain the performance trends seen in Figure 1 and
report the results in Figure 4.

As demonstrated by Figure 1,modern processors include adjacent
cache-line prefetchers to speed up contiguous access of even a few
cache lines [41]. Although the cache-line size is 64 bytes, the a�ne
model captures the fact that prefetching makes contiguous access
faster. Therefore, the goal of the BPA is to take advantage of the
speed of contiguous access.

Although the cache-line prefetcher does not cross page bound-
aries [41], we continue to observe performance improvements in
the scan test with larger block sizes than the page size (a scan with
a block size of 4Kb is about 1.1⇥ slower than the best scan with a
block size of 64Kb). The number of L3 cachemisses does not improve
signi�cantly when the block size is greater than 4Kb.

We hypothesize that the improvements in scan performance for
block sizes larger than apage shown in Figure 1 stem from theDRAM
row bu�ers. Data is loaded in an interleaved fashion into DRAM row
bu�ers of 8Kb each (one per bank). When data is accessed in DRAM,
the entire row is brought into the row bu�er for the corresponding
bank. Figure 4 shows that block sizes smaller than 64Kb results in
extra bytes read by the DRAMmemory controller. For block sizes
larger than 4Kb, the scan performance correlates exactly with the
extra bytes read.

8We used the Intel Performance Counter Monitor (https://github.com/intel/pcm) on
the scan test run serially.
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5 BP-TREE: INTEGRATING
THE BPA INTOB-TREE LEAVES

This section introduces the BP-tree, a modi�ed version of the con-
current B-tree described in Section 2 that uses large leaf nodes to
optimize range operations without slowing down point operations.
It uses the BPA from Section 3 in the leaf nodes and standard sorted
arrays in the internal nodes. Next, this section describes how to
implement the B-tree operations outlined in Section 2 in the BP-tree.

Structure. The BP-tree replaces the sorted array in the leaves of a
B-tree with the BPA. The leaf nodes in the BP-tree do not have to
be the same size as the internal nodes, and often are much larger
because of the specialized BPA data structure.

Traditional B-trees keep track of exactly how many elements
are in each leaf to determine when a leaf becomes too full during
insertions. Since the BPAmay contain duplicates of elements due to
bu�ering, each leaf in a BP-tree keeps track of its num_elts, or the
number of elements in each leaf (including duplicates), to determine
how full the leaf node is.Although the countnum_elts in theBP-tree
may be an overestimate of the number of elements with di�erent
keys, it is at most log_size away from the correct count.

Concurrency control.As described in Section 2, the optimistic con-
currency control mechanism in the BP-tree uses reader-writer locks
on each node. To ensure thread-safety, the BP-tree acquires either
the reader or the writer lock on the nodes depending on whether
the node needs to be updated. The locks taken in the BP-tree are
almost identical to those in theB-tree as described in Section 2.Aswe
shall detail later in this section, the only di�erence is that the B-tree
takes only read locks during range iterations, while the BP-tree may
occasionally write to the leaves (and therefore occasionally take the
write lock on the leaves) during a range iteration.

Insert. Like inserts in the plain B-tree, inserts in the BP-tree �rst
traverse down to the correct leaf by following the root-to-leaf path
and then check if the target leaf is full (i.e., the count num_elts is
equal to the number of slots in the BPA).

If the leaf is not full, we call insert on the BPA and increment the
num_elts in the leaf. If the leaf is full, we�rst�ush the log in the BPA
in that leaf and then perform a split. A split creates a new “right” leaf
and divides the elements as evenly as possible between the current
leaf and the new leaf. Since log_size is much smaller than the size
of the BPA, there are always enough elements in the BPA to perform
a valid split even if all of the elements in the log are duplicates. The
split moves the upper half of the full BPA’s elements in sorted order
into a new BPA structure. After a split, the current leaf contains the
�rst half of elements in sorted order, and the new right leaf contains
the new BPAwith the remaining half of the elements. The BP-tree
then checks which leaf the new element should be inserted into, and
calls insert on that BPA.

Find. Finds in the BP-tree �rst traverse down to the leaf where the
key would be located, then use the BPA’s �nd functionality.

Range iteration. BP-tree range iterations use the iterate_range
functionality in the BPA to process elements in sorted order at the
leaves. Given a call to iterate_range(start, length, f) in the
BP-tree, the �rst step is to traverse down to the leaf where the start

key would be located. The BP-tree then calls the iterate_range on
the BPA (as described in Section 3) with the same parameters. The
BPA reports the number of elements found in the query. If the re-
ported number of elements found equals the length of the query, the
query is�nished.Otherwise, theBP-treekeeps trackofhowmanyele-
ments have been processed so far. It then continues onto the next leaf
andcallsiterate_rangeon theBPAin thisnewleafwith the remain-
ingnumberofelements in thequeryandadjusts thecountofelements
processed so far accordingly. This is repeated until the total number
of elements processed is equal to length, or no next leaf exists.

The function iterate_range in the BPAmay require taking the
write lock on the leaf, since the iteration may need to sort the log
and at least one of the blocks.

We implemented an additional optimization to reduce the num-
ber of times that a leaf’s write lock is taken, which is necessary to
avoid contention on the write lock when the input distribution is
skewed. When processing a leaf, the BP-tree �rst takes the read lock
on that leaf and checks whether 1) the log is sorted, and 2) the rele-
vant blocks are sorted (using the bit vector described in Section 3). If
both conditions are met, the iteration can proceed with just the read
lock because the relevant data is already sorted. If either is not true,
however, the worker releases the read lock and acquires the write
lock to sort the target data.

Rangemap. Rangemaps in a BP-tree are similar to range iterations,
except that they use the map_range functionality in the BPA. Since
range maps may require the write lock to sort the log, we employ
a similar optimization to �rst take the read lock and only upgrade
it to a write lock if necessary.

6 EVALUATION
This section demonstrates that the BP-tree improves long range op-
erationswithout giving up point operation performance on a suite of
microbenchmarks aswell as onworkloads generated fromYCSB [22].
We try several node-size con�gurations of the concurrent B-tree
and BP-tree and report the results in Section 6.1. We choose default
con�gurations for the B-tree and BP-tree based on the results in Sec-
tion 6.1 and compare them to Masstree [52] and OpenBw-tree [75],
two state-of-the-art concurrent comparison-based in-memory KV
stores, on a suite of workloads from the YCSB [22]. Section 7 reviews
related work in KV stores and explains the choice of systems in this
evaluation.Wedonot compare against hash-based approaches, since
they do not support e�cient range iteration.

Themicrobenchmarksdemonstrate that theBP-tree supports long
range operations up to 1.5⇥ fasterwhen comparedwith the best-case
B-tree con�guration for inserts. Furthermore, the BP-tree achieves
slightly faster (about 1.05⇥ faster) performance on point operations
compared to the B-tree. The BP-tree achieves similar performance
(about1.04⇥ faster) compared to theB-treeon short rangeoperations.

Using the best con�guration for inserts in the BP-tree and B-tree,
we evaluate the BP-tree, B-tree,Masstree, andOpenBw-tree on point
and range operations from the Yahoo! Cloud Serving Benchmark
(YCSB) [22]. We found that the BP-tree supports similar point opera-
tion throughput (between .94⇥�1.2⇥) compared to other data struc-
tures. On the default YCSB workload with short scans, the BP-tree is
about 7.4⇥ faster thanMasstree and 1.6⇥ faster than OpenBw-tree.
Furthermore, we extend the YCSB to add long-range workloads and
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�nd that the BP-tree is 30⇥ faster thanMasstree and 2.5⇥ faster than
OpenBw-tree for large range queries.

Systems setup.All experiments were run on a 48-core 2-way hy-
perthreaded Intel® Xeon® Platinum 8275CL CPU@ 3.00GHz with
189 GB of memory from AWS [2]. The machine has 1.5MiB of L1
cache, 48 MiB of L2 cache, and 71.5 MiB of L3 cache across all of the
cores. To avoid non-uniformmemory access (NUMA) issues across
sockets, we ran all experiments on a single socket with 24 physical
cores and 48 hyperthreads.

All times are the median of 5 trials after one warm-up trial.

Data structures setup.We used the B-tree [20] from the TLX li-
brary [12] with 64-bit elements in map mode (i.e. with keys and
values) as the starting point for our implementation. We then imple-
mented the optimistic concurrency control scheme described in Sec-
tion 2 on top of the main operations. We ran the operations concur-
rently using pthreads [55]. Finally, we implemented the BP-tree by
replacing the arrays in the B-tree leaves with the BPA from Section 3.

We test various node sizes in two di�erent types of blocked trees:
1) the standard B-tree which sets the internal and leaf node sizes to
be the same, and 2) the BP-tree with BPAs in the leaf nodes. We also
tried a variant of B-trees that only grows the leaf nodes and keeps
the size of the internal nodes �xed, but found that the performance
was similar to the traditional B-tree because the leaf nodes are the
most a�ected during operations.

The B-tree takes a parameter node_size (in bytes) for both the
internal and leaf nodes. We tested di�erent (power of 2) node sizes
ranging from 28 up to 216.

The BP-tree takes several parameters as described in Section 3:
internal_size, header_size, and block_size. We tested various
settings of all of the parameters and report results with a �xed9
internal_size = 1024 bytes and various leaf sizes.

The default con�guration for the B-tree sets node_size= 1024
bytes. The default BP-tree sets internal_size = 1024 bytes, and
header_size = block_size = 32 slots (for a total of 17408 bytes in
each leaf.) We chose these con�gurations because they achieve the
best insertion performance for the B-tree and BP-tree.

6.1 Evaluation onmicrobenchmarks

Workloads setup.We concurrently insert 100M uniform random
elements in the range [1,264�1] into a tree that alreadyhas 100Muni-
form random elements. We then performed �nds (point queries) for
1M of those elements. Finally, we tested range queries with varying
maximum lengths. For each maximum length max_len tested, we
performed 1M range iterations with lengths distributed uniformly
randomly in the interval [0, max_len]. We saved the start and end
points of each of these queries and used them to perform 1M range
maps on the same ranges.

Furthermore, to test the case of sequential insertions (i.e. inser-
tions with monotonically increasing keys), we conducted an addi-
tional experiment of adding 100Mmonotonically increasing keys.
Each thread sequentially inserts a set of monotonically increasing

9We found that varying the size of the internal nodes did not have much of an e�ect
on the performance, so we report results for a �xed internal node size.
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Figure 5: Point operation throughput as a function of leaf size.

keys that is disjoint from any other thread’s set. The threads proceed
concurrently with respect to each other.

Inserts. Figure 5 shows that the BP-tree achieves similar (1.04⇥
faster) insertion throughput on random inputswhencompared to the
best-case insertion throughput of the baseline B-tree (at node_size
= 1024). However, as shown in Table 1, the BP-tree is over 4.5⇥
faster for inserts when compared to a B-tree with similar-sized leaf
nodes. Figures 1 and 5 illustrates the decline in insertion throughput
in the B-tree as the leaf size grows.

Although the default BP-tree has large leaf nodes (over 16k bytes),
it achieves high insertion throughput because the optimized BPA
data structure amortizes element moves across inserts. In the tradi-
tional B-tree, each insertion shifts existing elements within a leaf’s
sorted array tomake space for the new element. Therefore, the inser-
tion performance in B-treeswith sorted arrays in the leaves degrades
with increasing leaf size because thenumberof elementmoves grows
proportionally with the leaf size. In contrast, the BPA relaxes the
sortedness of the leaves and bu�ers insertions in the log. It �ushes
elements to the blocks only when the log is full, amortizing accesses
to the blocks across inserts.

We also found that the concurrent BP-tree achieves similar10
(.96⇥) performance on sequential (monotonically increasing) inser-
tions when compared to the B-tree. Sequential insertions are the
worst case for the BP-tree because they maximize element redis-
tributions in the BPA. In contrast, they are the best case for the
B-tree because they minimize element moves in an array. However,
the performance in both trees is similar because the log in the BPA
amortizes the work of redistributes across insertions.

Finds. Figure 5 shows that the BP-tree supports �nds about 1.06⇥
faster than the default B-tree. Finding an element in a BPA avoids
looking at the entire data structure via theheader. In contrast,�nding
an element in an array requires a scan when the node size is small
(up to 256 bytes) or a binary search when the node size is large.

As shown in Figure 1, the �nd throughput does not change as
much as the insert throughput as a function of node size in a B-tree.
When the nodes are su�ciently large, �nds can be implemented in
the B-tree with a binary search, which only requires looking at a
logarithmic number of elements in each node (in contrast to a linear
number of element moves upon an insert).

10The BP-tree achieved 2.11E7 inserts/s and the B-tree achieved 2.03E7 inserts/s on
sequential inserts.
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Table 1: Throughput (thr., in operations per second) and normalized performance of point operations in the B-tree and BP-tree.
Point operation throughput is reported in operations/s.We use N.P. to denote the normalized performance in the B-tree (BP-tree)
compared to the best B-tree (BP-tree) con�guration for that operation (1.0 is the best possible value).

B-tree BP-tree

Insert Find Insert Find

Node size
(bytes) Thr. N.P. Thr. N.P. Header size

(elts)
Block size
(elts)

Total size
(bytes) Thr. N.P. Thr. N.P.

256 8.72E6 0.47 2.66E7 0.92 4 4 384 1.05E7 0.54 2.96E7 0.94
512 1.56E7 0.84 2.81E7 0.97 4 8 640 1.42E7 0.73 2.96E7 0.94
1024 1.86E7 1 2.86E7 0.98 8 8 1280 1.63E7 0.84 3.05E7 0.96
2048 1.74E7 0.93 2.84E7 0.98 8 16 2304 1.83E7 0.94 3.09E7 0.98
4096 1.34E7 0.72 2.91E7 1 16 16 4608 1.87E7 0.97 3.16E7 1.00
8192 8.04E6 0.43 2.60E7 0.89 16 32 8704 1.87E7 0.97 3.12E7 0.99
16384 4.27E6 0.23 1.59E7 0.55 32 32 17408 1.94E7 1.00 3.02E7 0.96
32768 2.20E6 0.12 1.50E7 0.52 32 64 33792 1.84E7 0.95 2.97E7 0.94
65536 1.12E6 0.06 1.40E7 0.48 64 64 67584 1.73E7 0.89 1.73E7 0.55
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Figure 6: Range iteration throughput as a function of leaf
size. The short scan has max_len= 100 and the long scan has
max_len=100,000.

Range operations. Figure 6 reports the throughput of short and
long range iterations with growing node sizes in the B-tree and the
BP-tree. We �nd that given a similar leaf size in the B-tree and BP-
tree, the B-tree is about 1.5⇥ faster for range scans because it does
not incur the computational overhead of the BPA. However, Figure 7
shows that the B-tree must give up on insertion performance to
match the range performance of the default BP-tree con�guration.

The BP-tree achieves about 1.5⇥ speedup on large range itera-
tions when compared to the default B-tree con�guration because
the large leaves in the BP-tree reduce data movement as shown
in Section 4. Furthermore, we �nd that the default BP-tree is slightly
(1.04⇥) faster for short range iterationswhencompared to thedefault
B-tree because the range �ts within the B-tree leaf. The large leaves
in the BP-tree make the BP-tree better suited to machines with the
HugePage optimization as it performs long sequential scans that can
�t in huge pages compared to the B-tree.

As mentioned in Section 2, we also evaluate range maps, which
processes elements in a range in any order. The BP-tree is about .8⇥
as fast on short rangemaps and about 1.7⇥ faster on long rangemaps
compared to the B-tree. The BP-tree achieves similar throughput for
long range maps and iterations, but slower (about .6⇥) performance
on short range maps because of the relative cost of copying the log.
Additionally, range maps are slightly slower (up to .9⇥) compared to
range iterations in a B-tree (which stores elements sorted) because
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Figure 7: Point and long range iteration throughput in various
con�gurations of the B-tree and BP-tree.

of the di�erence in the range API, which leads to di�erent compiler
optimizations around unrolling.

6.2 Evaluation on YCSBworkloads
We also evaluate the B-tree, BP-tree, Masstree, and OpenBw-tree11.
on workloads from YCSB [77] and report the results in Figures 8
and 9 and Table 3.

Experimental setup. Table 3 presents details of the core workloads
from YCSB [77]. We tested workloads12 A, B, C, and E from the core
YCSB workloads by adapting the YCSB driver from RECIPE [47].
Running a workload in YCSB has two consecutive phases: 1) the
load phase, which adds elements to the data structure, and 2) the run
phase, which performs operations speci�ed by the workload. For
each workload, we generated 100M elements to insert in the load
phase and 100M operations to perform in the run phase. We ran all
100M operations in each phase concurrently.

We tested both uniform random and zip�an distributions in the
run phase using the generator from RECIPE [47]. In the uniform
workload, the elements in both the load and run phases are gener-
ated from a uniform distribution. In the zip�an workload, the load

11The implementation of Masstree is from https://github.com/kohler/masstree-beta,
and the implementation of OpenBw-tree is from https://github.com/wangziqi2013/
BwTree.git.
12We omit workload D from YCSB because it benchmarks the read-latest operation,
which is not the focus of this work.
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Table 2: Throughput (thr., in expected elements per second) of range queries of varyingmaximum lengths (max_len) in the B-tree
and BP-tree.We also report the normalized performance (N.P.) compared to the best-case performance for each operation (up
to 1.0).

B-tree BP-tree

Short (max_len = 100) Long (max_len = 100,000) Short (max_len = 100) Long (max_len = 100,000)

Map Iterate Map Iterate Map Iterate Map Iterate

Node size
(bytes) Thr. N.P. Thr. N.P. Thr. N.P. Thr. N.P. Header size

(elts)
Block size
(elts)

Total size
(bytes) Thr. N.P. Thr. N.P. Thr. N.P. Thr. N.P.

256 8.56E8 0.77 9.48E8 0.72 1.88E9 0.25 2.16E9 0.29 4 4 384 4.76E8 0.53 7.15E8 0.59 7.32E8 0.14 1.20E9 0.22
512 9.58E8 0.86 1.05E9 0.80 2.12E9 0.28 2.43E9 0.32 4 8 640 6.86E8 0.76 8.93E8 0.73 1.32E9 0.25 1.71E9 0.32
1024 1.01E9 0.91 1.13E9 0.85 2.69E9 0.36 3.13E9 0.42 8 8 1280 7.91E8 0.88 9.45E8 0.78 1.72E9 0.32 1.85E9 0.35
2048 1.08E9 0.97 1.20E9 0.91 4.23E9 0.56 4.51E9 0.60 8 16 2304 8.98E8 1.00 1.07E9 0.88 2.46E9 0.46 2.54E9 0.47
4096 1.11E9 1.00 1.26E9 0.95 5.18E9 0.69 5.33E9 0.71 16 16 4608 8.99E8 1.00 1.13E9 0.93 3.17E9 0.59 3.22E9 0.60
8192 1.10E9 0.99 1.28E9 0.97 5.97E9 0.80 6.36E9 0.85 16 32 8704 8.86E8 0.99 1.22E9 1.00 4.19E9 0.78 4.25E9 0.79
16384 1.08E9 0.98 1.29E9 0.98 6.60E9 0.88 7.00E9 0.93 32 32 17408 8.14E8 0.91 1.17E9 0.96 4.75E9 0.89 4.75E9 0.89
32768 1.08E9 0.97 1.30E9 0.98 7.18E9 0.96 7.36E9 0.98 32 64 33792 6.73E8 0.75 1.05E9 0.87 5.21E9 0.97 5.16E9 0.96
65536 1.09E9 0.98 1.32E9 1.00 7.50E9 1.00 7.49E9 1.00 64 64 67584 5.74E8 0.64 9.83E8 0.81 5.35E9 1.00 5.35E9 1.00

Table 3: Throughput (in operations/s) of the BP-tree (BPT), B-tree (B+T), Masstree (MT), and OpenBw-tree (BWT) on uniform
random and zip�anworkloads from YCSB.

Uniform Zip�an

Workload Description BPT B+T B+T/
BPT MT MT/

BPT BWT BWT/
BPT BPT B+T B+T/

BPT MT MT/
BPT BWT BWT/

BPT
A 50% �nds, 50% inserts 2.91E7 2.33E7 0.80 3.07E7 1.06 2.47E7 0.85 3.00E7 2.78E7 0.93 3.20E7 1.07 2.56E7 0.85
B 95% �nds, 5% inserts 4.70E7 4.46E7 0.95 4.79E7 1.02 3.98E7 0.85 5.63E7 4.84E7 0.86 5.82E7 1.03 4.74E7 0.84
C 100% �nds 4.99E7 4.81E7 0.96 5.18E7 1.04 4.21E7 0.84 6.01E7 5.99E7 1.00 6.40E7 1.06 5.10E7 0.85

E 95% short range iterations
(max_len = 100), 5% inserts 2.58E7 2.71E7 1.05 3.49E6 0.14 1.54E7 0.60 3.25E7 3.35E7 1.03 3.96E6 0.12 1.70E7 0.52

X 100% long range iterations
(max_len = 10,000) 8.89E5 6.90E5 0.78 2.74E4 0.03 3.60E5 0.40 1.05E6 7.96E5 0.76 2.76E4 0.03 3.65E5 0.35

Y 100% long range maps
(max_len = 10,000) 9.18E5 6.45E5 0.70 2.74E4 0.03 3.63E5 0.40 1.08E6 7.44E5 0.69 2.76E4 0.03 3.71E5 0.34

phase elements are generated from a uniform distribution, while the
elements in the run phase are generated from a zip�an distribution
with the default YCSB zip�an constant (i.e., theta [34] of 0.99).

The YCSB experiments use the insert (put), find (get), and
iterate_range (scan) operations de�ned in Section 2. To gener-
ate scan operations, the YCSB workload generator takes as input a
max_len parameter and generates range iteration operations with
lengths uniformly distributed in the range [0,max_len].

The core YCSB workloads focus mostly on point operations and
short range operations. To illustrate the strenghts of the BP-tree,
we added two newworkloads: 1) workload X, which performs long
range iterations, and 2)workload Ywhich performs long rangemaps.
Both have max_len = 10,000. Although the original YCSBworkloads
do not include range maps13, we include them in addition to the
provided workloads to illustrate how the di�erent systems perform
on operations from other application areas.

Finds and inserts.The BP-tree achieves similar (within .94⇥�1.2⇥)
performance compared to the other systems on the workloads con-
taining point operations (workloads A, B, and C). The BP-tree is

13Masstree does not provide an API for range maps, so we use the range iteration
throughput for both workloads X and Y. OpenBw-tree provides a distinct API for both
range iterations and maps.
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Figure 8: Relative performance compared to the BP-tree on
uniform randomworkloads generated from YCSB.

optimized for long range operations but is between 1⇥�1.2⇥ faster
than the best-case B-tree for point insertions despite themuch larger
leaves in the BP-tree because of the insert-optimized BPA in the
leaves. Furthermore, the BP-tree is slightly slower (within .94⇥) on
point operations compared to Masstree but about 1.2⇥ faster on
point operations when compared to OpenBw-tree.

Range operations.We test both short and long range queries to
illustrate the bene�ts of the BP-tree. The BP-tree is optimized for
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Figure 9: Relative performance compared to the BP-tree on
zip�anworkloads generated from YCSB.

long range operations : the BP-tree is about 1.3⇥ faster than the con-
current B-tree, about 30⇥ faster thanMasstree, and about 2.5⇥ faster
thanOpenBw-tree onworkloads X and Y. For short range operations
(workloadE), theBP-tree is about7.4⇥ faster thanMasstreeandabout
1.6⇥ faster than OpenBw-tree. However, the BP-tree is about .95⇥
as fast as the B-tree on short range iterations (workload E) because
the bene�ts of improved locality do not outweigh the computational
overhead in the BP-tree when the range size �ts in one node.

E�ect of input distribution.We found that all systemswere faster
on the zip�an dataset than the uniform dataset because there are
fewer unique elements, so there is more temporal locality in the
operations. The relative performance between systems is similar
across both input distributions.

7 RELATEDWORK
This section reviews related work on KV stores to explain the choice
of systems in the evaluation. It then discusses the relationship be-
tween the BP-tree and bu�er trees.

In-memory KV stores. This paper focuses on comparison-based
concurrent in-memory KV stores for concreteness, so the evalua-
tion includes Masstree [52] and OpenBw-tree [75]. The literature
on KV stores includes many other works, but we omit them because
they are not directly comparable. For example, the hybrid B+-tree
only provides API support for point operations [80], and Google’s
B-tree is not thread-safe for concurrent writes [31]. Several range-
optimized data structures [6, 15, 16] appear in the literature but are
implemented in Java, so we omit them to avoid performance di�er-
ences due to the underlying language. Finally, recent works have
introduced non-comparison-based indexes such as ART [48] and
HOT [13]. Future work includes exploring the potential for the BPA
to speed up non-comparison-based indexes.

Disk-based KV stores. The log-structured merge (LSM) tree [57]
is another hierarchical structure used frequently in disk-based key-
value stores such as LevelDB [49] and RocksDB [68]. At a high level,
the LSM tree contains multiple levels of tree-like structures of in-
creasing size. The BPAhas the potential to improve the smallest level
of the LSM tree that resides in-memory (i.e., the Memtable) because
it must support concurrent point and range operations.

The BP-tree design takes inspiration from bu�er trees, an exten-
sion of blocked trees optimized for minimizing writes in external
memory [4, 32], but di�ers in terms of the tree structure and node
organization. At a high level, bu�er trees (e.g., the ⌫Y -tree [32]) have

the same pointer-based structure as B-trees but have a bu�er at each
node (both internal and leaf nodes). In contrast, the BP-tree only
bu�ers elements in the leaf nodes to optimize for the in-memory
case. Existing bu�er trees are designed (and implemented) for ex-
ternal memory [4, 21] where each block fetch has a high �xed cost.
However, in the in-memory setting, internal nodes high in the tree
are likely to bemaintained in close caches, so the in-memory BP-tree
bu�ers elements only in the leaves, which are most likely not be in
cache. Furthermore, traditional bu�er trees store the non-bu�ered
elements in sorted arrays, while the BP-tree stores elements in the
block structure described in Section 3 for reduced data movement.

8 CONCLUSION
This paper overcomes the decades-old point-range operation trade-
o� in B-trees by developing an insert-optimized leaf-speci�c data
structure. Traditionally, a user could decide to make B-tree nodes
smaller to achieve the best possible point operation performance, or
make thenodes larger to improve rangeoperationsbut sacri�cepoint
operations. This paper introduces the BP-tree, which overcomes this
tradeo� by replacing the sorted array in traditional B-tree leaves
with a specialized data structure called the bu�ered partitioned array.

The BP-tree is an ideal candidate for emerging applications that
serve both range and point operations with the same data store.

On a suite of workloads generated from YCSB, the BP-tree sup-
ports short range queries between 1.6⇥-7.4⇥ faster and long range
queries between 2.5⇥-30⇥when compared toMasstree andOpenBw-
tree, two state-of-the-art KV stores. The BP-tree is optimized for
range queries but achieves similar or better (between .94⇥�1.2⇥)
point operation throughput compared toMasstree andOpenBw-tree.

Future work includes integrating the BPA into the leaves of an
enterprise B-tree-based key-value store such as MongoDB [54] or
CouchDB [24]. Furthermore, although this paper implements and
evaluates the BPA in the leaves of a B-tree for concreteness, the
higher-level technique of replacing sorted arrays in the nodes of a
blocked structure to overcome the empirical point-range tradeo� can
be used in other blocked data structures such as CSB trees [36, 65],
LSM trees [57], and cache-optimized skiplists [30, 73, 76, 82].
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