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ABSTRACT
Given a collection of vectors, the approximate K-nearest-neighbor

graph (KGraph for short) connects every vector to its approximate

K-nearest-neighbors (KNN for short). KGraph plays an important

role in high dimensional data visualization, semantic search, mani-

fold learning, andmachine learning. The vectors are typically vector

representations of real-world objects (e.g., images and documents),

which often come with a few structured attributes, such as times-

tamps and locations. In this paper, we study the all-range approxi-

mate K-nearest-neighbor graph (ARKGraph) problem. Specifically,

given a collection of vectors, each associated with a numerical

search key (e.g., a timestamp), we aim to build an index that takes

a search key range as the query and returns the KGraph of vectors

whose search keys are within the query range. ARKGraph can facil-

itate interactive high dimensional data visualization, data mining,

etc. A key challenge of this problem is the huge index size. This

is because, given 𝑛 vectors, a brute-force index stores a KGraph
for every search key range, which results in 𝑂 (K𝑛3) index size as
there are 𝑂 (𝑛2) search key ranges and each KGraph takes 𝑂 (K𝑛)
space. We observe that the KNN of a vector in nearby ranges are

often the same, which can be grouped together to save space. Based

on this observation, we propose a series of novel techniques that

reduce the index size significantly to just 𝑂 (K𝑛 log𝑛) in the aver-

age case. Furthermore, we develop an efficient indexing algorithm

that constructs the optimized ARKGraph index directly without

exhaustively calculating the distance between every pair of vectors.

To process a query, for each vector in the query range, we only

need 𝑂 (log log𝑛 + K logK) to restore its KNN in the query range

from the optimized ARKGraph index. We conducted extensive ex-

periments on real-world datasets. Experimental results show that

our optimized ARKGraph index achieved a small index size, low

query latency, and good scalability. Specifically, our approach was

1000x faster than the baseline method that builds a KGraph for all

the vectors in the query range on-the-fly.
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1 INTRODUCTION
Large-scale high dimensional dense vectors are ubiquitous nowa-

days due to the rapid development of deep learning and repre-

sentation learning. For example, many machine learning mod-

els, such as word2vec [43, 46], doc2vec [34], node2vec [24], and

graph2vec [26, 45] are developed to effectively represent real-world

objects (e.g., images, documents, and graphs) as high dimensional

dense vectors. A common operation over the vectors is approximate

K-nearest-neighbor graph (KGraph for short) construction [16],

which, given a set of vectors, connects each vector with its approx-

imate K-nearest neighbors (KNN for short). It finds applications in

high dimensional data visualization [51], semantic search (a.k.a.,

neural search and approximate nearest neighbor search) [19], data

mining [13], machine learning [12], and manifold learning [58].

We observe that real-world objects are often associated with

structured attributes, such as prices, timestamps, and locations.

Thus, in this paper, we propose to study the all-range approximate K-

nearest-neighbor graph (ARKGraph for short) problem. Specifically,

given a set of vectors, each associated with a search key value (e.g.,

a timestamp), we aim to build an index that takes a search key

range as the query and produces the KGraph over and only over

those vectors whose search keys are within the query range. It can

facilitate data mining and data visualization, as illustrated below.

Motivation Example 1. Consider the surveillance cameras de-

ployed on the roads. Each camera continuously detects vehicles

passing by it and assigns a timestamp to the vehicle. At the same

time, a feature vector is extracted from each detected vehicle. Fig-

ure 1 shows all the vehicles captured by the cameras, along with the

detection time. Then, we can build an ARKGraph over the vehicle

feature vectors to infer the trajectories of all vehicles during any

specific time period. For example, we can query the ARKGraph
using the query range 12:00:00-18:00:00, which generates a KGraph
as shown in the figure. Vehicles with similar feature vectors are

connected to each other and they may refer to the same vehicle.

Thus each clique in the KGraph (in red color) probably corresponds

to the trajectory of a vehicle between 12:00:00 and 18:00:00, since

the locations of cameras and the detection time are both available.

Motivation Example 2. t-SNE [55] and its variants are the de facto
high dimensional data visualization methods. The first step of t-SNE

is constructing a KGraph over the vectors to be visualized [51, 54].

Thus we can use ARKGraph to help explore the visualizations of

feature vectors in user-specific ranges (e.g., visualizing the feature

vectors of news articles published during the outrage of pandemic).

A key challenge here is the huge size of the ARKGraph. To see

this, consider a set of 𝑛 feature vectors and search keys with a total

order. A raw ARKGraph contains a KGraph for each of the 𝑂 (𝑛2)
search key ranges. In addition, each KGraph contains𝑂 (𝑛) adjacent
lists of fixed-length K (each adjacent list is a KNN). Thus the total
size of the raw ARKGraph is 𝑂 (K𝑛3), which is prohibitively large.

To address this issue, we observe that the KNN of a vector in nearby
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Figure 1: A motivation example.

search key ranges (e.g., [𝑖, 𝑗] and [𝑖, 𝑗 + 1]) are likely to be the same.

Thus, for each vector, we propose to group the search key ranges

in which its KNN remain the same and store the KNN (i.e., adjacent

list) only once. It can reduce the index size to 𝑂 (K2𝑛2).
The index size can be further reduced. Specifically, consider a

vector 𝑣 with search key value 𝑐 and a search key range [𝑖, 𝑗], where
𝑖 ≤ 𝑐 ≤ 𝑗 . We observe that the KNN of 𝑣 in the range [𝑖, 𝑗] can
be derived from the KNN of 𝑣 in [𝑖, 𝑐 − 1] and the KNN of 𝑣 in

[𝑐 + 1, 𝑗]. This is because the K vectors nearest to 𝑣 in the two KNN
lists must be the KNN of 𝑣 in [𝑖, 𝑗] (note the KNN of 𝑣 does not

include itself). Moreover, there are (𝑐 − 1) (𝑛 − 𝑐) possible ranges
[𝑖, 𝑗] and KNN lists for 𝑣 in these ranges. In comparison, there are

only 𝑛 − 1 possible “partial ranges” [𝑖, 𝑐 − 1] and [𝑐 + 1, 𝑗] and KNN
lists for 𝑣 in these partial ranges. Based on these observations, we

propose to replace the KNN of the vector 𝑣 in the range [𝑖, 𝑗] with
the two KNN of 𝑣 in the two partial ranges [𝑖, 𝑐 − 1] and [𝑐 + 1, 𝑗].
After applying the grouping technique discussed earlier, the index

size can be significantly reduced. Formally, we prove that storing

the (grouped) KNN in partial ranges can reduce the index size to

𝑂 (K𝑛2) in the worst case and 𝑂 (K2𝑛 log𝑛) in the average case.

Furthermore, we find that, even if theKNN lists of a vector are not

entirely the same in two consecutive partial ranges, their differences

are small (differ by one neighbor at most). Thus we propose to

store the delta of KNN in consecutive partial ranges (a.k.a., delta

compression [44]). We formally prove that after applying delta

compression our optimizedARKGraph index takes only𝑂 (K𝑛 log𝑛)
space on average. In comparison, a single KGraph over all the

vectors takes 𝑂 (K𝑛) space, in both the average and the worst case.

Another key challenge is how to construct the above optimized

ARKGraph index efficiently without exhaustively calculating the

distance between every pair of vectors. We find that certain distance

calculations can be avoided. For example, consider a vector 𝑣 with

search key 𝑐 . Suppose the KNN of 𝑣 in [𝑐 +1, 𝑛] is obtained. Let 𝑢 be

the K-th nearest neighbor of 𝑣 in [𝑐 + 1, 𝑛] and 𝑗 be its search key.

Then, the KNN of 𝑣 in [𝑐 + 1, 𝑗], [𝑐 + 1, 𝑗 + 1], · · · , [𝑐 + 1, 𝑛 − 1] must

be the same as that in [𝑐 + 1, 𝑛]. Thus it is unnecessary to calculate

the distance between 𝑣 and any vector with search key in [ 𝑗 + 1, 𝑛].
Based on this observation, we propose to visit the vectors in the

ascending order of their distances to 𝑣 such that many vectors can

be skipped. Finally, we design an efficient query processing method.

It takes a query range as input and restores the KNN of every vector

in the query range using merely 𝑂 (log log𝑛 + K logK) time.

In summary, we make the following contributions in this paper.

(1) We formalize the all-range approximate K-nearest-neighbor

graph ARKGraph problem.

1 2 3 4 5 6 7 8 9

search key window: [5, 12]

entry point

an approximate 2-NN graph in the query range

entry point

query

traverse path

query range [4,13]

K = 2

entry point

KNN graph index

all the vectors ordered by their search key values:
v1 v4v2 v3 v5 v8v6 v7 v9 v12v10v11 v13 v16v14v15 v17 v20v18v19

Figure 2: An example of the range KGraph query [4, 13].

(2) We propose a series of novel techniques that reduce the

index size from𝑂 (K𝑛3) (the raw ARKGraph) to𝑂 (K𝑛 log𝑛)
(the optimized ARKGraph) in the average case.

(3) We develop an efficient indexing algorithm that construct

the optimized ARKGraph index directly, as well as query

processing algorithms that restore the KGraph in any query

range instantly.

(4) We conduct experiments on real-world datasets. Experimen-

tal results show our optimized ARKGraph index achieved

small index size, low query latency, and high scalability.

The rest of the paper is organized in the following way. Section 2

defines the problem and introduces the brute-force index. Section 3

and Section 4 present our grouping techniques. We discuss query

processing in Section 5. Section 6 shows the experimental results,

Section 7 surveys related works, and Section 8 concludes the paper.

2 PRELIMINARIES
2.1 Problem Definition
We first formally define the approximate K-nearest-neighbor graph.

Definition 1. An approximate K-nearest-neighbor graph (KGraph)
of a set D of vectors consists of an adjacent list 𝐿(𝑣) for each vector
𝑣 ∈ D. The adjacent list 𝐿(𝑣) contains K vectors inD \ {𝑣}. Let 𝑁 (𝑣)
be the K vectors in D \ {𝑣} nearest to 𝑣 . The accuracy of the graph is

1

|D|
∑︂
𝑣∈D

|𝐿(𝑣) ∩ 𝑁 (𝑣) |
K

.

The distance of two vectors are measured by the Euclidean dis-

tance. Next, we formally define the range approximate K-nearest-

neighbor graph query (range KGraph query) as below.

Definition 2 (Range K-Nearest-Neighbor Graph Query).

Given a set D of vectors, where each vector 𝑣𝑖 ∈ D is associated with
a search key value 𝑖 , a range KGraph query is a range [𝑥,𝑦]. It returns
a KGraph over the subset {𝑣𝑖 ∈ D | 𝑥 ≤ 𝑖 ≤ 𝑦} of vectors of D.

Example 1. Consider the set of vectors D = {𝑣1, 𝑣2, · · · , 𝑣20} as
shown in Figure 2 and let K = 2. The range approximate 2-nearest-

neighbor graph query [4, 13] returns the (highlighted) approximate

2-nearest-neighbor graph with 10 nodes and 20 directed edges.
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Algorithm 1: BruteForceIndex(D, K)

Input: D = {𝑣1, · · · , 𝑣𝑛}: a set of data vectors; K: an integer.

Output: G: a raw ARKGraph index that takes 𝑂 (K𝑛3) space.
begin1

foreach data vector 𝑣𝑖 ∈ D do2

foreach 1 ≤ 𝑥 < 𝑖 and 𝑖 < 𝑦 ≤ 𝑛 do3

Calculate the KNN of 𝑣𝑖 in the range [𝑥,𝑦] \ {𝑖}4

and store them in the adjacent list G[𝑥,𝑦 ] [𝑣𝑖 ];

return G;5

end6

2.2 Raw ARKGraph Index
In this section, we present a brute-force method that constructs a

raw ARKGraph index. It enumerates every search key range and

builds a KGraph over the vectors in the enumerated range. Thus

the raw ARKGraph index consists of a KGraph for each search key

range. Note, for simplicity, we refer to the vectors whose search

keys are in a range as vectors in that range.

Algorithm 1 shows the pseudo-code of the brute-force method. It

takes a set of vectorsD = {𝑣1, 𝑣2, · · · , 𝑣𝑛} (each 𝑣𝑖 is associated with
a search key value 𝑖) and an integer K as input. It first enumerates

every vector 𝑣𝑖 in D (Line 2). Then it enumerates every search key

range [𝑥,𝑦] containing 𝑣𝑖 where 1 ≤ 𝑥 < 𝑖 and 𝑖 < 𝑦 ≤ 𝑛 (Line 3).

Next, it calculates the KNN of 𝑣𝑖 in [𝑥,𝑦] \{𝑖} and stores them in the

adjacent list G[𝑥,𝑦 ] [𝑣𝑖 ] (Line 4). Note that in the corner case where

there are less than K vectors in the range [𝑥,𝑦] \ {𝑖}, we simply

include all the vectors in it in the adjacent list. This corner case

is handled in the same way hereinafter. Furthermore, we assume

the distance to 𝑣𝑖 from every other vector is distinct (order by their

search keys if two vectors have the same distance to 𝑣𝑖 ). In addition,

when the context is clear, we refer to the range [𝑥,𝑦] \ {𝑖} simply

as [𝑥,𝑦]. Finally, the raw ARKGraph index G is returned (Line 5).

Example 2. Consider the set of 20 vectors at the top of Figure 3.

Let the integers under the vectors be their distance to the vector 𝑣9.

As shown in Figure 3 in the middle left, for the vector 𝑣9 and K = 2,

the brute-force method would enumerate every range [𝑥,𝑦] where
1 ≤ 𝑥 < 9 and 9 < 𝑦 ≤ 20. In total, 88 ranges and the corresponding

2NN of 𝑣9 in them are indexed as adjacent lists. This process is

repeated for each of the rest of 19 vectors. During the online query

phase, we can derive the 2NN graph over any query range 𝑠 on

demand because for every vector 𝑣 in 𝑠 , we have its 2NN in 𝑠 in the

raw ARKGraph index represented by the adjacent list G𝑠 [𝑣].

Complexity Analysis. For each vector, there are 𝑂 (𝑛2) ranges
containing it where 𝑛 is the total number of vectors. In total,𝑂 (𝑛3)
adjacent lists are generated, each contains 𝑂 (K) neighbors. Thus
the size of the raw ARKGraph index is𝑂 (K𝑛3). The time complexity

of the brute-force method is 𝑂 (𝑛2𝑑 + 𝑛4 logK + 𝑛3K), where 𝑑 is

the dimensionality of the vectors. This is because it takes 𝑂 (𝑛2𝑑)
to calculate the distance of all pairs of vectors beforehand and for

each vector 𝑣𝑖 , it enumerates𝑂 (𝑛2) ranges. For each range, it takes

𝑂 (𝑛 logK) to get the KNN of 𝑣𝑖 and 𝑂 (K) to produce the adjacent

list. Clearly, two key challenges in our framework are the huge index
size and excessively long indexing time. Next, we discuss how to

significantly reduce both of them.

3 COMPACT GRAPH INDEX
3.1 Compact Adjacent List
Our key observation is that, for each vector 𝑣𝑖 , in many nearby

ranges (i.e., those with similar starting and ending positions), the

KNN of 𝑣𝑖 are exactly the same. For example, consider the vector 𝑣9
in Figure 3. The 2NN of 𝑣9 in the four ranges [1, 11], [2, 11], [2, 12],
and [3, 12] are exactly the same, which are {𝑣11, 𝑣6}. Actually, as one
can verify, in every range [𝑥,𝑦], where 1 ≤ 𝑥 ≤ 6 and 11 ≤ 𝑦 ≤ 12,

the 2NN of 𝑣9 are the same, i.e., G[𝑥,𝑦 ] [𝑣9] = {𝑣11, 𝑣6}. Based on

this observation, for each vector 𝑣𝑖 , we propose to group all the

search key ranges across 𝑖 by the KNN of 𝑣𝑖 in them. That is, we

propose to aggregate all the ranges [𝑥,𝑦] where 1 ≤ 𝑥 < 𝑖 < 𝑦 ≤ 𝑛
with the same adjacent listG[𝑥,𝑦 ] [𝑣𝑖 ]. For this purpose, we formally

define the compact range and compact adjacent list of a vector.

Definition 3 (Compact Range). The compact range ⟨𝑏, 𝑒⟩ of a
vector 𝑣𝑖 consists of two intervals 𝑏 = [𝑏𝑙 , 𝑏𝑟 ] and 𝑒 = [𝑒𝑙 , 𝑒𝑟 ] where
𝑏𝑟 < 𝑖 < 𝑒𝑙 . It represents all the ranges [𝑥,𝑦] where 𝑏𝑙 ≤ 𝑥 ≤ 𝑏𝑟 and
𝑒𝑙 ≤ 𝑦 ≤ 𝑒𝑟 , i.e., starting from 𝑏 and ending within 𝑒 .

Definition 4 (Compact Adjacent List). The compact adjacent
list G⟨𝑏,𝑒 ⟩ [𝑣𝑖 ] = 𝐶 of a vector 𝑣𝑖 in its compact range ⟨𝑏, 𝑒⟩, if exists,
is the list 𝐶 of K search keys in [𝑏𝑟 , 𝑒𝑙 ] \ {𝑖} such that

(1) 𝐶 is the KNN of 𝑣𝑖 in [𝑏𝑙 , 𝑒𝑟 ] \ {𝑖}.
(2) 𝑏𝑟 = 𝐶𝑚𝑖𝑛 : the smallest search key value in 𝐶 ∪ {𝑖 − 1};
(3) 𝑒𝑙 = 𝐶𝑚𝑎𝑥 : the largest search key value in 𝐶 ∪ {𝑖 + 1};
(4) ∃ 𝑝 ∈ 𝐶 s.t. 𝑑 (𝑣𝑝 , 𝑣𝑖 ) > 𝑑 (𝑣𝑏𝑙−1, 𝑣𝑖 ), if 𝑏𝑙 ≠ 1;
(5) ∃ 𝑝 ∈ 𝐶 s.t. 𝑑 (𝑣𝑝 , 𝑣𝑖 ) > 𝑑 (𝑣𝑒𝑟+1, 𝑣𝑖 ), if 𝑒𝑟 ≠ 𝑛.

For ease of presentation, we refer to a vector 𝑣𝑖 and its search

key value 𝑖 interchangeably when the context is clear. Thus 𝐶

denotes both a list of K search key values and the corresponding

list of K vectors. The first condition in Definition 4 implies that the

KNN of 𝑣𝑖 in every range [𝑥,𝑦] in the compact range ⟨𝑏, 𝑒⟩ where
𝑥 ∈ 𝑏 and 𝑦 ∈ 𝑒 is 𝐶 . This is because 𝐶 consists of the K vectors

nearest to 𝑣𝑖 among all the vectors in [𝑏𝑙 , 𝑒𝑟 ], while 𝐶 ⊆ [𝑏𝑟 , 𝑒𝑙 ] ⊆
[𝑥,𝑦] ⊆ [𝑏𝑙 , 𝑒𝑟 ]. The last four conditions ensure the compact range

is “maximal”, i.e., expanding either interval 𝑏 or 𝑒 makes the first

condition no longer hold.

Example 3. Consider the set of vectors {𝑣1, 𝑣2, · · · , 𝑣20} in Fig-

ure 3. The two intervals 𝑏 = [𝑏𝑙 = 1, 𝑏𝑟 = 6] and 𝑒 = [𝑒𝑙 = 11, 𝑒𝑟 =

12] compose a compact range ⟨𝑏, 𝑒⟩ of 𝑣9 as 𝑏𝑟 < 𝑖 = 9 < 𝑒𝑙 . Let

K = 2. There is a compact adjacent list of 𝑣9 in the compact range

⟨𝑏, 𝑒⟩, which is G⟨𝑏,𝑒 ⟩ [𝑣9] = 𝐶 = {𝑣11, 𝑣6}. This is because (1) the
2NN of 𝑣9 in the range [𝑏𝑙 , 𝑒𝑟 ] = [1, 12] is 𝐶 = {𝑣11, 𝑣6}; (2) the
smallest search key value𝐶𝑚𝑖𝑛 in𝐶 ∪ {𝑖 − 1} is 6 and 𝑏𝑟 = 6; (3) the

largest search key value 𝐶𝑚𝑎𝑥 in 𝐶 ∪ {𝑖 + 1} is 11 and 𝑒𝑙 = 11; (4)

𝑏𝑙 = 1; and (5) 𝑣13 is closer to 𝑣9 than 𝑣𝑝 ∈ 𝐶 for 𝑝 = 6 (and 𝑝 = 11).

Note that not every compact range of a vector has a compact

adjacent list. The total number of compact adjacent lists in a vector

is much less than the total number of its (ordinary) adjacent lists.

Actually, the compact adjacent lists can be seen as a lossless com-
pression of the ordinary adjacent lists generated by the brute-force

index method. This is because every ordinary adjacent list is in one

and only one compact adjacent list as formalized below.
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1 2 3 4 5 6 7 8 9

search key window: [5, 12]

entry point

query

traverse path

enumerate every possible search key range [a,b] and its
corresponding KNN in the range of the current data vector

all data vectors ordered by their search keys:

KNN graph index

2NN adjacent list
v1

group by 
2NN

17

G[x,y][v9]:
v4

[1,10]:   {v6,v2} 
[1,11]:   {v11,v6}
[1,12]: {v11,v6}
[1,13]: {v13,v11}

…
[2,10]:   {v6,v2}
[2,11]:   {v11,v6}
[2,12]:   {v11,v6}
[2,13]: {v13,v11}

…
[8,20]: {v13,v19}

(v2, v3)
range r1

range r2

(v2, v3)
compact range: 
(lb, rb, le, re)

v2 v3 v5 v8v6 v7 v9 v12v10v11 v13 v16v14 v15 v17 v20v18v19

8 11 18 19 7 9 13 10 5 12 1 4 3 15 6 14 2 16

1 ≤ x < 9

[1,8]-[19,20]:  {v13,v19}
[1,8]-[15,18]: {v13,v15} 
[1,8]-[14,14]: {v13,v14}
[1,8]-[13,13]: {v13,v11} 
[1,6]-[11,12]: {v11,v6}
[1,2]-[10,10]: {v6,v2} 
[3,6]-[10,10]: {v6,v7} 
[7,7]-[11,12]: {v11,v7} 
[7,7]-[10,10]:  {v7,v10} 
[8,8]-[11,12]: {v11,v10} 
[8,8]-[10,10]: {v10,v8} 

[bl ,br]-[el ,er]

2NN

① naive method: 
88 adjacent lists

② compact ranges:
11 compact adjacent lists

[1,2]: {v2,v6} 
[3,6]: {v6,v7}
[7,7]: {v7,v8}

[19,20]: {v13,v19}
[15,18]: {v13,v15}
[14,14]: {v13,v14}
[13,13]: {v11,v13}
[12,11]: {v10,v11}

[1,2]:    {v2, v6} 
[3,6]: -v2, +v7
[7,7]: -v6, +v8

[19,20]: {v13, v19}
[15,18]: -v19, +v15
[14,14]: -v15, +v14
[13,13]: -v14, +v11
[12,11]: -v13, +v10
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Figure 3: An example of four index methods.
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for each sliding window 

Figure 4: Two cases when visiting next vector 𝑣 𝑗 in sequence.

Lemma 1. For every adjacent list G[𝑥,𝑦 ] [𝑣𝑖 ] of a vector 𝑣𝑖 , where
𝑥 < 𝑖 < 𝑦, there is one and only one compact range ⟨𝑏, 𝑒⟩ such that
G⟨𝑏,𝑒 ⟩ [𝑣𝑖 ] is a compact adjacent list and G⟨𝑏,𝑒 ⟩ [𝑣𝑖 ] = G[𝑥,𝑦 ] [𝑣𝑖 ].

3.2 Compact Adjacent List Generation
In this section, we discuss how to generate all the compact adjacent

lists of a data vector. Given a data vector 𝑣𝑖 , to generate all its

compact adjacent lists, we sort all the data vectors in D \ {𝑣𝑖 } by
their distance to 𝑣𝑖 in ascending order and visit them in sequence.

Each time we visit a data vector 𝑣 𝑗 , we aim to generate all the compact
adjacent lists 𝐶 (if there is any) where 𝑣 𝑗 ∈ 𝐶 is the farthest to
𝑣𝑖 among the K data vectors in 𝐶 . We observe that all the visited

vectors are closer to 𝑣𝑖 than all the unvisited vectors. Thus the

target 𝐶 must consist of K visited vectors including 𝑣 𝑗 . Based on

this observation, we propose to maintain two lists L and R of

visited vectors. Specifically, among the visited vectors whose search

keys are smaller than 𝑖 (i.e., on the left side of 𝑣𝑖 ), we keep the K

largest ones inL. Similarly, among the visited vectors whose search

keys are larger than 𝑖 (i.e., on the right side of 𝑣𝑖 ), we keep the K

smallest ones in R. Moreover, the search keys inL and R are sorted

in ascending order. For ease of presentation, we denote the 𝑝-th

search key in L and R as L𝑝 and R𝑝 . In addition, we denote the

minimum search key in L as L𝑚𝑖𝑛 and the maximum search key in

R as R𝑚𝑎𝑥 . Let 𝑣 𝑗 be the next vector to visit in sequence (note 𝑗 ≠ 𝑖

and 𝑗 ∉ L ∪ R). We consider the two cases when 𝑗 > R𝑚𝑎𝑥 and

when 𝑖 < 𝑗 < R𝑚𝑎𝑥 as shown in Figure 4 (note at the beginning,

when L and R are empty, we define L𝑚𝑖𝑛 = 0 and R𝑚𝑎𝑥 = 𝑛 + 1).

Case 1: 𝑗 > R𝑚𝑎𝑥 . Our goal is to generate all the compact adjacent

listsG⟨𝑏,𝑒 ⟩ [𝑣𝑖 ] = 𝐶 (if there is any) where the current visiting vector

𝑣 𝑗 ∈ 𝐶 is farthest to 𝑣𝑖 among the K data vectors in 𝐶 . We prove no

such compact adjacent list exists when 𝑗 > R𝑚𝑎𝑥 by contradiction.

Suppose there exists one such compact adjacent list G⟨𝑏,𝑒 ⟩ [𝑣𝑖 ] = 𝐶 .
Based on Definition 4, the search keys in 𝐶 , including 𝑗 , are all in

[𝑏𝑟 , 𝑒𝑙 ]. Thus 𝑗 ≤ 𝑒𝑙 . Based on the definitions of R and compact

range, we have 𝑏𝑙 ≤ 𝑏𝑟 < 𝑖 < R𝑚𝑎𝑥 < 𝑗 ≤ 𝑒𝑙 ≤ 𝑒𝑟 . Thus the range
[𝑏𝑙 , 𝑒𝑟 ] must contain all the K visited vectors in R, which are all

closer to 𝑣𝑖 than 𝑣 𝑗 , as shown in Figure 4 at the top. Thus 𝐶 cannot

be the KNN of 𝑣𝑖 in [𝑏𝑙 , 𝑒𝑟 ] as 𝑣 𝑗 ∈ 𝐶 , which contradicts with the

first condition in Definition 4. Thus no target compact adjacent list

exists and we do nothing when 𝑗 > R𝑚𝑎𝑥 .
Case 2: 𝑖 < 𝑗 < R𝑚𝑎𝑥 . In this case, we first update R, which
consists of the K smallest search keys of visited vectors that are

greater than 𝑖 . Since the search key 𝑗 > 𝑖 of the current visiting

vector 𝑣 𝑗 is smaller than R𝑚𝑎𝑥 , we insert 𝑗 into R and remove

R𝑚𝑎𝑥 from R if there are more than K search keys in R.
Next, we generate all the compact adjacent lists G⟨𝑏,𝑒 ⟩ [𝑣𝑖 ] = 𝐶

where the current visiting vector 𝑣 𝑗 ∈ 𝐶 is furthest to 𝑣𝑖 among the

K data vectors in 𝐶 . As all the visited vectors are closer to 𝑣𝑖 than

𝑣 𝑗 , while all the unvisited vectors are farther to 𝑣𝑖 than 𝑣 𝑗 , the K

data vectors in 𝐶 must be K visited vectors including 𝑣 𝑗 . However,

we can prove 𝐶 cannot contain any visited vector other than those

in L or R by contradiction. Without loss of generality, suppose 𝐶

contains a visited vector 𝑣𝑝 where 𝑝 > 𝑖 and 𝑣𝑝 ∉ L ∪ R. As R are

the K smallest search keys of visited vectors greater than 𝑖 , we have

𝑝 > R𝑚𝑎𝑥 . Then there are at least K vectors in R ∪ {𝑣𝑝 } visited
before 𝑣 𝑗 and thus closer to 𝑣𝑖 than 𝑣 𝑗 . Thus𝐶 cannot be the KNN of

[𝑏𝑙 , 𝑒𝑟 ] as 𝑣 𝑗 ∈ 𝐶 and R ∪ {𝑣𝑝 } ⊆ [𝑏𝑟 , 𝑒𝑙 ] ⊆ [𝑏𝑙 , 𝑒𝑟 ] (this is because
𝑒𝑙 = 𝐶𝑚𝑎𝑥 ≥ 𝑝 ∈ 𝐶 and 𝑏𝑟 < 𝑖 < R𝑚𝑖𝑛 based on Definition 4),

which contradicts with the first condition in Definition 4. Thus the K

data vectors in𝐶 must be fromL∪R and must include 𝑣 𝑗 . Similarly,
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Algorithm 2: CompactGraphIndex(D, K)

Input: D = {𝑣1, · · · , 𝑣𝑛}: a set of data vectors; K: the degree.
Output: G: the compact graph index of D.

foreach data vector 𝑣𝑖 ∈ D do1

S = SortByDistance(D, 𝑣𝑖 );2

foreach 𝑣 𝑗 ∈ S in sequence do3

if 𝑗 < 𝑖 then4

if 𝑗 > L𝑚𝑖𝑛 then5

Insert 𝑗 into L;6

if |L| == K + 1 then7

Remove L𝑚𝑖𝑛 from L;8

Slide a window of fixed-width K containing 𝑗9

over L ∪ R;
For each sliding window 𝐶 = {L𝑜 , · · · ,R𝑝 },10

build a compact adjacent list G⟨𝑏,𝑒 ⟩ [𝑣𝑖 ] = 𝐶
where 𝑏 = (L𝑜−1,L𝑜 ] and 𝑒 = [R𝑝 ,R𝑝+1);
if |L| == K then11

Build compact adjacent list G⟨𝑏,𝑒 ⟩ [𝑣𝑖 ] = L,12

where 𝑏=(L𝑚𝑖𝑛−1,L𝑚𝑖𝑛], 𝑒=[𝑖−1,R𝑚𝑖𝑛]
and L𝑚𝑖𝑛−1 is the previous L𝑚𝑖𝑛 in L.

else if 𝑗 > 𝑖 then13

if 𝑗 < R𝑚𝑎𝑥 then14

// symmetric process to Lines 6-12

return G;15

we can prove the K data vectors in 𝐶 must be consecutive. Thus, as

shown in Figure 4 in the bottom, we propose to slide a window of

fixed-length K over the list L ∪ R. For each sliding window 𝐶 =

{L𝑜 , · · · , 𝑗, · · · ,R𝑝 } containing 𝑣 𝑗 , we generate a compact adjacent

list G⟨𝑏,𝑒 ⟩ [𝑣𝑖 ] = 𝐶 where 𝑏 = (L𝑜−1,L𝑜 ] and 𝑒 = [R𝑝 ,R𝑝+1]. In
addition, as a corner case, if |R | = K, we generate an additional

compact adjacent list G⟨𝑏,𝑒 ⟩ [𝑣𝑖 ] = R where 𝑏 = (L𝑚𝑎𝑥 , 𝑖 − 1] and
𝑒 = [R𝑚𝑎𝑥 ,R𝑚𝑎𝑥+1], where R𝑚𝑎𝑥+1 is the previous R𝑚𝑎𝑥 in R.

The other two cases symmetric to the twowe discussed above can

be handled similarly. Specifically, when 𝑗 < L𝑚𝑖𝑛 , we do nothing.

In case L𝑚𝑖𝑛 < 𝑗 < 𝑖 , we update L with 𝑗 and generate a compact

adjacent list for each sliding window of fixed-width K over the list

L ∪ R given that the sliding window contains 𝑗 .

Algorithm 2 shows the pseudo-code of our compact adjacent

list generation algorithm. It takes a set D of data vectors and an

integer K as input and outputs a compact graph G of D index for

ARKGraph query processing. For each data vector 𝑣𝑖 ∈ D, it first

sorts all the other data vectors in D by their distance to 𝑣𝑖 (Line 2)

and then visits them in sequence (Line 3). For each visit, if the

visiting vector 𝑣 𝑗 is to the left of 𝑣𝑖 , it checks if its search key 𝑗 is

among the K largest search keys smaller than 𝑖 of visited vectors

(Lines 4 to 5). If so, it first updates L with 𝑗 (Lines 6 to 8) and then

slides a window of fixed-width K containing 𝑗 over L ∪ R (Line 9).

Next, for each sliding window, it generates a compact adjacent

list (Line 10). Finally, it generate a compact adjacent list for the

corner case if there are K visited vectors in L (Line 12). When the

visiting vector 𝑣 𝑗 is to the right of 𝑣𝑖 and its search key 𝑗 is among

the K smallest ones greater than 𝑖 of visited vectors, the algorithm

performs symmetrically to the above process (Lines 13 to 14). Lastly,

the compact graph index G in the format of compact adjacent lists

is returned (Line 15).

Example 4. As shown in Figure 3, consider the data vector 𝑣9 and
K = 2. We will sort and visit 𝑣13, 𝑣19, 𝑣15, 𝑣14, 𝑣11, 𝑣17, 𝑣6, 𝑣2, 𝑣7, 𝑣10,

𝑣3, 𝑣12, 𝑣8, 𝑣18, 𝑣16, 𝑣20, 𝑣1, 𝑣4, 𝑣5 in sequence. In the first visit 𝑣13, as

𝑗 = 13 > 𝑖 = 9 and 𝑗 < R𝑚𝑎𝑥 = 𝑛+1 = 21, we insert 𝑗 to R and have

|R | = 1 < K + 1. There is no sliding window over L ∪ R = {13} of
width K = 2 and we do not generate any compact adjacent list. Next,

it visits 𝑣19, 𝑣15, and 𝑣14 in the next three times. R becomes {13, 19},
{13, 15}, and {13, 14} after each of the three visits, while L remains

empty. Then, it visits 𝑣11. Since 𝑗 = 11 > 𝑖 and 𝑗 < R𝑚𝑎𝑥 = 14,

we update R as {11, 13}. Next we slide a window of width 2 over

L∪R = {11, 13}. There is no sliding window starting from a search

key in L = ∅ and no compact adjacent list is generated. However,

as |R | = 2 = K, for the corner case, we generate a compact adjacent

list G⟨𝑏,𝑒 ⟩ [𝑣9] = R = {11, 13} where 𝑏 = (L𝑚𝑖𝑛 = 0, 𝑖 − 1 = 9]
and 𝑒 = [R𝑚𝑎𝑥 = 13,R𝑚𝑎𝑥+1 = 14) (note R𝑚𝑎𝑥+1 is the previous
R𝑚𝑎𝑥 = 14 before updating). In total, it only indexes 11 compact

adjacent lists instead of 88 adjacent lists in the naive method, which

significantly reduces the index size.

Theorem 5. Algorithm 2 is sound and correct, i.e., it generates
and only generates all the compact adjacent lists of every data vector.

Complexity Analysis.We first analyze the index size. For each

data vector, we visit all the other 𝑛 − 1 data vectors in sequence.

Each visit produces 𝑂 (K) compact adjacent lists. In total, 𝑂 (𝑛2K)
compact adjacent lists are generated. As each compact adjacent list

takes𝑂 (K) space, the size of the compact graph index in the format

of compact adjacent lists is 𝑂 (K2𝑛2). Let the time complexity of

sorting data vectors be 𝑂 (S). The total index time complexity is

𝑂 (S + K
2𝑛2). This is because, for each data vector, it visits the rest

𝑛 − 1 data vectors. In each visit, it takes 𝑂 (K) to update the list L
or R and 𝑂 (K2) to generate the compact adjacent lists.

The above analysis considers the worst case. However, when

visiting a data vector 𝑣 𝑗 , it is skipped and results in no compact ad-

jacent list whenever 𝑗 < L𝑚𝑖𝑛 or 𝑗 > R𝑚𝑎𝑥 . A natural question to

ask is how many data vectors are skipped in expectation? Without

loss of generality, consider 𝑗 < 𝑖 . We observe that, when visiting 𝑣 𝑗 ,

if there are at least K visited vectors whose search keys are larger

than 𝑗 and smaller than 𝑖 , 𝑗 < L𝑚𝑖𝑛 and 𝑣 𝑗 is skipped. Similarly,

when 𝑗 > 𝑖 , if there are at least K visited vectors whose search keys

are larger than 𝑖 and smaller than 𝑗 , 𝑗 > R𝑚𝑎𝑥 and 𝑣 𝑗 is skipped.

Based on the discussion above, we calculate the expected number

of skipped data vectors for the data vector 𝑣𝑖 . Let 𝑥1, 𝑥2, · · · , 𝑥𝑖−1 be
the search keys of 𝑣1, 𝑣2, · · · , 𝑣𝑖−1 ordered by their corresponding

data vectors’ distance to 𝑣𝑖 . Then in the ℎ-th visit, the data vector

𝑣𝑥ℎ is visited. This data vector is skipped iff. there are at least K

of 𝑥1, 𝑥2, · · · , 𝑥ℎ−1 that are greater than 𝑥ℎ . Suppose the distance
between two data vectors is independent to their search keys. The

probability this data vector is not skipped is
K

ℎ
. Thus the expected

number of data vectors that are not skipped is

E[# 𝑣𝑖𝑠𝑖𝑡𝑠] =
𝑖−1∑︂
ℎ=K

K

ℎ
+
𝑛−𝑖∑︂
ℎ=K

K

ℎ
= 𝑂 (K log𝑛) . (1)
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Figure 5: Skip a few data vectors using the MNN of 𝑣𝑖 .

Based on the discussion above, we have the followings.

Lemma 2. The KNNG-based compact graph index has an average
size of 𝑂 (K3𝑛 log𝑛) assuming the distance of two vectors and their
search keys are independent.

Proof. In expectation,𝑂 (K log𝑛) visits are not skipped for each
data vector. Each visit not skips results in 𝑂 (K) compact adjacent

lists. Thus the index size is 𝑂 (K3𝑛 log𝑛) on average. □

3.3 Efficient Vector Sorting with Cost Model
To efficiently implement the procedure SortByDistance, we pro-

pose to partially sort all the data vectors in advance using NNDes-

cent [16]. It generates an approximate M-nearest neighbor graph

(MNNG for short) over all the data vectors efficiently. That is, ev-

ery data vector 𝑣𝑖 ∈ D is connected to its approximate M-nearest

neighbors in D \ {𝑖}.
For each data vector 𝑣𝑖 , we visit the other vectors in the ascending

order of their distance to 𝑣𝑖 . Thus the MNN of 𝑣𝑖 are visited first.

We observe that, when visiting a data vector 𝑣 𝑗 , we do nothing

if 𝑗 < L𝑚𝑖𝑛 or 𝑗 > R𝑚𝑎𝑥 . Thus, after visiting the MNN of 𝑣𝑖 , as

shown in Figure 5 at the top, we can skip all the data vectors whose

search keys are smaller than L𝑚𝑖𝑛 or larger than R𝑚𝑎𝑥 without

calculating their distance to 𝑣𝑖 as they do not result in any compact

adjacent list. Moreover, based on the definitions, L𝑚𝑖𝑛 must be the

K-th largest search key smaller than 𝑖 in the MNN of 𝑣𝑖 , while R𝑚𝑎𝑥
must be the K-th smallest search key greater than 𝑖 in the MNN

of 𝑣𝑖 . Thus, for each data vector 𝑣𝑖 , we first visit the MNN of 𝑣𝑖 in

sequence. Then we sort all the data vectors by their distance to 𝑣𝑖
in the rage (L𝑚𝑖𝑛 , R𝑚𝑎𝑥 ) \ {𝑖} and visit them in sequence.

For the partial sort to be effective, we need to set M ≥ K. Fur-

thermore, in the MNNG produced by NNDescent, the neighbors

of 𝑣𝑖 ’s neighbors (i.e., 2-hop neighbors) are also likely to be close

to 𝑣𝑖 . Thus we can make an assumption that the 𝑥-hop neighbors

of 𝑣𝑖 are closer to 𝑣𝑖 than the (𝑥 + 1)-hop neighbors. Based on

this assumption, we can sort all the neighbors of 𝑣𝑖 within 𝑥-hop

to get an approximate X-nearest-neighbors of 𝑣𝑖 where X is the

number of neighbors within 𝑥-hop. Figure 5 on the bottom shows

how the 2-hop-neighbor helps to reduce the number of distances

calculations.

Clearly, the more hops we go, the more neighbors we need to

visit, while the smaller the range (L𝑚𝑖𝑛 , R𝑚𝑎𝑥 ) \ {𝑖} we need to

scan. To strike a good balance, we propose a simple cost model.

Specifically, we increase the hop 𝑥 one by one and stop whenever

R𝑚𝑎𝑥 − L𝑚𝑖𝑛 (the number of data vectors need to be scanned) is

smaller than the total number of (𝑥 + 1)-hop neighbors.

4 ARKGRAPH INDEX
Though the index size in the format of compact adjacent lists is

reduced in comparewith the raw format, it is still prohibitively large.

Next, we discuss how to further reduce the index size significantly.

4.1 Compact Partial Ranges
Given a data vector 𝑣𝑖 , we observe that the KNN of 𝑣𝑖 in any range

[𝑥,𝑦] \ {𝑖} can be derived from the KNN of 𝑣𝑖 in the “partial range”

[𝑥, 𝑖) and the KNN of 𝑣𝑖 in the “partial range” (𝑖, 𝑦] as [𝑥,𝑦] \ {𝑖} =
[𝑥, 𝑖) ∪ (𝑖, 𝑦]. Specifically, after merging the two KNNs, the first K

data vectors ranked by their distance to 𝑣𝑖 are obviously the KNN of

𝑣𝑖 in the range [𝑥,𝑦] \ {𝑖}. Based on this observation, we propose to

index the KNN of 𝑣𝑖 in every range [𝑥, 𝑖) and (𝑖, 𝑦] where 1 ≤ 𝑥 < 𝑖

and 𝑖 < 𝑦 ≤ 𝑛 in the adjacent list G𝑥 [𝑣𝑖 ] and G𝑦 [𝑣𝑖 ]. During the

online querying phase, given a query range 𝑠 = [𝑥,𝑦], to find the

KNN of a data vector 𝑣𝑖 in the query range, we merge the two

adjacent lists G𝑥 [𝑣𝑖 ] and G𝑦 [𝑣𝑖 ] and retrieve the top-K of them.

For this purpose, given a data vector 𝑣𝑖 , we define the range

ending with 𝑖 − 1 or starting from 𝑖 + 1 as a partial range of 𝑣𝑖 .
Clearly, in total there are only 𝑂 (𝑛) partial ranges for every data

vector 𝑣𝑖 . In comparison, the naive index method generates 𝑂 (𝑛2)
adjacent lists for 𝑣𝑖 , one for each range [𝑥,𝑦] (where 𝑥 < 𝑖 < 𝑦).

By indexing the adjacent lists of the partial ranges instead, the

KNNG-based compact graph index size is reduced to 𝑂 (K𝑛2) as
summarized in Table 1. Moreover, we can also aggregate the partial

ranges with common adjacent lists into “compact partial ranges” to
further reduce the index size and time. Next, we discuss the details.

Aggregating partial ranges with the same adjacent lists.Given
a data vector 𝑣𝑖 , without loss of generality, we consider all the

search keys smaller than 𝑖 . All of our discussions and conclusions

naturally apply to the search keys larger than 𝑖 in a symmetric

way. To aggregate partial ranges with the same adjacent lists, we

formally define the compact partial range as below.

Definition 5 (Compact Partial Range). Given a data vector 𝑣𝑖 ,
its compact partial range is an interval 𝑏 = [𝑏𝑙 , 𝑏𝑟 ] where 1 ≤ 𝑏𝑙 ≤
𝑏𝑟 < 𝑖 . It represents all the partial ranges [𝑥, 𝑖) where 𝑏𝑙 ≤ 𝑥 ≤ 𝑏𝑟 . Its
compact adjacent list G⟨𝑏 ⟩ [𝑣𝑖 ] = 𝐶 , if exists, is the list 𝐶 of K search
keys in [𝑏𝑟 , 𝑖) such that

(1) 𝐶 is the KNN of 𝑣𝑖 in [𝑏𝑙 , 𝑖);
(2) 𝑏𝑟 = 𝐶𝑚𝑖𝑛 : the smallest search key in 𝐶 ;
(3) ∃ 𝑝 ∈ 𝐶 s.t. 𝑑 (𝑣𝑝 , 𝑣𝑖 ) > 𝑑 (𝑣𝑏𝑙−1, 𝑣𝑖 ), if 𝑏𝑙 ≠ 1.

Example 6. Consider the data vectors in Figure 3 and K = 2. The

interval 𝑏 = [𝑏𝑙 = 3, 𝑏𝑟 = 6] is a compact partial range of 𝑣9 as

𝑏𝑟 < 𝑖 = 9. It has a compact adjacent list G⟨𝑏 ⟩ [𝑣9] = 𝐶 = {𝑣6, 𝑣7}.
This is because (1) the 2NN of 𝑣9 in the range [𝑏𝑙 , 𝑖) = [3, 8] is
𝐶 = {𝑣6, 𝑣7}; (2) the smallest search key 𝐶𝑚𝑖𝑛 in 𝐶 is 6 and 𝑏𝑟 = 6;

and (3) 𝑣2 is closer to 𝑣9 than 𝑣𝑝 ∈ 𝐶 for 𝑝 = 7.
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Algorithm 3: ARKGraphIndex(D, K)

// Replace Lines 8-12 by the below in Algorithm 2.

if |L| == K + 1 then1

L𝑚𝑖𝑛−1 = L𝑚𝑖𝑛 ;2

Remove L𝑚𝑖𝑛 from L; // note L𝑚𝑖𝑛 is updated;3

Build a compact adjacent list G⟨𝑏 ⟩ [𝑣𝑖 ] = L where4

𝑏 = (L𝑚𝑖𝑛−1,L𝑚𝑖𝑛];
// Symmetric process after Line 14 of Algorithm 2.

Similarly, we can prove that all the compact adjacent lists in a

data vector’s compact partial ranges are a lossless compression of

all the adjacent lists in its partial ranges as formalized below.

Lemma 3. For every adjacent list G𝑥 [𝑣𝑖 ] of a data vector 𝑣𝑖 , there
is one and only one compact partial range 𝑏 such that it has a compact
adjacent list G⟨𝑏 ⟩ [𝑣𝑖 ] and G⟨𝑏 ⟩ [𝑣𝑖 ] = G𝑥 [𝑣𝑖 ].

The proof is similar to the proof of Lemma 1. Due to space limit,

we omit it here. Next we discuss how to generate all the compact

adjacent lists of the compact partial ranges in a given data vector.

4.2 ARKGraph Index Construction
Given a data vector 𝑣𝑖 , we visit all the data vectors whose search

keys are smaller than 𝑖 (i.e., 𝑣1, 𝑣2, · · · , 𝑣𝑖−1) in the ascending order

of their distance to 𝑣𝑖 . Sam as before, when visiting 𝑣 𝑗 , we aim to
generate all the compact adjacent lists 𝐶 where 𝑣 𝑗 ∈ 𝐶 is farthest to
𝑣𝑖 among the K data vectors in 𝐶 . For this purpose, we keep the K

largest search keys of visited vectors smaller than 𝑖 in L and denote

L𝑚𝑖𝑛 as the smallest search key in L. At the beginning, L𝑚𝑖𝑛 = 0.

We consider the following two cases.

Case 1: 𝑗 < L𝑚𝑖𝑛 . In this case, the K data vectors in L are all closer

to 𝑣𝑖 than 𝑣 𝑗 and their search keys are all larger than 𝑗 . Thus for

any partial range [𝑥, 𝑖), where 𝑥 ≤ 𝑗 , the KNN of 𝑣𝑖 in it cannot

contain 𝑣 𝑗 . Thus there does not exist any compact adjacent lists 𝐶

where 𝑣 𝑗 ∈ 𝐶 in any compact partial range 𝑏 as 𝐶 is the KNN of 𝑣𝑖
in [𝑏𝑙 , 𝑖) contradicts with 𝑏𝑙 ≤ 𝑏𝑟 = 𝐶𝑚𝑖𝑛 ≤ 𝑗 . Thus we do nothing.

Case 2: L𝑚𝑖𝑛 < 𝑗 < 𝑖.We first update L as the search key 𝑗 < 𝑖 of

the current visiting vector 𝑣 𝑗 is greater than L𝑚𝑖𝑛 , the K-th largest

search key of visited vectors smaller than 𝑖 . To this end, we insert 𝑗

to L and remove L𝑚𝑖𝑛 from L if there are K + 1 search keys in L.

Next, we generate the compact adjacent lists. Specifically, if

there are K search keys in L, we generate a compact adjacent

list G⟨𝑏 ⟩ [𝑣𝑖 ] = L where 𝑏 = (L𝑚𝑖𝑛−1,L𝑚𝑖𝑛] and L𝑚𝑖𝑛−1 is the
previous L𝑚𝑖𝑛 just removed from L.

Algorithm 3 shows the pseudo-code of the index construction

algorithm. For every visit, it is almost the same as Algorithm 2

except that it does not need to slide a fixed-width window and

generates a compact adjacent list for each sliding window. It only

needs to generate one compact adjacent list when there are K+1 data
vectors in L after inserting 𝑗 (Line 1). Specifically, it first removes

the additional data vector L𝑚𝑖𝑛 from L and keep it as L𝑚𝑖𝑛−1
(a dummy variable for ease of presentation). Then it generates

G⟨𝑏 ⟩ [𝑣𝑖 ] = Lwhere𝑏 = (L𝑚𝑖𝑛−1,L𝑚𝑖𝑛] (Lines 2 to 4). The process
for 𝑗 > 𝑖 is symmetric. The rests are the same as in Algorithm 2.

Table 1: Space complexities of different indexes.

index methods worst average

AL (adjacent list, brute-force index) 𝑂 (K𝑛3) 𝑂 (K𝑛3)
AL + PR (partial ranges) 𝑂 (K𝑛2) 𝑂 (K𝑛2)
CAL (compact graph index) 𝑂 (K2𝑛2) 𝑂 (K3𝑛 log𝑛)
CAL + PR (ARKGraph) 𝑂 (K𝑛2) 𝑂 (K2𝑛 log𝑛)
CAL + PR + DC (delta ARKGraph) 𝑂 (𝑛2) 𝑂 (K𝑛 log𝑛)

Example 7. As shown in Figure 3, consider the left side of the

data vector 𝑣9 and K = 2. We will visit 𝑣6, 𝑣2, 𝑣7, 𝑣3, 𝑣8, 𝑣1, 𝑣4, 𝑣5 in

sequence. Initially, we have L = {0} and L𝑚𝑖𝑛 = 0. During the

second visit, we have L𝑚𝑖𝑛−1 = 0 and L𝑚𝑖𝑛 = 2. A compact adja-

cent list G⟨𝑏 ⟩ [𝑣9] = {𝑣2, 𝑣6} where 𝑏 = [1, 2] is generated. During
the third visit, we have L𝑚𝑖𝑛−1 = 2 and L𝑚𝑖𝑛 = 6. A compact

adjacent list G⟨𝑏 ⟩ [𝑣9] = {𝑣6, 𝑣7} where 𝑏 = [3, 6] is generated. The
fourth visit results in no compact adjacent list as 𝑗 = 3 < L𝑚𝑖𝑛 = 6.

During the fifth visit, we have L𝑚𝑖𝑛−1 = 6 and L𝑚𝑖𝑛 = 7. A com-

pact adjacent list G⟨𝑏 ⟩ [𝑣9] = {𝑣7, 𝑣8} where 𝑏 = [7, 7] is generated.
Finally, the sixth, seventh, and eighth visits all lead no compact

adjacent list. In total, 3 compact adjacent lists are generated on the

left and 5 on the right. In comparison, 11 compact adjacent lists are

generated without using the compact partial range.

Theorem 8. Algorithm 3 is correct and sound. It generates and
only generates all the compact adjacent lists in every data vector.

Complexity Analysis. For each visit, the algorithm generates at

most one compact adjacent list, which takes 𝑂 (K) time and space.

Thus the index size complexity is𝑂 (K𝑛2), as summerized in Table 1.

Moreover, based on Equation 1, for each data vector, only𝑂 (K log𝑛)
data vectors are not skipped in expectation. Thus the expected index

size is 𝑂 (K2𝑛 log𝑛).

4.3 Delta Compression
For each data vector 𝑣𝑖 , consider two consecutive visits 𝑣ℎ and 𝑣 𝑗
that result in two consecutive compact adjacent lists. As we can

see from Algorithm 3, the two compact adjacent lists are almost

identical. The latter compact adjacent list can be derived from

the former one by adding 𝑗 and removing L𝑚𝑖𝑛 . Based on this

observation, we propose to use delta compression to reduce the

size of the compact adjacent list. Specifically, instead of generating

the complete compact adjacent list for each visit, we keep the delta

only, which are two numbers, 𝑗 for insertion and L𝑚𝑖𝑛 for deletion.

Note for this purpose, we need to keep track of and maintain the

variable L𝑚𝑖𝑛 in each visit. In this way, our compact graph index

is further reduced by K/2 times. The index size and time (w/o

sorting) complexities are both 𝑂 (𝑛2) after using delta compression.

Furthermore, based on Equation 1, after delta compression, the

expected index size is 𝑂 (K𝑛 log𝑛).
Example 9. Figure 3 on the bottom-right shows the 8 compact

adjacent lists generated by Algorithm 3 after delta compression.

5 QUERY PROCESSING
To process an ARKGraph query 𝑠 , we only need to go over each

vector 𝑣𝑖 where 𝑖 ∈ 𝑠 and restore its KNN in 𝑠 . Next we discuss
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how to restore the KNN of a vector 𝑣𝑖 in a range 𝑠 = [𝑥,𝑦] where
𝑥 ≤ 𝑖 ≤ 𝑦 from the compact graph index, the ARKGraph index, and

the delta-compressed ARKGraph index.

Compact Graph Index. To restore the KNN of 𝑣𝑖 in [𝑥,𝑦] from the

compact graph index, we only need to fetch the compact adjacent

list G⟨𝑏,𝑒 ⟩ [𝑣𝑖 ] where 𝑥 ∈ 𝑏 and 𝑦 ∈ 𝑒 . Based on Lemma 1, there is

one of only one such compact range and compact adjacent list. To fa-

cilitate this, we propose to build a two-dimensional segment tree for

every vector 𝑣 . Specifically, for each compact adjacent listG⟨𝑏,𝑒 ⟩ [𝑣],
we index the interval 𝑏 in the first dimension and the interval 𝑒 in

the second dimension of the segment tree of 𝑣 , along withG⟨𝑏,𝑒 ⟩ [𝑣].
To fetch G[𝑥,𝑦 ] [𝑣𝑖 ], we query 𝑣𝑖 ’s segment tree using 𝑥 and 𝑦 in the

first and second dimensions, respectively. Based on Lemma 1, it will

hit one and only one compact range and the associated compact

adjacent list is returned. As discussed in Section 3, in expectation,

each vector generates 𝑂 (K2
log𝑛) compact adjacent lists. Thus the

size of each segment tree is 𝑂
(︁
K
2
log𝑛 log2 (K2

log𝑛)
)︁
and each

fetch takes 𝑂
(︁
log

2 (K2
log𝑛) + |𝑠 |

)︁
in expectation.

ARKGraph Index. To restore the KNN of 𝑣𝑖 in [𝑥,𝑦] from the

ARKGraph index, we only need to fetch the compact adjacent lists

G⟨𝑏 ⟩ [𝑣] and G⟨𝑒 ⟩ [𝑣] where 𝑥 ∈ 𝑏 and 𝑦 ∈ 𝑒 and merge them.

For this purpose, for each vector 𝑣 , we store the compact adjacent

lists on the left and right sides of 𝑣 in two arrays ordered by their

compact partial ranges. Then, we can perform binary searches in

the two arrays to find the compact partial range containing 𝑥 and

𝑦. Then we merge the two compact adjacent lists and use the top-K

as the restored KNN. Based on the discussion in Section 4, the size

of each array is 𝑂 (K log𝑛) and each restoring takes 𝑂 (log log𝑛 +
K logK + |𝑠 |) in expectation,

Delta Compressed ARKGraph Index. It is the same as above

except an additional decompression step. Once we find the slot

in the left array containing the target compact partial range, we

checks the precedent slots one by one. We maintain an insertion list

𝐴 and a deletion list 𝑅. For each insertion number, if it is not in 𝑅,

we add it to𝐴. For each deletion number, we add it to 𝑅. In addition,

if it is in 𝐴, we remove it from 𝐴. When there are K numbers in 𝐴,

we stop and return 𝐴 for merging. The index size remains the same.

In expectation, each fetch takes 𝑂 (log log𝑛 + K log𝑛 + K logK).
The above procedure decompresses the compact adjacent lists

backwards. We can also decompress it forwards. In this way, we

actually do not need to perform the binary search at the beginning.

Furthermore, the deletion list is also unnecessarily, which saves

the index size by a half. However, it needs to maintain the top-

K vectors when decompressing forwards and it may visit many

compact partial ranges, which brings significant overhead.

Another alternative way for decompressing indexes the compact

partial ranges and their delta in a segment tree. For each search key

𝑗 , suppose it is added to the compact adjacent list of the compact

partial range 𝑏 = [𝑏𝑙 , 𝑏𝑟 ] and removed from the compact adjacent

list of the compact partial range 𝑏′ = [𝑏′
𝑙
, 𝑏′𝑟 ]. Then, 𝑗 must reside

in the compact adjacent list if the query range is within [𝑏𝑙 , 𝑏′𝑙 ).
Thus we propose to build a segment tree and index the interval

[𝑏𝑙 , 𝑏′𝑙 ) together with the search key 𝑗 in the segment tree. To fetch

G[𝑥,𝑦 ] [𝑣𝑖 ], we query the segment tree of 𝑣𝑖 using 𝑥 and it must

hit and only hit exactly K intervals. The K search keys associated

with the K intervals compose the KNN of 𝑣 in [𝑥, 𝑖). The size of the
segment tree pair is 𝑂

(︁
K log𝑛 · log(K log𝑛)

)︁
and each fetch takes

𝑂 (log log𝑛 + K logK + |𝑠 |) in expectation.

6 EXPERIMENTS
6.1 Setup
Datasets. We used two large-scale datasets. (1) DEEP1B is an im-

age descriptor dataset [9]. It consists of the projected, PCAed, and

normalized activations from the last fully-connected layer of the

GoogLeNet model [50], which was pre-trained on the ImageNet

classification task [15]. It contains 1 billion 96 dimensional dense

vectors. (2) BigGraph is a graph embedding dataset pre-trained on

the full Wikidata graph (with 78 million entities) using the PBG

model [2, 35]. The dimensionality of the embeddings is 200.

Parameters. There are two primary parameters in our index. First,

𝐾 is the degree of the all-range approximate K-nearest-neighbor

graph. Second, M is the degree of the graph constructed beforehand

by NNDescent [16] as discussed in Section 3.3. There are also a

couple of parameters during query processing, such as |𝑠 |, the width
of the query range. In addition, the dataset size 𝑛 is also a parameter.

Environment. All the experiments were conducted on a machine

with Intel(R) Xeon(R) Gold 6212U CPU @ 2.40GHz and 64GB mem-

ory running Ubuntu 18.04LTS. All methods were implemented in

C++ and compiled using g++ 7.5 with -O3 optimization and used

OpenMP for parallel computing using 24 threads for all methods.

6.2 Evaluating Index Construction
In this section, we evaluate the index construction. Specifically,

we implemented three methods. (1) CompactGraph corresponds

to Algorithm 2, which generates all the compact adjacent lists in

the compact ranges as the compact graph index; (2) ARKGraph
corresponds to Algorithm 3, which generates all the compact adja-

cent lists in the compact partial ranges as the ARKGraph index; (3)

ARKGraphDelta improves ARKGraph by using delta compression

to compress the consecutive compact adjacent lists; Note that, we

did not include the brute-force index here as it was too large and

too time consuming to build. We vary 𝐾 and the dataset size 𝑛 and

report the index time and index size.

CompactGraph vs. ARKGraph. We first evaluate the numbers of

compact adjacent lists generated byCompactGraph and ARKGraph.
Figure 6 shows the results. As we can see from the figure,ARKGraph
generated much less number of compact adjacent lists than Com-
pactGraph. For example, on DEEP1B dataset, when 𝐾 = 16 and 𝑛

increase from 1000 to 4000, ARKGraph generated 73,549 and 494,641
compact adjacent lists correspondingly, while CompactGraph gen-

erated 905,898 and 5,216,177 compact adjacent lists, which is 10𝑥

much than ARKGraph. This is because the compact adjacent lists

in consecutive compact partial ranges tend not to change and thus

are more effective in grouping. Moreover, the gap between Com-
pactGraph and ARKGraph steadily grew when 𝐾 increased. For

example, on DEEP1B dataset, when 𝑛 = 4000 and 𝐾 increase from

8 to 64, ARKGraph’s compact adjacent list increases by 2.4 times

and CompactGraph’s compact adjacent list increases by 10.1 times.

This is consistent with our complexity analysis, which shows that

the number of compact adjacent lists in CompactGraph is 𝐾 times
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(d) BigGraph (𝑛 = 4000, 𝑀 = 16)
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Figure 6: Evaluating index construction of CompactGraph and ARKGraph.

of that in ARKGraph. Next we evaluate the index sizes of Com-
pactGraph and ARKGraph. Figures 6(e, f, g, h) shows the results.
We can see similar trends as for the number of compact adjacent

lists. This is because the index size is proportional to the number

of compact adjacent lists. Moreover, the index size of ARKGraph
scaled super linearly with 𝐾 and 𝑛. The growth was faster with 𝐾

than with 𝑛. For example, on DEEP1B dataset, when 𝐾 increases

by 4 times from 16 to 64, the index size increase by 10.9 times.

As contrast, when 𝑛 increases by 4 times from 1000 to 4000 and

𝐾 = 16, the index size only increases by 6.7 times. This is consistent

with our analysis, where the index size of ARKGraph on average is

𝑂 (𝐾2𝑛 log𝑛). Finally, we evaluated the index time (excluding the

vector sorting time). Figure 6(i, j, k, l) shows the results. As we can

see from the figure, the index time of ARKGraph was consistently

and significantly smaller than that of CompactGraph by up to 2

orders of magnitudes. For example, on DEEP1B dataset, when the

𝐾 = 16, 𝑛 = 4000, ARKGraph costs 0.27s to build the index while

CompactGraph costs 18.31s. This is because the number of compact

partial ranges is much more than the number of compact ranges (K

times smaller to be specific).

Evaluating Cost Model for Vector Sorting. Next we evaluate our cost
model for efficient vector sorting by distances as discussed in Sec-

tion 3.3. We implemented the fixed-hop method, which takes an

integer 𝑥 as input and explores all the vectors within 𝑥 hops. We

also implemented our cost model based method CostModel that
explores the neighbors dynamically. Figures 7 shows the total index

time of ARKGraph equipped with different vector sorting methods.

As we can see from the figure our proposed cost model almost

always achieved the smallest index time compared with fixed-hop

methods with various 𝑥 . For example, on DEEP1B dataset, when

𝑀 = 16, 𝐾 = 16, our cost model method costs 14.28s to build the

index, and its average hops is 2.49. In contrast, the fixed-2-hops

method costs 18.77s and the fixed-3-hops method costs 21.00s. This

is because, using a small fixed hop will increase the number of

vectors to be scanned later, while using a large fixed hop will incur

a long time for exploring the neighbors. Our cost model effectively

chooses the number of hops dynamically for every vector (i.e., each

vector has a different hop). For example, when 𝐾 = 16, 𝑀 = 16, the

average hops in our cost model method was 2.50.

Evaluating the Impact of𝑀 . We observe that the index time of our

CostModel method remained roughly the same under different𝑀 .

For example, as shown in Figures 7(b), on the DEEP1B dataset, when

𝐾 = 16, the index time for 𝑀 = 8 and 𝑀 = 16 were respectively

13.31 seconds and 15.26 seconds. This is because our CostModel
method can adaptively choose the number of hops to explore in the

MNNG based on the value of𝑀 . For instance, on average, our cost

model explored 2.82 and 2.12 hops of the MNNG respectively for

𝑀 = 8 and𝑀 = 16.

Next, we evaluate the impact of𝑀 . For this purpose, we vary𝑀

in [8, 16, 32, 64] and report the query latency and query accuracy.

Figure 8 shows the result. As we can see, the query latency using

indexes constructed by different𝑀 were roughly the same, while
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Figure 7: Evaluating the cost model for vector sorting.

the query accuracy increased a bit with the growth of 𝑀 . For ex-

ample, on the DEEP1B dataset, when 𝐾 = 16 and |𝑠 | = 100%, the

query latency for 𝑀 = 8 and 𝑀 = 64 were 11.43ms and 11.26ms

respectively, while the query accuracy were respectively 0.974 and

0.995. In a nutshell, the impact of𝑀 to the index time, query latency,

and query accuracy were small. For simplicity, we set𝑀 as 𝐾 for

the rest of experiments.

Evaluating Delta Compression.Next, we evaluate the delta compres-

sion. We additionally implemented two alternative ways to or-

ganize the deltas as discussed in Section 5. ARKGraphDeltaRaw
decompresses the compact adjacent lists forwards, while ARK-
GraphDeltaST indexes the compact partial ranges and the deltas

in a segment tree. Both of them have lower time complexity for

query processing while entailing some overheads. Figure 9 shows

the index time and index size of the four methods, ARKGraph (with-

out delta compression), ARKGraphDelta, ARKGraphDeltaRaw, and
ARKGraphDeltaST. The index time of the fourmethods was roughly

the same, meaning that the delta compression did not incur sig-

nificant overhead. Moreover, the index time of ARKGraphDelta
was a bit less than that of ARKGraph. This is because the delta

compression saves data copying time (copying the common part of

compact adjacent lists in two consecutive compact partial ranges).

As for the index size, we can see, with delta compression, the index

size was significantly reduced. For example, on the DEEP1B dataset,

when 𝐾 = 64, ARKGraph needs 20GB to store the index and ARK-
GraphDelta just needs 0.72GB, which is 27.8 times smaller. This is

because delta compression avoids storing the same neighbors again

and again. Moreover, we observe the gap of the index sizes between

ARKGraph and ARKGraphDelta grew linearly with 𝐾 . For example,

on the DEEP1B dataset, when 𝐾 = 16, ARKGraph’s index size is 3.6
times larger than ARKGraphDelta, but the gap comes to 27.8 when

𝐾 = 64. This is consistent with our complexity analysis as shown

in Table 1. In addition, the index size of ARKGraphDeltaST was

much larger than that of ARKGraphDelta. This is because the addi-
tional segment tree structure takes a lot of space. The index size of

ARKGraphDeltaRaw was roughly half of that of ARKGraphDelta
as it does not need to store the deletion list.

6.3 Evaluating Range KGraph Query
In this section, we evaluate the range KGraph query processing

using different indexes. Specifically, we compared ARKGraph (i.e.,

without delta compression), ARKGraphDelta, ARKGraphDeltaRaw,
and ARKGraphDeltaST with a baseline method KGraph. The base-
line method NNDescent [16], a popular approximate K-nearest-

neighbor graph construction algorithm, constructs a KGraph of

vectors in the query range on-the-fly (i.e., it has no index). We vary

𝐾 , the dataset size 𝑛, and the query range width |𝑠 |, and report the

query latency and query accuracy as defined in Definition 1.

Figures 10 show the query latency results. As we can see, all of

our methods had a much lower query latency than the baseline

method. On DEEP1B dataset, when 𝐾 = 16 and |𝑠 | = 25%, ARK-
Graph needs 1.42ms to restore the KNN while the baseline method

needs 1921.69ms, ARKGraph is 1353 times faster. This is because

the baseline did not use any index. Among our methods, ARKGraph
had the lowest query latency, followed by ARKGraphDelta, while
ARKGraphDeltaST had the highest query latency. This is because it

does not need to decompress the compact adjacent lists first to re-

store the KNN. Although the time complexity of ARKGraphDeltaST
and ARKGraphDeltaRaw are lower than ARKGraphDelta, they had

significant overhead compared with ARKGraphDelta in decom-

pressing. Specifically, ARKGraphDeltaRaw needs to scan from the

beginning of the list and maintain the top-K nearest neighbors,

while ARKGraphDeltaST needs to query the segment tree. Thus

they took longer time than ARKGraphDelta. The difference be-

tween ARKGraphDelta and ARKGraph was small. For example, on

DEEP1B dataset, when 𝐾 = 16 and |𝑠 | = 100%, ARKGraphDelta
needs 9.86ms to restore the KNN and ARKGraph needs 6.44ms.

Thus the decompressing overhead was affordable, especially the

total query latency was very small and the index size after delta

compression was significantly reduced (by up to 100 times).

Figure 11 shows the query accuracy results. Note that all of

our four methods generate exactly the same KGraph all the time.

Thus we only plot one of them, ARKGraphDelta, in the figures.

As we can see, the quality of the KGraph produced by our index

was comparable to that of the baseline method. Both of them were

close 100%. For example on DEEP1B dataset, when 𝐾 = 16, 𝑛 = 10
5

and |𝑠 | = 75%, the restored KGraph accuracy of ARKGraphDelta
and baseline were respectively 0.977 and 0.980. This is because our

ARKGraph index is a lossless compression of the brute-force index,

which consists of a KGraph for every search key range.

6.4 Scalability
In this section, we evaluate the scalability of our best index ARK-
GraphDelta and compare it with the baseline method. We vary 𝑛

the number of vectors in the dataset in [104, 105, 106] and report

the index time, index size, query latency, and query accuracy. The

results are shown in Figures 12 and 13. As we can see, with the

increase in the dataset size, the index time and index size scaled

very well. For example, on DEEP1B dataset, when 𝐾 = 16 and 𝑛
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Figure 8: Evaluating MNNG𝑀 on KGraph query processing.
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Figure 9: Evaluating delta compression methods.
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Figure 10: Evaluating range KGraph query processing on DEEP1B.
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Figure 11: Evaluating range KGraph query processing on BigGraph.
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Figure 12: Evaluating scalability of ARKGraphDelta index construction.
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Figure 13: Evaluating scalability of range KGraph query processing using ARKGraphDelta.

increases from 10
5
to 10

6
, the index time for ARKGraphDelta in-

creases from 14.22s to 864.28s and the index size increases from

0.21GB to 2.71GB. This is consistent with our complexity analy-

sis. Moreover, the query accuracy was close to 100% for different

dataset sizes 𝑛 and different query widths |𝑠 |. With the increase

of the dataset size 𝑛 or the increase of the query width, the query

accuracy almost remained unchanged. For example, on DEEP1B

dataset, when 𝐾 = 16, |𝑠 | = 75%, and 𝑛 increases from 10
5
to 10

6
,

the corresponding restored KGraph accuracy is 0.972 and 0.974.

In the meanwhile, the query latency scaled almost linearly with

the dataset size 𝑛. For example, under the same conditions as the

last example, the corresponding query latency for 𝑛 = 10
5
and

𝑛 = 10
6
is 7.66ms and 11.81ms. The good scalability is attributed

to the effectiveness of our index algorithm and query processing

algorithm.

7 RELATEDWORK

Approximate K-Nearest-Neighbor Graph Construction. There
are a few works on KGraph construction [16, 18, 51, 59]. The most

popular one is NNDescent [16]. It starts with a random KGraph
and then repeatedly refines each vector’s neighbors with its neigh-

bors’ neighbors. When the process converges, the KGraph is re-

turned. [16] until converge. Tang et al. [51] improves NNDescent

for visualizing large-scale high dimensional vectors. Instead of start-

ing with a random KGraph, it proposes to use random projection

trees to construct an initial KGraph. EFANNA proposes to use the

KD-tree [11] to find an initial KGraph for NNDescent [18]. Zhang

et al. [59] proposes to use locality sensitive hashing for KGraph
construction.

Approximate Nearest Neighbor Search (ANNS).Due to the well-
known “curse of dimensionality” phenomenal [29], tree-structured

indexes for multi-dimensional data such as the KD-tree [11], R-

tree [25], TV-tree [36], and Quad-tree [17, 48] would not work in

high dimensional space. Locality Sensitive Hashing (LSH) [4, 5, 14,

20, 22, 28, 29, 38, 49, 52, 53], product quantization (PQ) [3, 6, 21,

31, 37, 42], and proximity graphs [19, 40] are the cornerstone of

almost all the existing index structures and algorithms for ANNS.

LSH uses specific hash functions to hash the vectors such that

nearby vectors are more likely to be placed in the same bucket

than far away vectors [29]. Product quantization (PQ) compresses

the high dimensional vectors to small “codes” and the distance of

two vectors can be efficiently estimated with their PQ codes by

table lookup [6, 10, 21, 23, 31, 32, 37, 42]. The graph-based methods

build a graph as the index and use the best-first search [47] to find

the approximate nearest neighbors of a query [7, 19, 27, 30, 33, 39,

40]. The most popular graph index is hierarchical navigable small-

world graph (HNSW) index [33], which achieves the state-of-the-art

performance [1, 8].

Multi-ModalApproximateNearestNeighbor Search.Themulti-

modal ANNS query is referred to as the “hybrid query” in AnalyticDB-

V [57], “attribute-filtering query” in Milvus (a.k.a., Zilliz) [56], and

“subset search query” in Rii [41]. AnalyticDB-V [57] proposes four

query plans for the hybrid query and uses a cost model to choose an

optimal one. The four query plans are simple permutations of index

scan (on the search key) and two variant product quantization (PQ)

scans (on the vector attribute). Milvus [56] is a vector database sys-

tem. In addition to the four query plans developed in AnalyticDB-V,

it also implements a partition-based query plan, which partitions

the dataset and uses a cost-model to choose an optimal plan from

the four query plans for each partition. Matsui et. al [41] propose

reconfigurable inverted index (Rii). It scans all the PQ codes in the

query range if the query range is smaller than a threshold; other-

wise, it uses the traditional inverted index to filter the PQ codes first

and then checks the search keys. All these systems follow two triv-

ial strategies, ANNS-first and range-first. ANNS-first is inefficient

when the query range is small, while range-first takes a prolonged

time when the query range is large.

8 CONCLUSION
We study the all-range approximate K-nearest-neighbor graph in

this paper. Given a set of vectors, each associated with a search key

value, we aim to build an index that takes a search key range as the

query and produces an approximate K-nearest-neighbor graph of

vectors in the query range. We develop a series of novel techniques

to reduce the index size. We formally prove our ARKGraph index

size is 𝑂 (𝐾𝑛 log𝑛) on average where 𝑛 is the number of vectors.

We develop efficient indexing algorithm to directly construct the

ARKGraph index. It can process range KGraph queries in almost

real-time. Extensive experiments on real-world datasets show that

ARKGraph index significantly outperformed the baseline method

and achieved small index size, low query latency, and good scala-

bility.
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