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ABSTRACT
Modern data analytics pipelines are highly dynamic, as they are
constantly monitored and fine-tuned by both data engineers and
scientists. Recent systems managing pipelines ease creating, de-
ploying, and tracking their evolution. However, privacy concerns
emerge as many of them are deployed on the public cloud with less
or no trust. Unfortunately, the unique nature of pipelines prevents
the adoption of existing confidential computing techniques with
different computational patterns and large performance overhead.
Being a potential approach, trusted execution environments (TEEs)
are efficient in protecting the confidentiality and integrity of data
and computation. However, fast-changing pipelines with latency re-
quirements bring the challenge of reducing the cold start overhead—
the main bottleneck in the latest TEE. To support end-to-end private
pipeline evolution, we present SecCask, a TEE-based data analytics
pipeline management system. SecCask overcomes the problems
of a naive design that isolates complete pipeline execution in one
enclave by administering enclaves and runtimes. To reduce cold
start overheads, our approach consists of reusing trusted runtimes
for different pipeline components and caching them to avoid the
cost of initialization. We leverage the latest Intel SGX to conduct
experiments on representative workloads. The results demonstrate
that SecCask reduces the total execution time by 68.4% compared
to not reusing, is faster than running all components in one enclave,
and incurs a modest average performance overhead of 29.9% over
insecure baselines.
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1 INTRODUCTION
Modern data analytic pipelines are not static. While traditional data
pipelines are created by expert data engineers for specific business
(OLAP) applications, many of today’s pipelines are created by data
scientists and are more exploratory in nature. In particular, they
are fine-tuned over many iterations, constantly monitored, and
updated even in production [8, 48, 60]. For example, the pipeline is
updated when new data sources are used when new features are
discovered, when the data distribution changes, or when there are
new runtime libraries.

The ease of managing complex, fast-changing analytics pipelines
drives work in pipeline management systems [6, 10, 32, 35, 58, 59,
65] that automate the creation and execution of pipeline compo-
nents, and track change in data and computation using version
control. Current pipeline management systems have become more
efficient and user-friendly as many of which are being offered as
cloud services, e.g., MLflow, Amazon SageMaker, and Azure Ma-
chine Learning. However, they are not designed with privacy in
mind. In particular, end users must trust the entire system that man-
ages their data and performs computations on it. This assumption
is not tenable, especially in the cloud settings, for two reasons. First,
the system can be compromised either through software vulnera-
bilities or insider threats. Second, users may not be able to upload
raw data or components, considering privacy regulations such as
GDPR, or concerns over intellectual properties.

Hence, protecting data and computation privacy in an untrusted
environment becomes an important while challenging problem. Dif-
ferent techniques are proposed to address it, including differential
privacy [1, 46], homomorphic encryption [7, 38, 42], multi-party
computation [63, 68], etc. However, it is not suitable to adopt these
techniques in a broader pipeline management process. First, most of
them mainly target machine learning (ML) modeling, which is only
one stage of modern pipelines [8]. Second, they are designed with
specific communicative and computational patterns, and compre-
hensive changes in the development workflow are required to work
with these patterns. Third, they suffer from either high communica-
tion or computational overhead (for multi-party computation and
encryption-based techniques, respectively), or loss of accuracy (for
differential privacy techniques), which is not practical for either
large or small data setups.

One approach to providing privacy without the above limitations
is to leverage trusted execution environment (TEE) techniques, e.g.,
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Intel SGX, Arm TrustZone, and Arm Confidential Computing. TEE
protects the confidentiality and integrity of both data and computa-
tion against powerful software adversaries including the malicious
operating system. Existing works demonstrate the viability of us-
ing TEE for various applications despite hardware limitations such
as memory size [15, 22, 26, 39, 45, 66]. The latest release of Intel
SGX significantly loosens the memory limitation, being able to
run memory-intensive application services [16, 34]. Although this
makes it possible to run pipelines directly inside TEEs, we observe
that it does not meet our performance goal. In particular, TEEs
suffer from the cold start problem, where the cost of initializing a
trusted runtime from scratch is high. This type of overhead can
become significant in a typical pipeline evolution, making it a major
issue for efficiency. First, during the early phases, many procedures
are short in execution time and are frequently, repeatedly executed,
as data scientists are exploring the parameter space [48, 61, 65]. Sec-
ond, some pipeline components such as data inference and feature
extraction require low latency.

To target the performance limitations of pipeline privacy preser-
vation and provide an end-to-end solution for pipeline evolution in
an untrusted environment, we present SecCask, a TEE-based secure
and efficient pipeline management system. It allows different user
roles to collaborate on securely creating, scheduling, monitoring,
and executing fast-changing data pipelines. For secure file storage,
we propose Encrypted Filesystem (EncFS) for modules in SecCask to
overcome the limitations of existing TEE file sealing solutions. To
reduce overheads from the cold-starting, SecCask supports runtime
reusing by executing components on compatible cached workers.
We propose a novel caching policy, called Pipeline-aware Caching
(PAC), which is based on access patterns across pipeline compo-
nents. Specifically, PAC analyzes user pipeline submission activities
and predicts probabilities of subsequent component versions based
on two locality properties, spatial locality and temporal locality. By
caching the runtimes that could serve components more likely to
execute for the subsequent pipeline, the system reduces the costly
cold starts for long-term pipeline evolution.

In summary, we make the following contributions:

• We present SecCask, a secure and efficient data analytics pipeline
management system based on TEEs. Unlike existing works using
TEEs for secure ML systems, SecCask manages end-to-end, non-
linear data analytics pipeline evolution, including components
with, e.g., preprocessing, training on small and large datasets,
and inference. To overcome the limitations of existing file sealing
solutions for TEE, we provide SecCask’s modules with a new file
sealing middleware called EncFS.

• We provide a formal definition of the cold start problem in the
context of TEE-based pipelines. We then propose a runtime
reusing strategy and a novel PAC policy to reduce cold start
overheads. It exploits two locality properties, i.e., temporal local-
ity and spatial locality, extracted from the pipeline history.

• We evaluate the effectiveness of PAC through extensive bench-
marks on worker scalability, cold start overheads, EncFS, and
PAC. The results show that PAC is effective in reducing the
impact of cold starts, achieving up to 74.28% more cold start
elimination over the baselines with generic caching policies.

• We test the efficiency of SecCask through two representative
workloads as case studies, where the pipelines come from existing
works. The results show that PAC helps reduce the average
execution time by 68.4%, enabling SecCask a modest overhead
of 29.9% over the insecure baselines, with small EPC overheads.
The remainder of the paper is organized as follows. Section 2

presents the background on pipeline management systems and
TEEs. Section 3 discusses the threat model, goals and challenges,
and the design of SecCask. Section 4 discusses the cold start prob-
lem migrated from serverless computing, provides the problem
definition in TEE, and describes PAC. Section 5 details the imple-
mentation of SecCask. Section 6 presents the evaluation results.
Section 7 reviews the related work before Section 8 concludes.

2 BACKGROUND
2.1 Data Analytics Pipeline
A pipeline represents a series of tasks or procedures serving a data
analytics objective, consisting of various components (or phases), for
example, data gathering, cleaning, preprocessing, model training,
and deployment. The output of one component can become the
input of another. The components are executed in a sequential
or pipelined manner, as the intermediate results are transformed
from the original form to the final output. A pipeline can be linear,
that is, components have at most one input and one output, or the
components with multiple inputs or outputs can form a directed
acyclic graph (DAG). A pipeline management system automates
the creation and management of pipelines.

Most modern pipeline management systems focus on machine
learning pipelines. For example, ModelDB [58] allows users to spec-
ify parameter-metric records, MLflow [10, 65] supports parameter
injection and framework dependency, while ModelOps [20] sup-
ports quality control metrics with a flexible system design. Model-
Hub [35] uses versioning to track model lineage, and MLCask [32]
offers non-linear versioning semantics (e.g., branch and merge) and
a pipeline search tree for efficient merging. These systems, however,
do not protect the security of the data and its computation.

2.2 Trusted Execution Environment
A trusted execution environment (TEE) ensures the confidentiality
and integrity of the data and computation inside the environment
from outside attackers. A TEE can be provisioned by hardware,
software, or a combination thereof. In this work, we focus on utiliz-
ing hardware-based TEEs, in particular ones based on Intel SGX.
However, other TEEs, such as those based on Arm TrustZone or
Arm Confidential Computing, can also be used.

Intel SGX supports TEEs in the form of enclaves [11]. A user
application can create an enclave, and provision private data and
computation to it. The enclave should secure the processing against
powerful attackers, including malicious operating systems and
physical attackers. The CPU provides a series of instructions to
create, enter, and exit the enclave. Enclaves on the CPU share a
protected memory region called Enclave Page Cache (EPC). Until
recently, the system-wise hard limit on EPC is 128MB. The latest
release of SGX, however, extends this limit to 64GB [16, 34].

The security model of SGX makes it challenging to port existing
applications to run inside enclaves. To address this problem, there
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are several shielding frameworks [4, 44, 49, 50, 56] that allow running
unmodified applications inside enclaves. The framework runs in an
enclave, transparently handles requests for operating system (OS)
services, and verifies the OS responses before returning them to
the application. SecCask uses Gramine [56] as it is the most feature-
rich. Other frameworks, such as Occlum, have limited support for
commonly used programming languages and packages.

3 DESIGN
3.1 Threat Model
The goal of the adversary is to learn the raw data or to tamper
with the pipeline execution. SecCask assumes that it has full con-
trol of the software stack in the cloud, either via insider threats
or software vulnerabilities. Also, the adversary can compromise
the cloud file storage to perform attacks on any system metadata,
owners’ uploaded components, and intermediate results of compo-
nent executions. This cloud software stack is mostly closed-source
and represents a significantly larger attack surface. However, the
process running in the enclave, including both the shielding frame-
work and the component code, is trusted not to violate security. For
example, the runtime does not contain exploitable vulnerabilities
and offers secure isolation between different library executions. We
note that this is a common assumption in systems that leverage
TEE [37, 41, 45, 64]. Furthermore, the attack surface of libraries can
be reduced by software verification or state-of-the-art hardening
techniques, e.g., software fault isolation, data flow integrity, and
memory-safe system languages. In addition, the attacker cannot
compromise the hardware protection of the TEEs. The remote at-
testation procedure by Intel SGX is trusted, and we assume that the
owners and the users know the identities of the trusted modules,
e.g., by verifying their public source code.

SecCask does not consider denial-of-service attacks, which are
possible because the cloud provider can refuse to run the enclaves or
trigger random errors during the component execution. We assume
that such attacks can be detected by the end users of the system.
Side-channel attacks (e.g., those based on enclave memory access
patterns [9, 57]), membership inference [51], and model inversion
attacks [36] are also out of scope.

3.2 Goals and Challenges
Our goal is to secure data analytic pipelines with less overhead.
In particular, the system ensures the privacy of inputs, outputs,
intermediate data, and management data, e.g., stages and evolution
history, for pipelines. To achieve these goals with performance
addressed, we leverage Intel SGX to create TEEs to secure pipelines.

A naive design using SGX is to create one enclave per user per
pipeline, where the user attests and provisions the enclave with
the keys for decrypting data. Upon submission of the pipeline via a
secure channel, all pipeline components are executed within the
enclave. However, this design has two limitations. First, there is
no opportunity for sharing pipeline components between different
users, as each enclave holds the entire pipeline. Second, the available
EPC is limited, and the pipeline must fit into EPC to avoid paging
that severely affects performance. However, different pipeline com-
ponents may require different packages, where all packages must
load at the execution’s start, increasing EPC usage. Additionally,

Python, the most prevalent runtime for data analytics and ML tasks,
cannot unload packages. Consequently, components using different
package versions cannot both be executed.

Our approach to addressing the limitations of this naive design
is to break up the pipeline into smaller components and run them
in separate enclaves. There are two challenges with this design.
First, the data flows between enclaves must not leak data. Second,
the cold start overheads, which are needed to prepare the runtimes,
can be large. These overheads comprise enclave creation, runtime
initialization, and package loading, where the first is proportional
to the maximum heap size [16] that is directly related to the mem-
ory consumption of the running components. To address the first
challenge, SecCask ensures that data flow between enclaves is en-
crypted, and only the intended enclave can decrypt the data. For the
second challenge, we design a novel enclave sharing and caching
mechanism that reduces the number of cold starts.

3.3 SecCask Overview
SecCask is a performance-oriented trusted data analytics pipeline
management system for untrusted clouds (Figure 1). It involves four
roles: dataset owners, library owners, users, and the cloud service
provider. Owners prepare component manifests summarizing data
or the required runtime, encrypt them together with component
files, and upload them to the cloud storage. They then attest and
establish a secure channel with a trusted key delivery service (KDS)
and send component keys. Users attest to the coordinator before
submitting pipeline structures. The workspace handles pipeline evo-
lution, metadata, and performance metrics, while the coordinator
schedules pipeline execution over workers. New workers are ini-
tialized with the corresponding component manifest’s runtime and
retrieve keys from the KDS. All entities, including the coordinator,
KDS, workspace, and workers, run inside SGX enclaves.
Pipeline management. Pipelines’ metadata and performance met-
rics, stored in the workspace, are tracked and updated by the co-
ordinator’s workspace manager. SecCask inherits both workspace
and its manager from MLCask [32], which supports collaborative
pipeline evolution and efficient non-linear branching and merging.
Coordinator. Being the core module, the coordinator handles the
pipeline submission requests from users. Internally, it monitors
the running workers, handles requests for new workers, performs
worker-component compatibility checks, sends component mani-
fests to workers to trigger component execution, and manages the
metrics to the workspace through the workspace manager.
Active worker. In SecCask, each library component contains the
code run over some data. It is done by an active worker, managed
by the coordinator. Each worker retrieves the dataset or the output
of the previous component, executes the component code, securely
persists its output to the storage engine, and sends metadata and
performance metrics generated from the execution process back to
the coordinator. The workers can be created on different nodes to
mitigate the EPC limitation.
Cached worker. To reduce component execution overheads due
to cold starts, different components can reuse a worker. A cached
worker is one that finishes a component execution task. Instead of
being terminated, it is marked as inactive and then handed over
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Figure 1: SecCask’s architecture.

to the coordinator. When a compatible component is found, the
coordinator activates it by sending the component manifest.
Storage service. The system relies on untrusted cloud storage
infrastructure to persist pipeline metadata and owners’ component
files, which is vulnerable to unauthorized access. We implement
a utility that encrypts component files with EncFS, discussed in
detail in Section 3.5. The owners run this utility locally to encrypt
their components and upload them to the untrusted cloud storage,
with their keys sent to KDS, dispatched on behalf of the owners.

3.4 Manifest Compatibility
In SecCask, a manifest contains the metadata of a specific entity.
In particular, it can represent a component or a worker. The sys-
tem uses information on manifests to determine whether a given
component can be executed by a given worker.

A dataset manifest contains the owner-specified dataset name
and a version assigned by the workspace manager. Since a dataset
is only used as input for another component, we do not consider its
compatibility with aworker. A librarymanifest specifies its required
environment with the package dependencies. The compatibility
of a library with a worker is determined by the coverage of APIs,
represented by the package versions.

Aworker can be reused to execute a component when the worker
is compatible with the component. We define this compatibility as
the condition that the worker is able to call all its required APIs
without state changes to its manifest by loading packages.

Definition 3.1 (Worker-Component Compatibility). Given aworker
𝑤 with a set of modules 𝑀𝑤 imported, each module𝑚 ∈ 𝑀𝑤 be-
longs to a package 𝐾 (𝑚) with version 𝑉 (𝐾 (𝑚)). For a component
𝑓 which requires a set of packages 𝐾𝑓 with each package 𝑘 ∈ 𝐾𝑓

having version 𝑉 (𝑘), worker 𝑤 is compatible with component 𝑓 ,
defined by 𝜋 (𝑓 ,𝑤), when

𝜋 (𝑓 ,𝑤) ≔ ∀𝑘 ∈ 𝐾𝑓 , ∃𝑚 ∈ 𝑀𝑤 ,𝑉 (𝐾𝑓 )
𝑐
= 𝑉 (𝐾 (𝑚)),

where 𝑐
= means two versions are compatible.

Two types of version compatibility are available. Exact Version
Match regards two versions compatible onlywhen they are identical.
However, this can be too restrictive, especially when upgrading
packages does not affect APIs. To tackle this, the more fine-grained
Semantic Version Match is used to capture API-level compatibility.
Packages adopting this matching strategy must be versioned with
conventions to explicitly indicate API-level compatibility.

Definition 3.2 (Semantic Version Match). Two versions defined
by [43] with the format MAJOR.MINOR.PATCH are semantically
compatible, namely 𝑎 𝑐

= 𝑏, if
(MAJOR(𝑎) = MAJOR(𝑏)) ∧ (MINOR(𝑎) ≤ MINOR(𝑏)).

Note that 𝑐
= is not commutative for semantically compatible.

The examples in Figure 2 demonstrate the compatibility check
results for different scenarios. For Exact Version Match, the runtime
must contain packages with the same versions as specified in the
manifest. If a package is missing or has a different version, the
check fails. For Semantic Version Match, the runtime must contain
packages with compatible versions as defined by Definition 3.2. The
system extracts a list 𝐾𝑤 from the runtime and compares it with
the manifest to perform the check. This list is referred to as the
active packages and is discussed in detail in Section 5.1.
Discussion. The component owner defines the manifest, and there-
fore is responsible for ensuring worker-component compatibility.
In particular, for semantic versioning, the owner needs to check
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Figure 2: Examples of compatibility with (a) Exact Version Match (b) Semantically Compatible. 𝐾𝑤 is the active package list.

that all packages and their dependencies adopt semantic version-
ing. We note that this versioning is increasingly common in prac-
tice [13, 14, 40], therefore we can expect more reusing of workers.
For packages that violate compatibility despite using semantic ver-
sioning [40, 67], we assume the users can detect incompatibility
issues during the execution, and then change the manifest to use
exact versioning. The exact version is automatically derived from
the last successful execution, as recorded in pipeline history.

3.5 Encrypted File Storage
The main challenge in the storage module of SecCask is to make
access to encrypted files transparent to the application. In par-
ticular, the system requires no changes to the code that runs on
a trusted, non-enclave environment. To achieve this, SecCask in-
troduces a middleware layer called Encrypted Filesystem (EncFS).
It sits between the interpreter (Python) and the shielding frame-
work, intercepting filesystem APIs and transparently performing
authenticated encryption and decryption1. EncFS supports random
access by using AES-CTR, where the counter is based on the offset
of the file divided by the block size. Combined with the Galois
message authentication code (MAC) and the Encrypt-then-MAC
approach, the authenticated encryption mode becomes AES-GCM.
EncFS computes one MAC for each page, respecting the page-level
access pattern of OS file maps. Hence, authenticated file accessing
is performed on the pages that cover the given bytes.

For each encrypted file, there is a separate MAC file for storing
the MACs of encrypted pages. For each write, EncFS identifies the
involved page IDs, then writes the encrypted pages to the file, and
writes each MAC at the offset ID ×Ms whereMs is the MAC size. A
read operation first retrieves the corresponding encrypted MACs,
then verifies the decrypted against those of the encrypted pages.

3.6 Key Delivery
In SecCask, the owners encrypt their components and upload them
to an untrusted storage service. The workers running EncFS are
provisionedwith the appropriate decryption keys. A special enclave,
called Key Delivery Service (KDS), receives the decryption keys
and dispatches them to the correct workers.
Encryption. Components are encrypted by AES-GCM. Specifically,
the owner generates a random key and IV as follows. The owner’s
password is hashed, using PBKDF2-HMAC-SHA512, resulting in
a 512-bit random number. The first 𝑘 bits (where 𝑘 ∈ {128, 256})

1We note that this layer is similar to Intel Protected File System, but the latter is not
fully supported by the shielding framework.

are used as the AES key, and the subsequent 96 bits are the IV. The
encryption is performed in parallel, at the page granularity.
KDS. The trusted workers need to load and decrypt components.
The decryption key can be provisioned to the worker directly by
the owner. However, this approach requires the owner to be online
during the execution, and it does not scale for a large number of
workers. The Key Delivery Service (KDS) enclave maintains the
decryption keys and only gives them to trusted workers. The owner
first sends the keys to KDS, using the attestation process described
below. The KDS then uses an SGX feature called sealing to store
the decryption keys on untrusted storage. Sealing ensures that the
keys are encrypted and can only be decrypted by the KDS enclave.

3.7 Attestation
Remote attestation is an important concept and procedure for build-
ing trust with TEE. In short, a hardware-signed quote packing a
computed measurement of an enclave is required to be sent to a
remote verifier to convince it that the enclave is trustworthy [11].
To let the system with multiple modules obtain the trust of user
entities, SecCask builds a custom attestation model with minimal in-
terference to the management process while addressing all security
requirements, illustrated by Figure 3.

There are three main attestation steps in SecCask. The first is
between the owners and KDS after encrypted components are
uploaded to the cloud. The owner checks that it is communicating
with the trusted KDS that faithfully manages and delivers the keys.
The measurement of KDS is known to the owner. SecCask uses
RA-TLS [27] for this attestation, which establishes a TLS channel
through which the decryption keys are sent.

The second attestation is between the users and the coordinator.
The user checks that it is communicating with a trusted coordinator
that correctly updates the pipeline history, schedules the pipeline
execution, and returns the trained models and metrics. The mea-
surement of this trusted coordinator is known to the user. RA-TLS is
used to establish a secure channel between the user and the trusted
coordinator. The user then uploads the pipeline via this channel.

The third attestation is done by KDS and the coordinator to
check that they are communicating with the trusted workers. The
measurements of the trusted workers are known to both KDS and
the coordinator. The KDS uses RA-TLS to attest the workers, and
so does the coordinator. If successful, the execution task and de-
cryption keys are sent to the worker, which loads the components
from the untrusted storage, and then starts the execution.

The TLS channels between workers, KDS, and coordinator, are
reused for different tasks, reducing remote attestation overheads.
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3.8 Security Analysis
We now analyze how SecCask achieves the privacy goal discussed
in Section 3.2, given the threat model in Section 3.1.
Metadata.Themetadata in SecCask includesworkflowdata, namely
the name, the pipeline DAG, and versions of the pipeline history.
It also contains the outputs of the pipeline execution, including
the intermediate results as well as other system parameters. The
metadata is maintained by the coordinator enclave, either in its
enclave memory or in the encrypted files. The key for decrypting
the encrypted metadata is derived from the enclave’s sealing key,
therefore only the coordinator enclave can decrypt it.

The coordinator attests to the other enclaves, then establishes se-
cure channels with them before transmitting metadata through the
channels. This ensures that the data exchanged between enclaves
are protected, and only the correct enclaves can decrypt the data.
Worker. A worker loads and decrypts the component with the key
provisioned by KDS. It also exchanges encrypted metadata with
the coordinator. Both KDS and the coordinator attest to the worker
before sending the key or metadata. The security of the attestation
protocol ensures that only workers that are allowed by the pipeline
can receive the key and metadata. Since we assume that the enclave
for a worker is secure, all data and computation in it are protected.
Components. The component owner performs attestation with
KDS before sending it the key to decrypt the component on the
untrusted storage. The key stored in the enclave is sent only to
attested workers about to execute the corresponding component.
Since KDS is trusted, the adversary cannot introduce a malicious
component to the pipeline, as it will not be accepted by the coordi-
nator. Furthermore, after each execution, the worker runtime rolls
back to its initial state. Therefore, it can be reused for other tasks
without leaking information from past executions.
Side channels. SecCask starts modules and workers in separate
enclaves. Although the data communicated between them are en-
crypted, we acknowledge that the necessary cross-enclave inter-
actions introduce undesirable side-channel leakages. Compared to
the naive design of running the entire pipeline in one enclave (Sec-
tion 3.2), the adversary, by observing cross-enclave communication,
can learn two more things. First, it learns the structure of pipelines
by observing how many enclaves are created, and how data flows
between them. Second, for each component, it learns the resource
consumption profile and the sizes of the output. These can be used,

e.g., to infer the type of each component: the training component is
CPU intensive, the feature extraction component produces smaller
output than its input, etc. Closing this channel, however, is chal-
lenging. In particular, to hide output sizes, it is necessary to pad
the output to the maximum output size of all components. To hide
resource consumption, techniques such as oblivious data access
and computation padding are required. To hide the data flow, it may
be necessary to support oblivious or delayed data access, which
incurs significant overheads [21]. We leave the question of how to
use them in SecCask to future work.

4 MITIGATING COLD START
In this section, we describe the cold start problem in TEEs and
propose a novel caching policy called Pipeline-aware Caching (PAC)
that reduces cold starts while maintaining high resource utilization.

4.1 Cold Start
Starting an execution environment takes time. Cold start measures
the time taken from when the system starts the execution environ-
ment to when it is fully ready to execute, i.e., the latency of system
initialization. This depends on the environmental requirements of
the user, e.g., the package dependencies.

Our approach to reducing cold starts for TEEs is inspired by
works in a slightly different setting, namely serverless computing.
A serverless platform starts fresh runtime to serve user functions
when the workload increases, which includes starting a new con-
tainer and loading dependent packages. However, most user re-
quests are short-lived and the cold start overhead dominates the
end-to-end latency [47]. Approaches to reducing it include main-
taining a pool of warm containers that are ready to handle request
spikes [31, 52, 54], predicting future loads and provisioning the
runtime in advance based on user history [12, 19, 47], lightweight
isolation that reuses dependencies and runtimes [2, 3, 17], etc.

4.2 Worker Reusing Objective
Reuse of workers effectively reduces the cold start overhead when
more compatible workers are predicted and cached for incoming
components. Hence, the objective is to maintain a worker pool that
maximizes the probability of having a compatible worker for a new
component, which performance is determined by the caching policy.
To this end, we introduce representations of pipelines, their history,
and other prerequisite information to predict, before specifying the
worker reusing objective.
Pipeline. In a data analytics pipeline, the data is transformed
through a sequence of components. More precisely, a pipeline is de-
fined as a DAG𝐺 = {F , E}, where 𝑓 ∈ F represents a component
and 𝑒 ∈ E represents the data flow between consecutive compo-
nents. Given a component 𝑓 , its succeeding components (which
accept the output of 𝑓 ) and preceding components (which feed
their outputs to 𝑓 ) are defined as 𝑠𝑢𝑐 (𝑓 ) and 𝑝𝑟𝑒 (𝑓 ), respectively.
A pipeline 𝐺 preserves the following relationship:

∀𝑖, 𝑗,
(︁
𝑓𝑖 , 𝑓𝑗 ∈ F ∧ 𝑒𝑖 𝑗 ∈ E

)︁
−→

(︁
𝑓𝑗 ∈ 𝑠𝑢𝑐 (𝑓𝑖 ) ∧ 𝑓𝑖 ∈ 𝑝𝑟𝑒 (𝑓𝑗 )

)︁
.

A component 𝑓𝑖 can either be a dataset containing the data, or a
library performing transformation𝑦 = 𝑓𝑖 (𝑥 | 𝜃𝑖 ) over the outputs of
its preceding component 𝑥 with the parameter𝜃𝑖 . Each 𝑓𝑖 is assigned
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a semantic version 𝑣 (𝑓𝑖 ) of the form ⟨schema.increment⟩, where
schema represents the version of output schema which must be
increased once changed, and increment denotes the algorithm-
level changes not affecting the output schema.
Pipeline history. In order to achieve the objective, the history
of the users’ submitted pipelines can be important to realize an
effective worker reusing policy. We denote H as a sliding window
of pipeline submission history. It contains𝑀 pipelines with times-
tamps from 𝑖 −𝑀 + 1 to 𝑖:

H(𝑖 ) =
(︂
p(𝑖−𝑀+1) p(𝑖−𝑀+2) · · · p(𝑖 )

)︂
,

where p(𝑖 ) contains the components’ version vector at 𝑖 , i.e.,

p(𝑖 ) =
(︂
𝑣 (𝑓1) (𝑖 ) 𝑣 (𝑓2) (𝑖 ) · · · 𝑣 (𝑓𝑗 ) (𝑖 ) · · ·

)︂⊤
.

Each component in a pipeline is given an index, and we define a
partial order on the indices as follows.

Definition 4.1 (Order of Component History). Given a pipeline p,
the following holds:

∀𝑓𝑖 , 𝑓𝑗 ∈ F ,
(︁
𝑖 < 𝑗

)︁
−→

(︁
𝑓𝑖 ≺ 𝑓𝑗

)︁
,

where ≺ satisfies

∀𝑖, 𝑗,
(︁
𝑓𝑖 ≺ 𝑓𝑗 ∧ 𝑒𝑖 𝑗 ∈ E

)︁
−→

(︁
𝑓𝑗 ∈ 𝑠𝑢𝑐 (𝑓𝑖 ) ∧ 𝑓𝑖 ∈ 𝑝𝑟𝑒 (𝑓𝑗 )

)︁
.

Version score matrices. Components stored in the system have
different versions. We capture the probability of a component 𝑓𝑗
having a specific version using a version scorematrix (VSM), denoted
by S𝑗 . The matrix covers all possible versions of 𝑓𝑗 , where each
element 𝑠 𝑗𝑚𝑛 denotes the probability that the next occurrence of 𝑓
in a new pipeline has version ⟨𝑚.𝑛⟩. More specifically,

S𝑗 =

⎛⎜⎜⎜⎜⎜⎝
𝑠
𝑗

00 𝑠
𝑗

01 · · · 𝑠
𝑗

0𝑑
𝑠
𝑗

10 𝑠
𝑗

11 · · · 𝑠
𝑗

1𝑑
...

...
. . .

...

𝑠
𝑗

𝑐0 𝑠
𝑗

𝑐1 · · · 𝑠
𝑗

𝑐𝑑

⎞⎟⎟⎟⎟⎟⎠
,

where 𝑐 = max{schema(𝑓𝑗 )}, 𝑑 = max{increment(𝑓𝑗 )}.
Worker reusing objective. Given the definitions of VSM and
pipeline history, we observe the transformation of the VSM S𝑗 at the
timestamp 𝑡𝑖 given the pipeline history until 𝑡𝑖−1. The probabilities
of component versions at the next timestamp are only based on
those at the current timestamp and the pipeline history, i.e. the
next S𝑗 is determined by the current S𝑗 and H, hence denoted by
S(𝑖 )
𝑗

= 𝐴(S(𝑖−1)
𝑗

;H(𝑖−1) ). Here, we omit timestamp indicators to
simplify the formulation. The worker reusing objective can then
be realized by choosing the version in the transformed VSM with
min (max) probability to be reclaimed (preloaded), i.e.,

𝑣− (𝑓𝑗 ) = argmin
𝑣𝑚

{(𝐴(S𝑗 ;H))𝑚 | 𝑓𝑚 ∈ F ∗},

𝑣+ (𝑓𝑗 ) = argmax
𝑣𝑚

{(𝐴(S𝑗 ;H))𝑚 | 𝑓𝑚 ∈ F },

where F ∗ = {𝑓 | 𝑓 ∈ 𝑝, 𝑝 ∈ 𝐻𝑖 } represents the last executed
components (i.e., those components having a compatible worker
in the worker pool). This process can be repeated several times to
make multiple reclaiming and preloading.

The objective with the notion of VSM is then mapped to the
problem of designing the transformation function 𝐴 that supports
the state transition of S𝑗 across different timestamps.

4.3 Pipeline-aware Caching
Wedescribe a heuristic caching policy, called Pipeline-aware Caching
(PAC), that aims to realize the worker reusing objective. It is guided
by two locality properties: temporal locality and spatial locality,
each of which has a respective 𝐴 function transforming the VSM.
The policy enables predicting the component versions which are
more (less) likely to be chosen in the next submitted pipeline. We
first introduce a quantitative method to manipulate the VSM.
VSM scaling function. Given a set of versions being predicted
as more likely to occur in the future, the VSM scaling function
decreases the scores of the other versions in favor of the selected
one (i.e., the target) while preserving the grand sum of the VSM.

When the target is a single version, the entry-level scaling takes
as input the schema.increment pair ⟨𝑚,𝑛⟩, and uses a factor 𝛼 to
adjust the intensity. The VSM transformation then becomes

𝐴(S;𝑚,𝑛, 𝛼) = (1 − 𝛼)S + 𝛼e(𝑚,𝑛),

where

e(𝑚,𝑛) =
(︁
𝑒𝑖 𝑗

)︁
=

{︄
1, 𝑖 =𝑚 ∧ 𝑗 = 𝑛
0, otherwise

,∀𝑖, 𝑗 .

When the target is a set of versions V, the scaling cannot be per-
formed iteratively on each element in V, as the entry-level scaling
function is not associative. Instead, a batched scaling function is
used in the VSM transformation as follows:

𝐴(S;V, 𝛼) = (1 − 𝛼)S + 𝛼

𝑐𝑎𝑟𝑑 (V)
∑︂

𝑚,𝑛∈V
e(𝑚,𝑛) .

Using the aforementioned scaling functions, PAC utilizes two local-
ities extracted from the version patterns during pipeline evolution
to transform the VSM across different timestamps.
Temporal locality. The temporal locality refers to the property
that a component in a recently submitted pipeline is likely to be
submitted again. In particular, the user is likely to use the same
component with a different input in a new pipeline. This is similar
to the temporal locality property in the database and CPU caching.
To leverage it, the key idea is to favor the versions of recently
executed components. More specifically, PAC assigns lower scores
to the versions that are further in the pipeline history window.

Algorithm 1 details the function VSMTransformTL that trans-
forms VSMs based on temporal locality. Given the last VSMs of all
components S(𝑖−1) , the pipeline history H, and the intensity factor
𝛼 , it first makes a copy of VSMs, then goes through all components
in the pipeline, and for each component, it collects the versions
appeared in the previous pipelines into a set V (line 6). Then it
iterates over V and filters the version in the latest pipeline to the
set V𝑐 (line 7-10). The versions in V𝑐 are sent to the VSM scaling
function 𝐴 that assigns them lower scores in the VSM (line 11).
Spatial locality. The spatial locality refers to the property that if a
component changes between two consecutive submitted pipelines,
then it is likely to change again. This property captures the ex-
ploration phase for data analytics pipeline development, in which
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Algorithm 1: Transforming VSMs with temporal locality.
Input: S(𝑖−1) = {S(𝑖−1)

𝑗
}: Last VSMs; H(𝑖−1) : Last pipeline history;

𝛼 : Intensity.
Output: S(𝑖 ) : Next VSMs.

1 Function VSMTransformTL(S(𝑖−1) ,H, 𝛼 )
2 S(𝑖 ) ← S(𝑖−1)

3 p←the last pipeline in H
4 for 𝑘 ← 1 to 𝑐𝑎𝑟𝑑 (p) do
5 ⟨𝑓1,𝑚1 .𝑛1 ⟩ ← 𝑘’s component in p
6 V← versions of 𝑓1 in H\{p}
7 V𝑐 ← {}
8 for (𝑣 = ⟨𝑓2,𝑚2 .𝑛2 ⟩) ∈ V do
9 if 𝑓1 = 𝑓2 and (𝑚1 ≠𝑚2 or 𝑛1 ≠ 𝑛2) then
10 V𝑐 ← V𝑐 ∪ {𝑣}

11 S(𝑖 )
𝑓1
← 𝐴(S(𝑖 )

𝑓1
;V\V𝑐 , 𝛼 )

Algorithm 2: Transforming VSMs with spatial locality.
Input: S(𝑖−1) = {S(𝑖−1)

𝑗
}: Last VSMs; H(𝑖−1) : Last pipeline history;

𝛼 : Intensity.
Output: S(𝑖 ) : Next VSMs.

1 Function VSMTransformSL(S(𝑖−1) ,H, 𝛼 )
2 S(𝑖 ) ← S(𝑖−1)

3 p(𝑡 ) , p(𝑡−1) ←the last, second pipeline in H
4 for 𝑘 ← 1 to 𝑐𝑎𝑟𝑑 (p(𝑡 ) ) do
5 ⟨𝑓1,𝑚1 .𝑛1 ⟩, ⟨𝑓2,𝑚2 .𝑛2 ⟩ ← 𝑘’s component in p(𝑡 ) , p(𝑡−1)

6 if 𝑓1 = 𝑓2 and
7 ((𝑚1 =𝑚2 and 𝑛1 ≠ 𝑛2) or (𝑚1 ≠𝑚2 and 𝑛1 = 𝑛2)) then
8 for ℎ ∈ {from first to 𝑘’s component in p(𝑡−1) } do
9 S(𝑖 )

ℎ
← 𝐴(S(𝑖 )

ℎ
;V\{versions of ℎ in p(𝑡−1) }, 𝛼 )

10 if𝑚1 =𝑚2 and 𝑛1 ≠ 𝑛2 and
11 version ⟨𝑚1, 2𝑛2 − 𝑛1 ⟩ exists for 𝑓1 then
12 S(𝑖 )

𝑓1
← 𝐴(S(𝑖 )

𝑓1
;𝑚1, 2𝑛2 − 𝑛1, 𝛼 )

13 if𝑚1 ≠𝑚2 and 𝑛1 = 𝑛2 and
14 version ⟨2𝑚1 −𝑚2, 𝑛1 ⟩ exists for 𝑓1 then
15 S(𝑖 )

𝑓1
← 𝐴(S(𝑖 )

𝑓1
; 2𝑚1 −𝑚2, 𝑛1, 𝛼 )

users try different versions of the code or data until satisfied with
the results. This property is similar to the spatial locality in the
database and CPU caching, as the versions are closer in number. To
leverage it, the policy assigns higher scores to the next versions of
the component that is modified more recently.

Algorithm 2 details the function VSMTransformSL that trans-
forms VSM based on temporal locality. Given the same inputs as
VSMTransformTL, after performing the same VSM copying, the al-
gorithm fetches two consecutive pipelines in the submission history
(line 5). Then, for each component 𝑓 in the two pipelines, it checks
for a pattern of continuous version increment, by checking if the
consecutive versions change only in either schema or increment
(line 6-7). If so, the algorithm uses this pattern to update VSMs
to better predict the next submission. Specifically, it predicts the
next iteration of this pattern, namely ⟨𝑚1, 2𝑛2 −𝑛1⟩ for the schema
change and ⟨2𝑚1−𝑚2, 𝑛1⟩ for the increment change, as more likely

to occur in future pipeline submissions. It then increases the cor-
responding values in 𝑓 ’s VSM, if the component with that version
has already been submitted to the system (line 10-15).

5 IMPLEMENTATION
In this section, we describe some implementation details of SecCask.
We explain how a worker runtime tracks packages based on the
imported modules, how manifests are extended to accelerate the
compatibility check, and how EncFS is implemented for Python.

5.1 Active Packages
In programming languages like Python, a package is a software
library that implements a set of functionalities. It can contain one
or more modules that are loaded statically or dynamically at run-
time. Developers organize the modules without standard rules. For
instance, modules may have different names from their package,
adding difficulty as the version numbers are only applicable to pack-
ages. To tackle them in compatibility check, SecCask introduces the
notion of active packages, which have at least one module imported
in the runtime. The checks are then performed by comparing active
packages with package requirements in the component manifest.

Deriving the active packages of a worker comprises two parts:
building a module-package mapping and retrieving packages for
the active modules. The former gets all the module names related
to a specific package. For Python, this is done by reading the file
"top_level.txt" inside the "egg_info" metadata directory of the pack-
age. Being trusted files in the shielding framework, the hash of these
files is stored in the enclave to protect them against tampering.

5.2 Compatibility Check
For data analytics tasks, checking the compatibility for individual
packages can be expensive, as many packages are used to simplify
the development. SecCask accelerates it by extending the library
component manifest (see Listing 1 for an example) to perform a
three-phase check. The first phase compares the semantic version
of the new component to that of the last executed one, and checks
if the names and versions match. Note that matching the major
versions alone is not sufficient, as the output schema equivalence
does not mean the code generates outputs using the same pack-
ages. If phase 1 fails, the second phase uses a hash function to
summarize the package information and compares the hash with
the pre-computed hash of the required packages. Here we use SHA-
256 over the dumped JSON string of the sorted dictionary with all
packages and their versions. If phase 2 fails, the third phase checks
package compatibility by comparing the active packages against
the requirements in the manifest, using either of the version com-
patibility types introduced in Section 3.4. The package names and
their versions in the component manifest are used for this check.

5.3 Encrypted Filesystem
We modify the file object operational functions of the Python in-
terpreter to implement EncFS. The middleware also adds stubs of
global variables to store, e.g., encryption keys, which the modified
functions read. The worker links libpython.so and sets up EncFS
dynamically by initializing and configuring these global variables.
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type: library
name: imagenet -alexnet -cnn -training
# Phase 1 - Library Version Compatibility
version: master@1 .4
# Phase 2 - Package Hash
hash: c41447ee05f4ccd6 ...088082 dec5c92b30
# Phase 3 - Package Version Compatibility
packages: # Exact Version Match

numpy: 1.22.4
matplotlib: 3.6.2
...

packages_semver: # Semantic Version Match
tensorflow: 2.9.1
tqdm: 4.64.1
...

Listing 1: Example of a library manifest.

We use OpenSSL 1.1.1 for AES. However, it does not provide
dedicated APIs for GMAC. As a workaround, we compute it by lever-
aging GCM’s authentication-only mode. Specifically, an AES-CTR
context is first used to encrypt pages. The ciphertext is then sent as
additional authenticated data into an AES-GCM context. Running
encryption in this context computes GMAC for the ciphertext.

6 EVALUATION
In this section, we evaluate the performance of SecCask.

6.1 Workloads
We use four sets of workloads in the experiments. PAC and MLPerf
Training workloads are for microbenchmarks, while AutoLearn and
Sentiment Analysis workloads are for case studies.
PAC workload. PAC depends on a number of hyperparameters,
namely the size of the worker pool 𝑃 , the size of pipeline history
𝑀 , and the factor 𝛼 for the VSM scaling function. To evaluate their
impact, we create a PAC workload with only version information.
It consists of 800 pipelines without branching, each of which has
5 components executing in linear order. This synthetic workload
captures real-world activities in which a user performs exploration
in the component search space of a final pipeline.
MLPerf Training workload. We use MLPerf Training [33] to
evaluate the storage overhead. This workload contains file access
patterns of real-world data analytics andmachine learning pipelines.
We use a recent version of MLPerf Training benchmark2 that con-
tains eight tasks. Among them, six preprocessing tasks are used for
evaluating the end-to-end performance of the storage component3.
AutoLearn workload. AutoLearn [25] is an algorithm that au-
tomates feature engineering by mining, generating, and selecting
correlated features to improve model training performance. Figure
4 shows the pipeline evolution of this workload, which uses UCI
Sonar dataset as the DS component and includes four library com-
ponents: IG for preprocessing based on Information Gain, DR for
dependent regression on processed data, and Stable for selecting
2https://github.com/mlcommons/training/commit/e6f45a4dbc7e85d2
3The reinforcement learning task does not have a dataset and its corresponding prepro-
cessing phase, while the single stage detector task stores processed data in a standalone
MongoDB database, which violates our system model.

0.0 0.0 0.0 0.0 0.0
DS IG DR Stable Model

dev@0.0 0.0 0.0 0.0 0.0 0.0

dev@0.1 0.0 0.0 0.0 0.0 0.1

dev@0.2 0.0 1.0 1.0 0.2 0.1

dev@0.3 0.0 1.0 1.0 0.2 0.2

master@0.20.0 0.0 1.0 0.2 0.0

master@0.10.0 0.0 0.0 0.1 0.0

master@0.0

master@0.30.0 0.0 1.0 0.3 0.0

master@1.00.0 A.B C.D E.F G.H

Figure 4: Pipeline evolution of AutoLearn workload.
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Figure 5: Pipeline evolution of Sentiment Analysis workload.

stable features fed into Model component with different models,
such as SVM, AdaBoost, and Random Forest. The workflow cap-
tures a common pipeline evolution having two branches, master
and dev, which are developed independently and later merged us-
ing the metric-based mechanism from MLCask. For simplicity, we
ignore the merge operation in our experiments.
Sentiment Analysis workload. This workload is derived from
LDA-Reg’s experimental study, which tunes neural network param-
eters based on the knowledge extracted from external corpora [62].
Figure 5 shows the pipeline evolution of this workload, which
uses Sentence Polarity dataset with Large Movie Review dataset
as the external corpora, packed into the DS component. It includes
four library components: PP for preprocessing, GE for generating
embeddings, and GV for generating feature vectors fed into MLP
component with a multilayer perceptron. The workflow represents
another common pipeline evolution, in which the pipeline devel-
opment is incremental, with components updated iteratively as
hyperparameters are tuned. The best component combination is
then merged into the master branch using metric-based merging.

6.2 Baselines
To evaluate the PAC’s effectiveness, we implement different caching
policies in SecCask. In particular, we implement least-recently-used
(LRU), least-frequently-used (LFU), and first-in-first-out (FIFO), and
compare their performance with PAC.

For EncFS microbenchmark, Intel Protected Filesystem is com-
pared as a baseline solution. Besides in enclaves, tests also include
executing outside to analyze trusted overheads for storage.

To evaluate the overhead of end-to-end trustworthy pipeline ex-
ecution and PAC in production-ready pipelines, we implement four
variants of SecCask. Untrusted is a baseline that runs the system out-
side SGX enclaves. Trusted represents the system running modules
inside enclaves, with remote attestation enabled. Trusted, Singleton

2493

https://github.com/mlcommons/training/commit/e6f45a4dbc7e85d2


Table 1: Breakdown of cold start overhead excluding enclave creation and framework loading.

Setup Worker Check Worker Pool Establish TLS Connection Establish RA-TLS Connection Generate Worker Manifest Dispatch Execution Task
Untrusted New 15.8ms ± 3.7ms 21.9ms ± 4.5ms - 1669.9ms ± 568.6ms -

Cached 14.3ms ± 3.9ms - - - 12.5ms ± 12.2ms
Trusted New 25.1ms ± 22.8ms - 741.3ms ± 270.4ms 2674.6ms ± 963.9ms -

Cached 16.1ms ± 5.1ms - - - 11.8ms ± 8.3ms
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Figure 6: Relative execution time together with numbers of
page faults and I/Os of concurrent workers.

is a special setup running all components in a single worker. This
has a strict assumption that all packages are compatible across a
workflow, as discussed in the challenges. We adapt the workloads
to this requirement. Trusted, PAC adds compatibility checks and
PAC to Trusted to reduce cold start overheads.

We omit the comparison against non-private pipeline manage-
ment systems, e.g., ModelDB [58],MLflow [10, 65], andMLCask [32].
All our experiments on the pipeline evolution of these systems show
negligible differences from the untrusted mode of SecCask.

6.3 Experimental Setup

Hardware andOS.We run our experiments on a server with 2 Intel
Xeon Gold 6342 CPUs @ 3.5GHz and 512GB of memory. This server
supports the second generation of SGX (SGXv2). The EPC size is
set to 32GB. The OS is Ubuntu 20.04 with Linux kernel 5.15.0-43.
Shielding framework. SecCask uses Gramine [56] for shielding
applications inside enclaves.We observe that giving fewer resources
to Gramine will improve the performance of a single-user appli-
cation, but are more likely to crash during the execution. Unless
explicitly indicated, we experimented with the configurable param-
eters (stack size, max heap size, thread number, etc.), and set them
to the lowest values that do not crash the workers.

6.4 Microbenchmark

Worker scalability.We analyze the scalability of workers by mea-
suring the execution time with increasing numbers of concurrently
executing components in one node, each occupying an enclave.
We use 8 library components from the AutoLearn and Sentiment
Analysis workloads, which have different execution patterns.

Figure 6 shows the relative execution time, the number of page
faults, and the number of I/O with concurrently running workers
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Figure 7: The two major overheads of cold starts.

over that of a single worker. We also measure the number of page
faults and I/Os, to understand whether the execution is memory
or I/O intensive. We omit the results for DR, Stable, Model, and
MLP, as they are similar to that of IG. It can be seen that the impact
of concurrent workers on IG is small. For PP and GV from the Sen-
timent Analysis workload, there are knee points after which the
overheads increase significantly, even though they remain reason-
able with fewer than 16 concurrent workers. This can be explained
by the sharp increases in page faults and I/O after the knee points,
indicating that the workers are contending for memory and I/O
resources. GV has a more stable increase for average execution time,
but the standard deviation becomes larger with more concurrent
workers. This is because this component writes a large amount of
data, which causes the hard disk to be the bottleneck.
Cold start overheads. To understand how SecCask reduces the
impact of cold starts, we measure the overhead for initializing a
pipeline component, both in trusted and untrusted settings (with
and without enclaves, respectively). We break down the duration
from when a component execution is requested, to when the com-
ponent begins its execution, into six stages.

Table 1 shows the latency of different stages, except for the
most time-consuming stage of worker creation and framework
loading, which we discuss later. Generating a worker manifest
incurs a large overhead, as it requires a number of reading from
the storage. However, this is a one-time cost, incurred only when
new packages are imported during component execution. The total
cost of performing remote attestation and establishing the secure
channel is less than one second. The other stages have similar costs
in the untrusted settings as in the trusted ones.

We examine the overhead of creating a worker and loading the
framework in more detail. Figure 7 shows this cost with increasing
heap sizes. The left figure shows the worker creation time, which
includes creating an enclave, loading the shielding framework, and
loading the runtime. The cost is linear with the heap size until
the size exceeds the EPC memory limit (32GB in our experiments).
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Figure 8: Number of cold starts on PAC workload with PAC-TS, LRU, LFU, and FIFO.
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Figure 9: Relative execution time and I/O rates of components
in MLPerf Training workload.

After that, the slope becomes steeper. For framework loading, we
measure the cost for PyTorch, Scikit-Learn, and TensorFlow. This
cost is lower than that of worker creation and is independent of the
heap size. In summary, the cold start latency can be in the order of
minutes, which is a significant overhead for small pipelines.
EncFS.We execute and record execution time for the preprocess-
ing tasks in MLPerf Training workload, namely image classifica-
tion (imgcls), image segmentation (imgseg), language modeling
(langmdl), object detection (objdtct), recommendation (recomm)
and speech recognition (sphrcg).

Figure 9 shows the latencies relative to the longest task. The
figure depicts the I/O rates, demonstrating that some tasks are
more I/O intensive than others. The result shows that EncFS in-
troduces small overheads across different I/O access patterns. It
significantly outperforms Intel PFS for I/O intensive tasks, since
EncFS is carefully designed to align with the OS file access patterns.
Impact of PAC. To show the effectiveness of PAC, we perform a
comprehensive grid search over the parameter space of the three
hyperparameters. The values of 𝑃 and𝑀 are chosen from 8 to 13
and from 4 to 13, respectively, while 𝛼 is in the range [0, 0.6].

Table 2 summarizes the benefits of PAC over the other caching
policies. It shows the impact of individual localities (TO for temporal
locality only, SO for spatial locality only) and of PAC that combines
both localities (TS). It can be seen that combining both spatial
and temporal locality helps achieve the best reduction over all the
parameter values. In particular, PAC helps decrease the cold start
time, and it is more effective than other policies, by up to 74.28%.
Figure 8 shows the number of cold starts when𝑀 is set between 5

Table 2: Cold start reduction of PAC (in percentage).

LRU LFU FIFO
TO SO TS TO SO TS TO SO TS

Min 19.29 6.66 6.86 19.29 6.66 6.86 19.29 6.66 6.86
Max 42.36 70.29 70.22 71.08 73.96 73.89 72.85 74.28 74.22
Avg 30.42 33.97 38.12 38.14 40.98 44.92 37.60 39.84 43.78
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Figure 10: Distribution of cold starts with each and both
localities of PAC compared with LRU, LFU, and FIFO.

and 12. The result confirms that tuning 𝛼 and𝑀 is not necessary,
as the PAC curves are below the baselines in most cases.

To further study the effect of individual localities, we average
the results over 𝛼 and𝑀 and compute the distribution of cold starts
with 𝑃 from 5 to 12. The results, shown in Figure 10, demonstrate
two findings. First, the temporal locality has the potential to achieve
better performance at the expense of stability, as the distribution
contains more outliers. The spatial locality, conversely, is more
stable but is not always better than the baselines. Second, combining
both localities results in the lowest number of cold starts.

6.5 Case Study

End-to-end lifecycle.We evaluate the system’s end-to-end perfor-
mance using two realistic pipelines [25, 62]. We measure the total
execution time and their cache miss rates, shown in Figure 11.

The differences in end-to-end pipeline execution time are stable
as the workflows evolve. PAC achieves a 57.3% overhead reduction
for AutoLearn workflow, and a 79.4% of reduction for Sentiment
Analysis. We measure the latency of the naive design (discussed
in Section 3.2) and denote it as Trusted, Singleton in the figure. For
AutoLearn, SecCask consistently outperforms the naive design,
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Table 3: EPC costs for modules and functionalities (in MB).

Base Metadata Functionality
LibOS Python RT Worker Others RA Gen RA Ver EncFS
11.105 36.858 +7.130 +5.979 +0.873 +18.269 +0.045

because of the lower memory requirement per enclave and en-
clave component sharing. For Sentiment Analysis, the discrepancy
between the two setups is smaller. The main reason is that the
execution time is more evenly distributed across components. In
other words, more components have a large execution time in the
workload, decreasing the impact of cold starts. However, we note
that Trusted, Singleton is only available when all packages used
across the whole lifecycle are fixed and do not conflict, which is
unlikely in practice, because dependencies evolve and get updated
constantly over time [14]. In summary, PAC achieves a small over-
head over untrusted settings, and the use of multiple enclaves per
pipeline can be more efficient than the single-enclave design.
EPC overhead. The number of EPC pages consumed by each en-
clave in SecCask includes the pages used for the data, the model,
etc., and the pages introduced by SecCask to enable trusted pipeline
execution. We consider the latter as the system’s EPC overhead.
Measuring this overhead is challenging because the runtime envi-
ronment inside the enclave is highly coupled. We break down this
into the base, consisting of LibOS and the Python runtime (RT),
the metadata needed for core functionalities such as EncFS and
the coordinator, and the functionality themselves. We obtain this
breakdown by subtracting the enclave max EPC usage under the
minimal runtime environment with functionalities on and off.

Table 3 lists the EPC costs of SecCask. The metadata costs are
different between the workers and other types, i.e., coordinator,
workspace, and KDS. The worker consumes more resources because
the retrieval of package metadata requires storing more hashes for
verification (Section 5.1). PAC does not introduce significant EPC
overhead compared to non-worker enclaves. The cost of EncFS is
small, as it operates at the page level. For RA, quote verification

(Ver) is more expensive than quote generation (Gen), because the
verification logic happens within the enclave, as opposed to simply
invoking operating to generate quotes by the hardware (Gen).

7 RELATEDWORK
SecCask shares a similar goal of securing data analytics applications
with other works using TEEs. It addresses a similar problem, i.e.
cold start, to other works in the context of serverless computing.
We have discussed the cold start problem in depth in Section 4. In
this section, we discussed the related work on TEE-based systems.
Mitigating EPC limitation. Prior work on TEE-based secure ML
has focused on addressing the high overheads caused by limited
EPC, which can significantly impact application performance up to
1000x [39, 53]. To mitigate this issue, one approach is on-demand
weights loading, where model weights are loaded on-demand, typi-
cally layer-by-layer [26, 29, 30]. Delegation is another approach that
moves some computation outside of enclaves while preserving pri-
vacy, mostly matrix multiplication. Some of the works only target
model inference [53, 55], while others cover training as well [5, 18].
Other approaches include adaptive convolution layers partition-
ing [29] and using the compiler to reduce the tensor framework [24].
These works are orthogonal to ours. Moreover, although SGXv2
increases the EPC size, the cold start problem addressed by SecCask
remains challenging for applications that require low latency. The
techniques in the works discussed above can be implemented in
SecCask to further reduce cold start overheads, as it has been shown
that the enclave creation latency is proportional to its heap usage.
General TEE-basedML.Chiron [22] and Citadel [66] support both
data and model privacy. Each training enclave in Chiron creates a
sandbox [23] to confinemalicious activities. However, these systems
focus on specific components instead of entire, dynamic pipelines.
TensorSCONE [28], secureTF [45] and Perun [41] are general in-
enclave ML frameworks. Our work supports them as components
in the pipelines. Furthermore, it is flexible and can support other
non-ML components, for example, ones that perform data cleaning.

8 CONCLUSION
In this paper, we presented SecCask, a secure and efficient data an-
alytics pipeline management system. It leverages trusted execution
environments backed by hardware to achieve both security and
efficiency on end-to-end data analytics pipelines. It addresses the
cold start problem in the above context by runtime reusing and
caching. The novel caching policy, called PAC, exploits the pipeline
history and uses its access patterns on component versions to guide
the manipulation of the worker pool, resulting in a significant in-
crease in hit rates. We implemented the system and evaluated its
performance through case studies on real workflows. The results
show that SecCask ensures security with practical overheads.
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