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ABSTRACT

Database systems are paying more attention to data security in
recent years. Immutable systems such as blockchains, verifiable
databases, and ledger databases are equipped with various veri-
fiability mechanisms to protect data. Such systems often adopt
different threat models, and techniques, therefore, have different
performance implications compared to traditional database systems.
So far, there is no uniform benchmarking tool for evaluating the
performance of these systems, especially at the level of verification
functions. In this paper, we first survey the design space of the
verifiability-enabled database systems along five dimensions: threat
model, authenticated data structure (ADS), query processing, verifi-
cation, and auditing. Based on this survey, we design and implement
VeriBench, a benchmark framework for verifiability-enabled data-
base systems. VeriBench enables a fair comparison of systems
designed with different underlying technologies that share the
client-side verification scheme, and focuses on design space explo-
ration to provide a deeper understanding of different system design
choices. VeriBench incorporates micro- and macro-benchmarks
to provide a comprehensive evaluation. Further, VeriBench is de-
signed to enable easy extension for benchmarking new systems
and workloads. We run VeriBench to conduct a comprehensive
analysis of state-of-the-art systems comprising blockchains, ledger
databases, and log transparency technologies. The results expose
the weaknesses and strengths of each underlying design choice,
and the insights should serve as guidance for future development.
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1 INTRODUCTION

The advancement of Information Technology has determined many
organizations to adopt digital transformation and shift their core
business to the cloud. Digitalization helps organizations in im-
proving their business model, enhance collaboration, and increase
productivity. However, such digitization also increases the exposure
to various threats from internal and external adversaries such as
tampering of data, ill-intended content, or actions from malicious
collaborators. Hence, there is an increasing demand to protect data
security in modern database systems.

A wide range of systems has been equipped with verifiability
to protect their data. Such systems have various focuses and use
different techniques. Verifiable databases [7, 8, 29, 38, 42, 43] guar-
antee the correctness of query execution and protect the latest state
of the database by adopting verifiable computing. The computa-
tion is offloaded to an untrusted server, which will execute and
generate verifiable results by using cryptographic techniques. The
advantage of this approach is that the client will have a constant
proof size and lightweight verification burden. However, the server
runs expensive cryptographic computations. Certificate transparen-
cies [17, 18, 23, 32] store the keys and certificates, therefore, they
focus on the data content and modified history. Merkle trees [24]
are constructed over the data to detect any tampering after the data
is stored. They expose simple storage API, and are not suitable for
update-intensive tasks. Blockchains [5, 10, 37] serve as secure trans-
action systems, protect both the data and the entire history, and
ensure the serializability of the transactions. Blockchains maintain
a sequence of hash-chained blocks, and the integrity is guaranteed
by replicating the blocks using a Byzantine fault tolerant protocol
(e.g., PBFT [9]). Despite the strong security guarantee offered by the
blockchains, they suffer from low performance due to the expensive
consensus protocols.

In recent years, ledger databases [4, 6, 39, 40] have gained trac-
tion due to features such as protecting the integrity of data, history
and query results. A ledger database maintains data or logs in the
form of an append-only ledger, which can generate proofs for users
to verify the integrity. Compared to conventional databases, a ledger
database has three main advantages. First, it provides efficient ver-
ification. The users only need to maintain a cryptographic hash,
called digest, of the ledger and the integrity check can be performed
by comparing the digest against the reproduced hash computed
from the proof. Second, it reduces the surface of misbehavior. Since
the ledger is immutable, all historical data are protected by the
digest. Adversaries cannot tamper with history without changing
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the hashes. Third, it can be publicly verified. Everyone can verify
the integrity of the data or the log with the ledger. Compared to
blockchains, ledger databases offer high performance without the
performance bottleneck at the consensus layer. Ledger databases
are therefore suitable for maintaining financial transactions, logistic
orders, and healthcare data where the integrity of data evolution
history and proof of data lineage are important.

Despite the fact that many verifiability-enabled database systems
have been designed and implemented in recent years, there is no
uniform benchmarking tool to systematically and fairly evaluate ex-
isting systems. Traditional database benchmarks such as TPC [21]
and YCSB [11] do not consider the verifiability-related features
of the systems, therefore, only provide an overall evaluation of
the performance. The effects of verifiability-specific design choices
are unknown or require extensive adaptation to evaluate. Existing
blockchain benchmarking frameworks such as Caliper [19] and
BlockBench [14] focus on the consensus and smart contract exe-
cution, and cannot be used by other systems that do not support
smart contracts. Therefore, it is necessary to build a benchmarking
framework for verifiability-enabled database systems.

To build such a benchmarking framework, we have to consider
three key system issues of verifiability-enabled database systems.
First, we need to consider the design space and evaluate the effects
of design choices on performance. Second, the behavior of different
systems can vary significantly. For example, Amazon Quantum
Ledger Database (QLDB) [4], blockchains, transparency logs, and
some verifiable databases provide on-demand verification. On the
other hand, GlassDB [40], Litmus [38], and Concerto [7] enforce
continuous verification during the transaction processing. Third,
GlassDB, LedgerDB [39], SQL Ledger [6], and Concerto adopt de-
ferred verification, where verification is performed after a time
period with a batch of data. All the systems have to be evaluated in
a systematic manner that is compatible with different scenarios.

In this paper, we propose VeriBench, a benchmarking frame-
work for verifiability-enabled database systems. We address the first
key issue by conducting a survey on the design space covered by
existing systems. We categorize the design of verifiability-enabled
database systems based on five components, namely threat model,
authenticated data structure (ADS), query processing, verification
and auditing. We discuss the design choices of each component and
subsequently design VeriBenchwith verification-aware workloads.
Specifically, we include micro-benchmarks to evaluate performance
impact on single component, and macro-benchmarks adapted from
a key-value benchmark (YCSB) and two OLTP benchmarks (Small-
Bank and TPC-C) for system-level performance. Lastly, we conduct
extensive experiments on existing systems to illustrate the strengths
and weaknesses of each design and system, which should be useful
for the future development of verifiability-enabled database systems.

In summary, we make the following contributions.

• We analyze the design space of verifiability-enabled database
systems along five dimensions: threat model, authenticated data
structures, query processing, verification, and auditing. We dis-
cuss how existing systems fit in the design space.

• We implement VeriBench, an open-source benchmarking frame-
work for verifiability-enabled database systems which can be used
directly or extended to evaluate newly proposed databases.

• We conduct extensive benchmarking and performance analy-
sis of QLDB [4], LedgerDB [39], SQLLedger [6], GlassDB [40],
Merkle2 [18], and Confidential Consortium Framework (CCF)
[31]. Our results pinpoint the performance bottlenecks of existing
verifiability-enabled database systems, and show the advantages
of various design choices.

2 DESIGN SPACE ANALYSIS

2.1 State-of-the-art Systems

Amazon Quantum Ledger Database (QLDB) [4] is a ledger data-
base managed in a centralized way by Amazon, on its Amazon Web
Services (AWS) cloud. QLDB keeps two tables, one for the current
states and another one for the history of the states, as shown in
Figure 1. These tables are connected to an append-only ledger im-
plemented with a Merkle tree [24]. This tree contains the hashes
of all the states and it is updated every time there is a change in
a state’s value. This enables instant verification at the expense of
lower performance. QLDB does not support external auditors.

LedgerDBwas developed as a research project [39] and it is now
offered as a service by Alibaba on its cloud [1]. LedgerDB keeps
a Merkle tree that is updated in batches using a method called
batch-Accumulated Merkle Tree (bAMT). Furthermore, the copy-
on-write technique is used to append transactions, thus, reducing
the contention in the ledger layer. Skip list indexes (clue indexes)
are built over the keys, where the size of each such index is stored in
a leaf of a Merkle Patricia Trie (MPT), as shown in Figure 2. A skip
list element points to the ledger-stored transaction that modified
the corresponding key. LedgerDB implements CFT and workload
balancing using a master-workers architecture for its distributed
version. It supports auditors and implements deferred verification.

SQLLedger [6] is part of Microsoft SQL Server and it is offered
as a service on the Microsoft Azure cloud [26]. It uses Microsoft SQL
Server at the storage layer on top of which two tables are stored,
one for the ledger and one for the history of the states (or rows).
The ledger consists of blocks and each block contains two types
of Merkle trees, as shown in Figure 3. The first type is constructed
over all the transactions captured in the block. The second Merkle
tree type keeps track of the rows updated by a transaction. Hence,
the leaves of the transaction Merkle tree store the root hash of
the row Merkle trees. SQLLedger implements deferred verification,
where clients can send batches of verification requests after the
operations are completed. It also supports auditors.

GlassDB [40] is a distributed ledger database system proposed
in a recent research project. The system partitions the data into dif-
ferent shards and adopts two-phase commit (2PC) to guarantee the
atomicity of cross shards transactions. It applies replication to toler-
ate node failures. As shown in Figure 4, each shard has a transaction
manager, a verifier, and ledger storage. GlassDB introduces a two
level POS-tree [41] as the authenticated data structure to improve
the efficiency of data access and proof generation. In particular,
the lower level POS-tree builds on top of the database states in
lexical order, while the upper level POS-tree builds over the entire
history root hashes of the lower level POS-tree in chronological
order. GlassDB adopts asynchronous ledger updates and batching
of transactions to accelerate transaction processing, and applies a
deferred verification approach to further improve verification.
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Confidential Consortium Framework (CCF) [25, 31] (previ-
ously known as Coco Framework) is an open-source permissioned
(private) blockchain project developed byMicrosoft. CCF consists of
both public tables and private tables to store data and configurations
in key-value format. Like other blockchain systems, CCF persists
the history of the key-value data in a tamper-proof encrypted ledger
that is protected by Merkle trees. This ledger enables the replay of
the state transitions. However, the integrity of each operation on
the states is guaranteed by the execution inside a trusted execution
environment (TEE). Figure 5 shows the architecture of CCF. All
nodes run the same application inside a TEE enclave. Changes are
applied to the storage when a majority of the nodes reach agree-
ments. The fully replicated ledger guarantees stronger security
consumption with higher performance costs.

Merkle
2 [18] is a research project that designs a transparency log

system for low-latency and secure public key storage. As shown in
Figure 6, it combines chronological Merkle trees and prefix Merkle
trees to obtain the append-only property and to execute the id-
based query with low costs, by storing the prefix tree roots in the
internal nodes of the chronological trees. The server maintains a
chronological forest and periodically publishes the digests to the
auditors. Users have to request the digests from the auditors to
verify the integrity of the query results.

Next, we describe the design choices made by these systems
in five key directions, namely, threat model, authenticated data
structure (ADS), query processing, verification, and auditing. A
summary of these design choices is presented in Table 1.

2.2 Threat Model

There are two main threat models adopted by verifiability-enabled
database systems. Firstly, decentralized systems such as blockchains
assume they run on fully replicated machines hosted by multiple
parties. Each node may behave in a Byzantine manner. These sys-
tems have the strongest security assumption on tolerating at most
𝑓 Byzantine failures with 3𝑓 + 1 replicas while behaving correctly
with the help of Byzantine fault tolerant (BFT) protocols, such
as PBFT [9]. However, the BFT protocols are costly in terms of
execution time and communication, and they do not scale well.

The second threat model assumes a single-party service provider,
which can be compromised. The adversaries have full control of the
host machine, including altering the network messages and tam-
pering with the data contents. Users can detect any misbehaviour
instead of preventing it. This model is adopted by certificate trans-
parencies, ledger databases, and verifiable databases with different

use cases. Certificate transparencies protect their data and history
from being tampered once stored. Ledger databases verify the cor-
rectness of transactions in addition to the data contents. Verifiable
databases offer a similar guarantee as ledger databases, except they
only protect the current state of the database.

Distributed ledger databases and verifiable databases implement
CFT replication to tolerate node failures, in contrast to typical
blockchains that use BFT consensus protocols. CCF design [31]
supports both CFT and BFT replication, but the currently available
implementation [25] only supports CFT.

2.3 Authenticated Data Structures

2.3.1 Ledger. The ledger is the key data structure of blockchains,
certificate transparencies, and ledger databases. The ledger is usu-
ally a Merkle tree variance. For example, blockchains [5] construct
Merkle trees over the world state and transactions for validation.
QLDB builds a Merkle tree over the hashes of the transactions as
shown in Figure 1. SQLLedger [6] constructs a Merkle tree over
the modified data for each transaction, and another Merkle tree
over the transaction entries batched in a block. The root hash of
the latter Merkle tree is stored in the block entry with the previous
block entry’s hash to form a hashed chain as shown in Figure 3.
LedgerDB [39] adopts a batched accumulated Merkle tree, which
employs copy-on-write when new transactions are appended to
reduce the contention as shown in Figure 2. To improve the effi-
ciency of verification for the latest versions, Merkle2, as illustrated
in Figure 6, constructs a forest of full Merkle trees over the data in
chronological order, and each internal node stores the root hash of
a prefix tree built over the data in lexical order. GlassDB replaces
the Merkle trees with a two-level POS-trees [41]. A POS-tree is
built on top of the database states in lexical order, while the second
POS-tree is built over the entire history in chronological order.

2.3.2 Chronological Order vs. Lexical Order. Systems such as QLDB,
LedgerDB, SQLLedger, and CCF construct ADS over data in chrono-
logical or transaction order. The ADS is used only for integrity proof,
and separate index structures are required to query the data. This
causes two problems: (1) updating and proof generation become
slower when the ADS grows larger, and (2) it requires additional
protection of the indexes, e.g., LedgerDB uses a Merkle Patricia
Trie (ccMPT) to protect its clue indexes, while the index tables in
QLDB and SQLLedger are not hash-protected, leading to the inabil-
ity to guarantee that the value is the latest. In contrast, systems like
GlassDB, Trillian, CONIKS, and Merkle2 embed additional Merkle
tree-based ADS in lexical order, thus, protecting the indexes.
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2.4 Query Processing

2.4.1 Abstraction. Key-value vs. relational. These are the two
main data abstraction models used by modern databases. In conse-
quence, verifiability-enabled database systems support one of the
two models. QLDB [4] and SQLLedger [6] employ relational data
abstraction by building additional relational tables and views on
top of the ledger. Users can query the data through SQL queries.
However, the tables and views are not hash protected, and therefore,
they may be tampered or simply return stale data. As shown in
Table 1, other systems expose key-value data abstractions. While it
is possible to build a relational database on top of a key-value store,
additional protection is required for indexing and query, which may
cause significant overhead.

Non-transactional vs. transactional. Typical database sys-
tems provide transactional abstraction with ACID properties. Veri-
fiable databases and ledger databases follow this design decision.
Blockchains, which target exchanging digital assets or general busi-
ness logic, also provide transactional abstraction. Certificate trans-
parency logs, such as Merkle2, serving as storage for public keys
and certificates, only expose non-transactional abstraction.

2.4.2 Batching. The update of a ledger is costly since it entails
cryptographic hash derivation, and incurs high contention, espe-
cially at the root node, affecting the implementation of parallelism.
QLDB and Merkle2 implement the ledger update after each indi-
vidual operation. To reduce the cost of hash derivation and miti-
gate the read/write contention against proof generation operations,
LedgerDB updates its ADS in batches of transactions and adopts
copy-on-write when updating the ADS. SQLLedger constructs an
individual Merkle tree for each transaction and block, making it
contention-free when appending new blocks to the ledger. Similar
to LedgerDB, SQLLedger batches multiple transactions in a block to
reduce the overhead of calculating block-level hashes. In GlassDB,

the transactions from a batch that update the same keys are ar-
ranged in a sequence of blocks, based on the number of times the
keys are updated. Copy-on-write is applied to reduce contention.
Likewise, blockchains batch transactions into one block to increase
the throughput. They use either a predefined size or block time to
control the size of the batch. Since the bottleneck for blockchain
is consensus protocol, the larger the block size, the higher the
throughput and latency, and vice versa.

2.4.3 Data partitioning. In the distributed setup of verifiability-
enabled database systems, data partitioning (or sharding) is often
used to improve the performance. It reduces the burden on each
node and increases the parallelism. However, an atomic commit
protocol needs to be applied to guarantee the ACID properties
of distributed transactions. The scalability of such protocol and
partitioning strategy is essential to performance.

2.5 Verification

To guarantee the integrity of data and query results, verifiability-
enabled database systems provide proofs that can be publicly verified
by the users or third-party verifiers for each request. The proofs
typically consist of a digest which is a hash summary of the database
states and a proof generated from ADS. The client, upon receiving
the proof, can reproduce the digest. Then, it verifies data integrity
by comparing the original and reproduced digests.

2.5.1 On-demand vs. continuous. Verification can be categorized
into on-demand and continuous according to different user scenarios.
QLDB, SQLLedger, and CCF only expose on-demand verification
API, i.e., they will perform the verification when users specifically
request or find any inconsistencies. However, such verification can-
not guarantee the system is always in a consistent state. It may
continue operating with the incorrect states and incur significant
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Table 1: Design space characterization of state-of-the-art verifiability-enabled database systems.

Design Dimension Sub-dimension QLDB [4] LedgerDB [39] SQLLedger [6] GlassDB [40] CCF [31] Merkle
2 [18]

Threat Administration centralized centralized centralized centralized decentralized centralized
Model Fault Tolerance CFT CFT CFT CFT CFT / BFT single-node

Authenticated Ledger Merkle Tree Merkle Tree Merkle Tree POS-tree Merkle Tree Merkle Tree
Data Structures Order chronological chronological chronological hybrid chronological hybrid

Abstraction relational key-value relational key-value key-value key-value
Query transactional transactional transactional transactional transactional non-transactional

Processing Ledger Update individual batch batch batch batch individual
Partitioning partitioning partitioning partitioning partitioning no partitioning no partitioning

Verification on-demand deferred on-demand deferred on-demand deferred
Auditing user auditor auditor auditor user auditor

loss if verification is not performed timely. In contrast, LedgerDB,
GlassDB, and Merkle2 implicitly call the verification API during
transaction processing to ensure every transaction is executed cor-
rectly and the system is in a correct state. To achieve this, the
systems need to perform extensive verification operations that will
impact the performance.

For continuous verification, it is expected that providing proof for
each operation is costly. LedgerDB and GlassDB return a promise
containing the data and block sequence the data resides to the client
for future verification on the completion of an operation. The ADS is
updated asynchronously. The client can batch the proof generation
request and verification process for higher performance. However,
there is a trade-off between performance and security: there is
a verification time window when the integrity of data could be
temporarily violated. In CCF, the proof can be generated only after
the nodes reach consensus and commit a block. Merkle2, instead,
updates the ADS immediately and delegates the verification to a
background verifier process.

2.6 Auditing

Systems such as certificate transparencies (e.g., Merkle2), GlassDB,
LedgerDB, and SQLLedger rely on auditors to check the consistency
of the ledger and detect malicious behaviors. The auditors will
rebuild the ledger based on the logs returned by the system, and
compare the digest of the rebuilt ledger with the digest returned
by the system. Auditors will notify the users if any mismatch is
found. The auditing process is typically expensive. Any third-party
entities or powerful users can play the role of the auditor. The
systems require at least one honest auditor so that any malicious
behaviours can be detected and notifications can be sent to the users.
QLDB and CCF do not rely on auditors to check the consistency of
the ledger. Consequently, users have to check the consistency of
the ledger if required. In fact, typical blockchains rely on the users
(or miners) to verify the ledger.

3 VERIBENCH

In this section, we describe the design and implementation of
VeriBench, our benchmarking framework for verifiability-enabled
database systems.

3.1 Architecture

As shown in Figure 7, VeriBench consists of a configuration loader,
a workload interface, a database adapter, a benchmark driver, and

a log analyzer. The configuration loader loads the parameters of
the benchmarks. The workload interface defines task generation
and execution API. The database adapter connects to the target
database system under evaluation through generic database APIs.
The benchmark driver runs the benchmarks with the configura-
tion loader, workload interface, and database adapter. It logs the
performance statistics, which will be processed by the log analyzer
to obtain the final results. To improve its usability and generality,
VeriBench only exposes generic interfaces defined in the workload
interface and database adapters.

3.2 API

In this section, we describe the API of the workload generator
and database adapter. Users can include customized workloads and
verifiability-enabled database systems by inheriting these interfaces.
First, we describe the API of the workload generator as follows.

NextTask(conf) is a function that takes the workload config-
uration as input and generates the next task including the opera-
tion type and a list of parameters. The configuration usually con-
tains the ratio, distribution, and ranges of operations, keys and val-
ues. For example, a configuration of SmallBank workload includes
𝐷 (𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛) = 𝑢𝑛𝑖 𝑓 𝑜𝑟𝑚, 𝐷 (𝑎𝑐𝑐𝑜𝑢𝑛𝑡) = 𝑢𝑛𝑖 𝑓 𝑜𝑟𝑚, 𝑅(𝑎𝑐𝑐𝑜𝑢𝑛𝑡) =

[0, 50000], 𝑅(𝑎𝑚𝑚𝑜𝑢𝑛𝑡) = [0, 500], where 𝐷 is the distribution,
and 𝑅 is the range. The interface returns the generated tasks, e.g.,
< 𝑆𝑒𝑛𝑑𝑃𝑎𝑦𝑚𝑒𝑛𝑡, 1, 2, 100 >, which represents account 1 paying
$100 to account 2.

ExecuteTransaction(task, db) is a function that takes the
task generated by NextTask and the database adapter, db, as the
input and returns the status of execution. The inherited function
implemented by the user shall execute the transaction with a se-
quence of Put, Get, and Verify operations provided by the data-
base adapter.

Next, we introduce the API of the database adapter. Depending
on the database under evaluation, the database adapter may be
implemented in different programming languages.

Put(keys, values) defines the operation to update or insert
a list of keys and values in the database. It will return the proof
optionally for databases that do not support deferred verification.

Get(keys) defines the operation to get the values of a list of keys
from the database. It will return the proof optionally for databases
that do not support deferred verification.

Verify(keys, block_seqs) is for deferred verification, where
a batch of keys could be verified together. The parameters represent
a list of keys and the block sequences where the keys are located.
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Table 2: Configuration parameters used by VeriBench.

Category Parameter

Workload 𝑤𝑜𝑟𝑘𝑙𝑜𝑎𝑑_𝑡𝑦𝑝𝑒 , 𝑐𝑜𝑛𝑓 𝑖𝑔_𝑝𝑎𝑡ℎ, 𝑖𝑛𝑖𝑡_𝑑𝑎𝑡𝑎_𝑝𝑎𝑡ℎ
Database 𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒_𝑛𝑎𝑚𝑒 , 𝑑𝑏_𝑐𝑜𝑛𝑓 𝑖𝑔_𝑝𝑎𝑡ℎ

Benchmark 𝑛_𝑠ℎ𝑎𝑟𝑑 , 𝑛_𝑟𝑒𝑝𝑙𝑖𝑐𝑎 ,𝑛_𝑐𝑙𝑖𝑒𝑛𝑡 , 𝑛_𝑡ℎ𝑟𝑒𝑎𝑑
𝑟𝑒𝑞𝑢𝑒𝑠𝑡_𝑟𝑎𝑡𝑒 , 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛, 𝑑𝑒𝑙𝑎𝑦, 𝑏𝑙𝑜𝑐𝑘_𝑡𝑖𝑚𝑒

The inherited function shall get the proofs from the database, verify
the proofs, and return the verification result.

Verify(proof) is for immediate verification, where the input
proof can be obtained from the Get and Put operations. The inter-
face returns the verification result.

Begin() is the initialization function for interactive transactions.
Users can set a transaction context within this function such as
transaction ID or timestamp. A sequence of Get(.) and Put(.)
functions can be called after this.

Commit() defines the commit operation for interactive transac-
tions. It is called after a sequence of Get(.) and Put(.) operations.
It optionally returns the promise in case of deferred verification.

StoredProcedure(type, params) is used when the target data-
base under evaluation does not expose interactive transaction API.
For example, the transactions are defined as smart contracts in a
blockchain and stored procedures in CCF. The StoredProcedure(.)
function takes the transaction type and list of parameters as in-
put, and executes the transaction logic accordingly. The function
optionally returns a promise in case of deferred verification.

To extend VeriBench with a new workload, users need to imple-
ment the NextTask and ExecuteTransaction. To support a new
database, users need to implement the Put, Get, and Verify.

3.3 Implementation

Configuration Loader is responsible for loading all experiment-
related configurations at runtime. It reads the parameters from the
command line and configuration files. The configurations include
workload configurations, database configurations, and experiment
configurations. The detailed configurations are shown in Table 2.

Workload Interface defines the workload’s operations, parame-
ters, generation, data initialization, and execution logic. The detailed
API can be found in Section 3.2. VeriBench provides default work-
load implementations for YCSB, TPC-C, and SmallBank. Users can

easily add customized workloads by implementing the interfaces.
The workload can be initialized with an optional configuration file,
specifying any workload-specific parameters such as the number
of warehouses for TPC-C, the number of accounts for SmallBank,
etc. The parameters are then used in generating the workload and
executing the queries.

Database Adapter defines common database operations, trans-
action semantics, and verification logic. The full API list can be
found in Section 3.2. To implement a database adapter for a new
system, users need to build a wrapper class containing the original
database client, and implemented the defined API by calling the
client functions. For systems that adopt deferred verification, an
empty promise interface is provided. This is because the promises
across systems can differ significantly. Therefore, users need to
define their own data structure and deferred verification logic.

Benchmark Driver is executed by all the client processes. To
start the benchmark execution, the driver first initializes the work-
load and database adapter with the given configurations. It spawns
threads to generate the workload at the specified request rate. The
generated tasks are stored in a queue. Next, the driver spawns a
query execution thread, which continuously fetches the task at the
beginning of the queue and calls the database adapter to process the
query. In the case of online verification, VeriBench enforces the
invocation of the𝑉𝑒𝑟𝑖 𝑓 𝑦 (.) function after each query execution. In
the case of deferred verification, VeriBench spawns a verification
thread, which periodically invokes the 𝑉𝑒𝑟𝑖 𝑓 𝑦 (.) function with a
promise as input.

Log Analyzer collects and processes the logs from all the nodes,
after all benchmark drivers finished the execution. Measurements
are taken and logged before and after the query execution and
verification. The log analyzer aggregates all these measurements
and calculates the corresponding metrics for each workload.

3.4 Metrics

Throughput. The overall throughput of verifiability-enabled data-
base systems is measured to evaluate the performance of query and
transaction execution.

Latency. VeriBench measures three types of latency. First, we
measure the end-to-end latency of the systems to evaluate the
query and transaction execution. Second, we measure the client
verification latency to evaluate the efficiency of the proofs generated
by the ADS. Lastly, we evaluate the latency of verification and
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Table 3: Security Level.

Level Description Requirement

Level 1 Verifiable Read (1) Inclusion proof

Level 2 Verifiable Write (1) Inclusion proof
(2) Append-only proof

Level 3 Verifiable Transaction

For each transaction
(1) Inclusion proof
(2) Append-only proof
(3) Current-value proof

Level 4 Secure Transaction Protect transaction and data

auditing requests to evaluate the efficiency of ADS. For deferred
and batched verification, we further count the number of keys being
verified for each verification request to evaluate the efficiency of
batching.

Scalability. For distributed setups, we measure the throughput
and latency with an increasing number of nodes to evaluate how the
systems scale out. Similarly, for decentralized setups, we measure
the throughput and latency with increasing replicas to evaluate the
network message overhead.

Storage.We measure the storage consumption of verifiability-
enabled database systems to evaluate the space efficiency of different
authenticated data structures and techniques.

Security.We assess the security of verifiability-enabled database
systems by categorizing them into four security levels as shown in
Table 3.
• Level 1. The databases support verifiable read operations. Inclu-

sion proofs are generated to prove the existence of data in the
entire history.

• Level 2. The databases support verifiable write operations. The
systems are required to generate the inclusion proofs and append-
only proofs to verify the correctness of updated data and validate
the updated digest, respectively.

• Level 3.The databases support verifiable transactions. To achieve
this, the databases must verify (1) the data in the read set is the
latest, (2) the data in write set exists in the new database state,
and (3) the states before and after the transaction are consecutive.
Databases must support continuous verification to guarantee all
transactions are committed correctly.

• Level 4. While databases in the former levels detect the mali-
cious behaviors, databases in this level aims to prevent malicious
behaviors from happening by using consensus protocols such as
PBFT and proof-of-work, or secure hardware such as Intel SGX
and Keystone Enclave.

3.5 Workloads

To facilitate a comprehensive evaluation of verifiability-enabled
database systems, we include macro-benchmarks adapted from well-
known key-value store and OLTP benchmarks, as well as micro-
benchmarks targeting the design choices described in Section 2.
Due to space limitations, in this paper, we focus on OLTP work-
loads since these are the primary target of the verifiability-enabled
database systems. In future work, we will add OLAP workloads and
verifiability-enabled database systems that are optimized for OLAP

to VeriBench. Note that users can easily extend VeriBench with
more workloads following the API described in Section 3.2.

3.5.1 Macro-benchmark workloads.
YCSB [11] is extensively used to evaluate key-value stores, be

it on-premise or on the cloud. We use it in VeriBench to evaluate
verifiability-enabled database systems that expose key-value abstrac-
tions. To work with verifiability-enabled database systems, we adapt
the original workload to enable verification for each operation. For
the systems adopting continuous verification, the verification phase
is already incorporated in the query execution. On the other hand,
for systems only adopting on-demand verification, we enforce the
invocation of 𝑉𝑒𝑟𝑖 𝑓 𝑦 (.) for the key involved in each operation.

SmallBank [3] is a light-weight OLTP workload. There are two
tables in our SmallBank workload, namely saving and checking,
to simulate bank services such as querying balances, depositing
and transferring money, and amalgamating assets among bank
accounts. Each transaction consists of two to four read and write
operations. Similarly, we implement all six transaction types in the
context of verifiable databases, i.e., each transaction will return the
corresponding proof to verify the integrity of the execution.

TPC-C [21] is a more computation-heavy OLTP workload sim-
ulating transactions in e-commerce and supply-chain systems. In
VeriBench, we optimize the schema for key-value database sys-
tems by separating the update-heavy columns from the read-only
columns. This significantly reduces the unnecessary conflicts caused
by the key-value representation during transaction processing.
Moreover, this still guarantees the serializability. Similarly to Small-
Bank, VeriBench enforces integrity verification after the commit
of each TPC-C transaction.

Range query is implemented in VeriBench to evaluate the
effectiveness of indexing. This workload queries a random range
of keys. In our experiments, the queried keys follow a uniform
distribution. Besides the corresponding values, we also request a
promise, which is used later to validate the integrity of the ledger.

Provenance is used to evaluate the ability of a system in provid-
ing data provenance. Data provenance shows the historical versions
of one entry (key) and its origin. It can be used in application-level
data audits and it represents an important way to maintain the
integrity of data entries. We evaluate data provenance by issuing
read-only queries that fetch the latest k versions of a specified key.
If k is greater than the total number of historical versions, the entire
trace of data alterations is returned.

3.5.2 Micro-benchmark workloads.
Verification workload is used to evaluate the efficiency of ver-

ification functions including deferred verification and batching.
We generate batches of read and write operations, respectively,
and test the performance of verification under different delay and
block time. UpdateHeavy workload is used to evaluate the update
performance and storage consumption of the ADS in the target
verifiability-enabled database systems. Audit workload is used to
evaluate the cost of auditing. It contains sequentially generated
block sequence numbers, which will be assigned to auditors to per-
form the audit. Security workload is used to validate whether the
requirements of each security level, as defined in Table 3, are ful-
filled by the systems. For inclusion proof, we initialize the databases
with 1,000 keys and then perform get operations on random keys.
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Lastly, we issue verification requests on the keys with tampered
values. Databases need to detect all errors to pass the test. For
current-value proof, we initialize the databases with 1,000 keys,
where each key has two versions of values. We conduct the verifi-
cation with the latest digest and the first version value. Databases
need to detect all stale data to pass the test. For append-only proof,
we first initialize the databases with 1,000 keys and request for a
digest 𝑑 . We then reload the database with a different set of keys
and get a digest 𝑑′. Lastly, we conduct verification using 𝑑 and 𝑑′.
The verification should detect that 𝑑 is not a prefix of 𝑑′.

4 EVALUATION

In this section, we use VeriBench to benchmark six state-of-the-art
verifiability-enabled database systems, namely, QLDB, LedgerDB,
SQLLedger, GlassDB, CCF, and Merkle2. The systems represent
different design choices and have varied backgrounds. QLDB [4] and
SQLLedger [6] are commercial ledger database systems offered by
Amazon Web Services and Microsoft, respectively. LedgerDB [39]
is an industrial prototype of a ledger database implemented by
Alibaba. GlassDB is a high-performance ledger database system
from a recent research project [40]. CCF [31] is a permissioned
blockchain framework built byMicrosoft for high available and high
performance applications. Lastly, Merkle2 [18] is a transparency
log system for low-latency and secure public key and certificate
storage. We evaluate the systems with both the macro-benchmarks
and micro-benchmarks described in Section 3.5.

4.1 Implementation

Ledger Databases. We use the source code of QLDB, LedgerDB,
SQLLedger, and GlassDB provided by the GlassDB paper [40].
QLDB, LedgerDB, and SQLLedger are commercial systems with
closed-source code. As the performance of these systems offered
as cloud services may be affected by factors such as hardware and
software configurations and policies, we choose the open-source
re-implementation to compare the four systems in the same envi-
ronment to preclude the performance impact of engineering opti-
mizations, and therefore, facilitate a fair comparison. The data is
partitioned according to the hash of a key. 2PC is used to ensure
atomicity during the commit. Each partition is replicated to mul-
tiple nodes using the Viewstamp Replication Protocol for failure
recovery. Each partition maintains a separate ledger to provide
verifiability. The systems use different ledger structures according
to their designs. The implementation of QLDB and SQLLedger omit
the SQL layer, which brings additional overhead. Instead, they pro-
vide a key-value store data abstraction. All systems are implemented
in C++ and use protobuf and libevent for serialization and commu-
nication, respectively. The systems are integrated with VeriBench
using the interactive transactional API. LedgerDB, SQLLedger, and
GlassDB implement the deferred verification API, while QLDB im-
plements the online verification API. Though the original QLDB
and SQLLedger adopts on-demand verification, we enforce continu-
ous verification for QLDB and SQLLedger by calling the verification
function after each transaction.

CCF is an open-source [25] framework provided byMicrosoft, al-
lowing users to build applications on it with decentralized trust and
centralized computation. To integrate it with VeriBench, we build

a key-value store application. CCF allows users to invoke applica-
tion endpoints through HTTP requests, and a transaction is created
for all atomic interactions with the application states within each
endpoint invocation. Therefore, CCF is integrated with VeriBench
through the stored procedure API, with all workload execution
functions defined as endpoints in CCF. CCF adopts on-demand
verification. In our experiments, we partition the verification tasks
based on the commit sequence and let the clients verify collectively.

Merkle
2 code [35] is provided with the original paper [18]. The

system allows clients to search and append public keys for users.
In YCSB, the key is a user and the value is the public keys to be
appended. Merkle2 stores the master key of each user in memory
for verification purposes. Consequently, each VeriBench client
can only deal with a fixed set of users. To run the benchmark with
multiple clients, we partition the workload based on key ranges.
Merkle2 is implemented in Go. To integrate it with VeriBench, we
build a static library from the Go code to be used by a C++ client.
We only implement the 𝑃𝑢𝑡 (.) and𝐺𝑒𝑡 (.) API, as it exposes the key-
value abstraction. The verification is performed asynchronously by
a separate verifier server.

Hereinafter, we use the names of these six systems when refer-
ring to the performance of the above implementations.

4.2 Experimental Setup

All experiments are conducted on a cluster of 32 nodes. Each node
is equipped with a 10-core 3.7GHz Intel Xeon W-1290P CPU, each
core supporting HyperThreading, 128GB RAM, and 2TB SSD. The
nodes run Ubuntu Server 20.04 operating system and are connected
to each other with 1Gbps bandwidth network. Clients and servers
are started on different machines to avoid local data contention. For
each experiment, we first load the system with initial data. After the
system becomes stable, we run each experiment for two minutes.
We repeat each experiment five times and present the average.

4.3 Macro Benchmarks

4.3.1 YCSB. We use three YCSB workloads to evaluate the system
performance: (1) a read-heavy workload, consisting of 80% read
operations and 20% write operations, (2) a balanced workload, con-
sisting of 50% read operations and 50% write operations, and (3) a
write-heavy workload, consisting of 20% read operations and 80%
write operations.

Performance on a single node. Since Merkle2 only supports
a single-node setup and key-value abstraction, we use YCSB to
evaluate the system performance on a single node. For the rest
of the systems, to fit into the single-node setup, we disable the
replication and set the number of partitions to one. We start 120
VeriBench clients to execute the queries at a request rate ranging
from 1,600 to 16,000 requests per second.

We first run the balanced workload and depict the results in
Figure 9a, 9b, and 9c. Figure 9a shows the throughput of the sys-
tems. We observe that ledger database systems outperform CCF and
Merkle2 due to the efficiency in verification. GlassDB performs the
best among the ledger databases. In particular, it outperforms QLDB,
SQLLedger, and LedgerDB by up to 3×, 2.2×, and 1.5×, respectively.
GlassDB, LedgerDB, and SQLLedger outperform QLDB since they
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Figure 9: Single-node performance for YCSB uniform workloads

asynchronously update their ledgers to reduce the cost on the crit-
ical path. Furthermore, they all use batching when updating the
ledgers. In particular, LedgerDB appends new transactions to the
end of the ledger and periodically updates the Merkle trees once
for all new transactions. SQLLedger batches all new transactions
in one block, and periodically appends the block to the Merkle tree.
GlassDB batches non-overlapping keys from new transactions and
creates the blocks by version. The verification process in CCF is less
efficient as it requires the client to send an HTTP request for every
commit. Merkle2 suffers from synchronous ledger updates and a
significant amount of hashes to be calculated during verification.
Hence, it has the lowest throughput. Figure 9b shows the overall
latency of the systems. The results are consistent with those for
throughput. The latency remains constant after reaching the peak
because admission control is applied to the clients.

We further measure the end-to-end latency for each type of
query, namely, read, write, and verification. Due to the deferred
verification, the latency of the verification query depends on the
number of keys verified in one batch. Therefore, we record the av-
erage verification latency per key and show the results in Figure 9c.
Moreover, QLDB and Merkle2 run implicit verification, hence, their
verification latency cannot be measured from the user’s side. The
verification overhead is included in the read and write latency for
these systems. We observe that the read latency of Merkle2 is low
(0.63ms) because it does not include verification, while its write
latency is two orders of magnitude higher because it involves the up-
dating and verification of the Merkle tree. CCF suffers from the ver-
ification overhead that is two orders of magnitude higher compared
to the batch verification adopted by LedgerDB, and SQLLedger, and
GlassDB. This is because verification is done individually for each
transaction and the cost of the HTTP requests is very high. While
the average number of keys in the verification batch is around 100
for LedgerDB, SQLLedger, and GlassDB.

Next, we measure the throughput with read-heavy, balanced,
and write-heavy workloads. The results are shown in Figure 9d. For
GlassDB and SQLLedger, the throughput increases with workloads
containing higher percentage of write operations. This is because
the two systems are designed to optimize the write operation by
only updating a minimum amount of data during the commit. They
defer the more expensive ledger update to an asynchronous thread.
Specifically, GlassDB only appends to the write-ahead log and keeps
the data temporarily in memory when committing write operations.
Similarly, SQLLedger writes the log and updates the indexes during

the write operation. The rest of the systems need to update the en-
tire or part of the ledger, and therefore, their throughput decreases
with higher percentage of write operations.

Performance on multiple nodes.We then evaluate the per-
formance of QLDB, LedgerDB, SQLLedger, GlassDB, and CCF on
multiple-node setups. All systems are deployed with three replicas
unless specifically elaborated. For QLDB, LedgerDB, SQLLedger,
and GlassDB the data is partitioned across 16 shards in our setup.
We start 160 VeriBench clients, where each client has a request
rate in the range of 16,000 to 196,000 requests per second.

We first evaluate the systems using the balanced workload with
uniform distribution (Zipf factor is 0). Figure 10a shows the through-
put of the systems. Compared with the single-node experiments,
the performance gap between ledger database systems and CCF
becomes larger. This is because the performance of ledger databases
improves significantly with data partitioning, while the through-
put degrades for CCF with replication enabled. GlassDB outper-
forms QLDB, SQLLedger, and LedgerDB by up to 1.9×, 1.5×, and
1.3× respectively. It outperforms CCF by two orders of magni-
tude. Figure 10b shows the average latency for each operation. It
has similar trends as the single-node latency. The average veri-
fication batch sizes are around 600, 300, and 1000 for LedgerDB,
SQLLedger, and GlassDB, respectively. We then run the experi-
ments with read-heavy, balanced, and write-heavy workloads and
present the throughput in Figure 10d. Similar to single node results,
GlassDB and SQLLedger achieve higher throughput when the per-
centage of write operations is higher since they are optimized for
write operations. The rest of the systems have lower throughput
for workloads with higher write percentages.

Next, we vary the number of nodes from 2 to 16 to test the scala-
bility of the systems. As shown in Figure 10c, all ledger database
systems are able to scale linearly up to 16 nodes, which indicates
that the systems incur little overhead when distributing the data
and using the atomic commit protocol (2PC). On the contrary, the
performance of CCF drops as more nodes are deployed, since the
system needs to replicate the data to more nodes.

We measure the impact of data conflicts on the performance
by varying the Zipf factor from 0 to 1.5, and present the results
in Figure 11. A higher Zipf factor indicates a higher possibility of
operating on the same key, and hence, having update conflicts. CCF
is not included due to its very low performance. We observe that
the throughput of all systems drops and the latency increases as
there are more aborts.
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Figure 10: Multi-node performance for YCSB uniform workloads
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Figure 12: SmallBank performance on 16 nodes

4.3.2 SmallBank. Next, we use SmallBank, an OLTP workload, to
evaluate the performance of the systems. Before the experiments
start, we initialize the systems with 200,000 accounts from 100,000
users with a fixed amount of money. The experiments are then
conducted by uniformly generating and dispatching six types of
transactions to the systems, namely, amalgamate, get balance, up-
date balance account, update saving account, send payment, and
write check. We run the experiments with request rates ranging
from 16,000 to 196,000 requests per second. The results are shown
in Figure 12. We omit the scalability results since they have similar
trends with the YCSB experiments.

Figure 12a shows the throughput of the systems. Compared with
the YCSB results, the throughput of the systems running SmallBank
workloads is up to 1.6× lower due to multiple operations done per
transaction. Moreover, the systems reach the peak throughput at a
lower request rate, since the server execution time for each trans-
action includes data access, conflict checking, and other operations.
GlassDB achieves the highest throughput, outperforming QLDB,
SQLLedger, LedgerDB, and CCF by up to 3×, 1.7×, 1.2×, and two
orders of magnitude respectively.

Figure 12b shows the latency of each type of transaction. The
transaction types amalgamate and send payment incur higher la-
tency compared to the other four types due to more operations
involved, i.e., both transactions have two read and two write op-
erations. CCF latency is relatively constant since the key-value
store is kept in memory. Its high latency stems from the expensive
replication and verification.

4.3.3 TPC-C. We further evaluate the systems with TPC-C, a
more computation-heavy OLTP workload. We generate the TPC-C

workloads with five warehouses and let the systems load around
2,550,000 initial records into all the tables. VeriBench runs all five
TPC-C transaction types, namely, new order, payment, order status,
delivery, and stock level. These five types account for 42%, 42%, 4%,
4%, and 4% of the total number of transactions, respectively. The
transaction requests are sent at rates ranging from 3,200 to 36,000
requests per second. The results are shown in Figure 13.

Figure 13a shows the throughput of the systems. The results
are in line with previous experiments, but the peak throughput
is 7× lower compared to SmallBank. This is expected, as TPC-C
transactions are more computation-heavy and incur more con-
flicts compared to SmallBank. GlassDB achieves the highest per-
formance, with 2.3×, 1.3×, 1.6×, and 30× higher throughput than
QLDB, LedgerDB, SQLLedger, and CCF, respectively. CCF, benefit-
ing from using stored procedures, has a smaller performance gap
with the ledger databases since the transactions in TPC-C often
contain multiple dependencies.

Figure 13b shows the average latency of each type of transac-
tion. The delivery and stock level transactions incur higher latency
because of the higher number of dependencies in the transactions.
Moreover, the higher number of operations per transaction leads to
multiple round trips for systems implementing interactive transac-
tions, such as the four ledger database systems. The latency remains
constant for CCF since the transactions are executed as stored pro-
cedures with one round trip.

4.3.4 Range Workload. We conduct the experiment with a dataset
consisting of 100,000 keys and continuously sending range queries
to the server. We measure the performance of queries under small,
medium, and large ranges, which have average sizes of 10, 100,
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Figure 13: TPC-C performance on 16 nodes
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Figure 14: Range workload performance on 16 nodes

and 1000, respectively. The throughput is presented in Figure 14a.
GlassDB has the highest throughput. In particular, it outperforms
QLDB, LedgerDB, SQLLedger, and CCF by up to 33×, 2.2×, 4.1×, and
more than two orders of magnitude, respectively. The performance
of QLDB drops significantly as the range size increases because
it only exposes verification API for a single key, which results
in overwhelming proofs. Figure 14b shows the latency for each
operation under the small range. We observe that the latency of
CCF for range operation is 50× higher than its latency for YCSB
read operation. It is because the CCF framework does not provide
the ordered scan of its built-in key-value store. Hence, users have
to scan the entire store.

4.3.5 Provenance Workload. To conduct this experiment, we ini-
tialize each key of the dataset with 10 history versions on average.
We let the clients continuously send provenance queries to get all
history versions of a key. The results are shown in Figure 15. The
throughput of GlassDB is 1.4×, 1.1×, and 1.2× higher than that
of QLDB, LedgerDB, and SQLLedger, respectively. We observe a
larger gap between GlassDB and CCF, i.e. around three orders of
magnitude, compared with normal put and get operations. This
is because CCF only allows users to fetch one historic state for
each endpoint invocation. Consequently, the clients need to send
multiple requests to get the entire history of a key.

4.4 Micro Benchmarks

4.4.1 Delay. We first evaluate how deferred verification and asyn-
chronous ADS update help in improving the system performance.
We vary the verification delay from 10ms to 1280ms and fix the
block time to 10ms. We run the YCSB balanced workload with uni-
form distribution on the systems that support deferred verification,
namely, LedgerDB, SQLLedger, and GlassDB. The results, presented
in Figure 16a, show that the throughput of all systems increases
as the delay time increases. This is because with larger delay time,
the clients will batch more keys for each verification request while
sending fewer requests. Consequently, the systems benefit from
batching of proof generation and verification.

Next, we evaluate the effect of asynchronous updates by varying
the block time from 10ms to 1280ms and fixing the verification
delay to 1280ms. From figure 16b, we observe that the systems
achieve higher throughput with larger block time, especially in the
interval [0, 200]ms. This is due to batch update: with larger batches,
the systems are able to append more keys to the ADS and compute
the cryptographic functions in one round, therefore, improving the

efficiency. Furthermore, since SQLLedger and GlassDB are designed
to perform minimum tasks for write operations, they benefit more
from batching. The throughput improves by 1.3× and 2.4× for
GlassDB and SQLLedger respectively when the block time increases
from 10ms to 1280ms. On the contrary, LedgerDB creates the block
entries of the ledger during each transaction commit, therefore, a
higher block time leads less improvements.

4.4.2 Auditing. For systems that incorporate auditors to help check
the consistency of the ADS, we evaluate the cost of the audition
process by measuring the verification time per block. We run the
experiment with SQLLedger, LedgerDB, and GlassDB because they
expose explicit auditor API to users. The experiment is conducted
with 16 nodes and 160 clients using YCSB balanced workload. We
start an audit client executing audit tasks every second. To fairly
compare the systems, we set the same block time of 10ms. The
results are shown in Figure 17. LedgerDB incurs the highest audit
latency, since the verification of its clue indexes is costly. The clue
indexes are a set of skip-list trees with the leaf nodes being the
transactions containing specific search keys in chronological order.
LedgerDB needs to verify the total number of leaf nodes in each
clue index through aMerkle Patricia Trie. After that, each leaf needs
to be verified using the Merkle tree built on the ledger. GlassDB
exhibits the lowest audit latency due to its efficient ledger structure,
which also serves as the search tree. Therefore, it is easy to batch
the proof and no additional ADS is required to protect the indexes.

4.4.3 Storage. Lastly, we measure the storage of the systems to
evaluate the space efficiency of ADS. We initialize the systems
with an increasing number of records from 10,000 to 160,000, and
measure the space consumption. As shown in Figure 18, GlassDB
is the most space-efficient due to a smaller ADS and aggressive
batching algorithm. While QLDB has the highest storage consump-
tion because it updates the ledger for every operation, resulting in
overwhelming metadata.

4.4.4 Security. In this section, we assess the security of the systems
according to the security levels defined in Section 3.4. QLDB passes
the test for inclusion proof but does not provide append-only proof,
therefore, has a security level of 1. Merkle2 and SQL Ledger achieve
security levels of 2 by passing the inclusion and append-only proof
tests. LedgerDB and GlassDB pass all inclusion proof, current-value
proof, and append-only proof tests. Therefore, their security levels
are 3. CCF updates the fully replicated ledger in a trusted execution
environment, and therefore, has a security level of 4.
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Figure 15: Provenance workload performance on 16 nodes
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Figure 16: Performance influence of delay and block time.

4.5 Discussion

From the experimental results, we observe that the design choices
affect the performance and security of verifiability-enabled database
systems to different degrees.

From the performance aspect, partitioning the data into multiple
machines has the highest impact and improves performance by
more than one order of magnitude. Next, we highlight the impact
of batching and deferred verification. As an example, we note the
performance gap between QLDB and the other ledger databases.
Lastly, the ADS could affect the performance in different degrees
depending on its efficiency.

From the security aspect, the threat model is the most impor-
tant design choice, followed by verification, and ADS. Systems that
adopt a threat model with Byzantine actors are the most secure
by preventing malicious behavior from happening. They typically
do this by employing secure hardware (trusted execution envi-
ronments) or Byzantine fault-tolerant protocols. Next, there are
systems that provide a strong security guarantee by verifying the
integrity immediately after each operation. In contrast, systems
with deferred verification leave a vulnerability window that may
temporarily violate the security guarantee. On-demand verification
does not guarantee the updates of data, which has the worst secu-
rity guarantee. Lastly, there is the security provided by the ADS,
which generally protects data from tampering. A more effective
ADS also protects the indexes of data. This could further enhance
the security guarantee by offering a current-value proof.

5 RELATEDWORKS

We observe a research trend in exploring the fusion design be-
tween blockchains and traditional databases [2, 15, 22, 27, 33] to
obtain both data verifiability and auditability, and effective query
processing. Some of the systems try to build databases’ query pro-
cessing engines on top of blockchain layers, however, such systems
merely reach a high throughput due to the congenital limitation of
blockchains. On the other hand, ledger databases [4, 6, 39] adopt
ledger structures from blockchains to build verifiable databases.
Such systems usually remove the expensive BFT consensus in
blockchains, thus, they are more competent in processing OLTP
workloads with high efficiency.
Blockchain benchmarking frameworks. BlockBench [14] is one
of the first frameworks to comprehensively evaluate blockchains.
Hyperledger Caliper [19] is another widely-used blockchain bench-
marking framework, supporting a range of blockchain systems such

100

101

102

103

LedgerDB SQLLedger GlassDB

La
te
nc
y(
m
s)

Figure 17: Auditing latency

 0

 50

 100

 150

 200

 250

1 2 4 8 16

S
to

ra
ge

(M
B

)

(x104) #Records

QLDB
LedgerDB

SQLLedger
GlassDB

CCF
Merkle2

Figure 18: Storage usage

as Hyperledger Fabric [5], Ethereum [37], and FISCO BCOS [28].
However, they are more focused on consensus and smart contracts.
Traditional database benchmarking tools. There is a wide range
of performance benchmarks [11–13, 16, 20, 21, 30, 34] for database
systems designed for different purposes and handling different
types of data. Vieira et al [36] evaluates the security of databases
from general aspects. In contrast, our work focuses on the verifi-
ability of databases and evaluates the performance and security
impact.

6 CONCLUSIONS

With the increasing digitization of businesses and cloud hosting,
there have been increasing demands for transactional systems to be
verifiable and auditable. Various commercial verifiability-enabled
database systems have been designed to meet the demands by sup-
porting the integrity of data, history, and query results. In this
paper, we conducted a survey on the design of such state-of-the-art
systems. We then proposed VeriBench a framework for bench-
marking verifiability-enabled database systems with both macro-
and micro-benchmarks. Our extensive performance study identified
various bottlenecks and their possible causes. We hope that this
study and the open-source benchmarking framework will facilitate
further development in this area.
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