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ABSTRACT
NVMe SSDs based on flash are cheap and offer high throughput.
Combining several of these devices into a single server enables
10 million I/O operations per second or more. Our experiments
show that existing out-of-memory database systems and storage
engines achieve only a fraction of this performance. In this work,
we demonstrate that it is possible to close the performance gap
between hardware and software through an I/O optimized storage
engine design. In a heavy out-of-memory setting, where the dataset
is 10 times larger than main memory, our system can achieve more
than 1 million TPC-C transactions per second.
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1 INTRODUCTION
Flash performance. In the past decade, flash SSDs have displaced
magnetic disks as the default persistent storage medium for oper-
ational database systems. More recently, the SATA interface has
been replaced by PCIe/NVMe, which unlocked previously unprece-
dented storage throughput: using four PCIe 4.0 lanes, a single SSD
can achieve more than one million random I/O Operations Per
Second (IOPS) and a bandwidth of 7GB/s. Because modern com-
modity servers have up to 128 PCIe lanes per socket, a single-socket
server can easily host 8 (or more) SSDs at full bandwidth. The trend
of ever-increasing storage bandwidths will continue: servers with
PCIe 5.0 are already available and corresponding SSDs with 12GB/s
per device have been announced. This means that arrays of NVMe
SSDs are approaching DRAM bandwidth.
Flash capacity. SSDs not only have high throughput, they are
also cheap: after a decade of stagnating DRAM prices and rapidly
decreasing flash prices, enterprise-grade SSDs cost less than $200
per TB, which is about 10-50 times cheaper than DRAM. We can
illustrate this through an example where we have a total server
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Figure 1: Out-of-memory performance for random lookups
in 100GB database with 10GB buffer pool and 8 enterprise-
grade SSDs.

budget of $15,000. For half that budget, one can configure a reason-
able server, e.g., 64 core CPU, 512GB of RAM, and fast networking.
The remaining budget can be invested into additional DDR4 RAM
modules or PCIe 4.0 NVMe SSDs, resulting in the following two
configurations:

RAM SSD
capacity bandwidth capacity bandwidth

config RAM 2.5 TB 150GB/s – –
config SSD 0.5 TB 150GB/s 8×4 TB 56GB/s

These configurations illustrate that spending more money on SSDs
rather than RAM results in a much larger capacity (32 TB instead
of 2.5 TB). This observation has also been made by public cloud
providers: AWS offers instances with 8 (i3en) and Azure with 10
(Lsv2) NVMe flash SSDs. Given that alternative storage technologies
such as Optane did not achieve commercial success and were con-
sequently discontinued, we believe that flash will remain the only
viable option for storing large datasets in a cost-efficient manner.
Performance gap of existing systems. In terms of their basic
architecture, DBMSs for flash are similar to disk-based designs:
they rely on a buffer pool cache, page-based storage, and B-trees or
LSM-trees for indexing. Several modern storage engines, including
RocksDB [36] and our LeanStore [1, 26] system, explicitly claim to
be optimized for flash storage. However, as Figure 1 shows, existing
out-of-memory systems are not capable of exploiting the perfor-
mance of modern NVMe arrays. In the experiment, we measure the
performance of 5 systems for a simple random read benchmark on
a 64-core AMD server with 8 Samsung PM1733 SSDs. According
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to their specification, each of these SSDs can perform 1.5M ran-
dom 4KB reads per second, and consequently one would expect to
achieve 8×1.5M=12M lookups/s for this simple workload. In fact,
we find that the best system only achieves 3.6M lookups/s – a 3.5×
gap. For the more complex and write-intensive TPC-C, we find
an even bigger performance gap of 4.7× between what modern
NVMe drives can do, and what existing systems achieve. As we
show in this paper, fully exploiting flash storage requires carefully
co-designing the storage engine with the flash NVMe SSDs.
Research questions and paper outline. Our high-level goal of
closing this performance gap can be broken down into the following
research questions:

• Q1: Can arrays of NVMe SSDs achieve the performance
promised in the hardware specifications?

• Q2: Which I/O API (pread/pwrite, libaio, io_uring) should
be used? Is it necessary to rely on kernel-bypassing (SPDK)?

• Q3: Which page size should storage engines use to get good
performance while minimizing I/O amplification?

• Q4: How to manage the parallelism required for high SSD
throughput?

• Q5: How to make a storage engine fast enough to be able
to manage tens of millions of IOPS?

• Q6: Should I/O be performed by dedicated I/O threads or
by each worker thread?

To answer these questions, we first perform an experimental study
of the hardware characteristics of NVMe flash storage in Section 2.
Based on the findings, we derive implications for high-performance
storage engines. Section 3 then presents a blueprint for an I/O
backend that can fully exploit NVMe arrays.
System integration and techniques.We integrated the techniques
proposed in this paper into LeanStore, an open source storage en-
gine prototype. LeanStore was designed with SSDs in mind and
already applies several important I/O-related optimizations recom-
mended in earlier work [13], including a fast buffer pool, file system
bypassing using O_DIRECT, and fsync batching. This baseline ver-
sion is the starting point of this paper and is sufficient to exploit a
single NVMe SSD, but, as Figure 1 shows, not 8 of them.
Unprecedented performance. The new version of LeanStore is
the first system that is able to fully close the gap. Admittedly our
techniques are more carefully engineered than totally new, yet
together they result in a practical system design with few config-
uration parameters that achieves unprecedented out-of-memory
performance. We also believe the findings and techniques in this
paper are applicable to most other storage engines and database
systems.
Results. We evaluate our design in Section 4. On a server with
64 cores and 8 SSDs, the resulting system indeed achieves 12.5M
lookups per second for the random lookup workload. On the much
more challenging TPC-C benchmark with a 400GB buffer pool and
a 4 TB dataset, LeanStore executes over 1M TPC-C transactions per
second. For a 20 TB dataset, we still achieve 0.4M transactions/s. For
all workloads, the machine becomes I/O bound if there are enough
concurrent user requests – as one would expect for workloads
where the dataset is much larger than the buffer pool.
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Figure 2: Drive scalability for random reads and impact of
read/write mix (SPDK, 8 SSDs, 4KB pages, freshly initialized
with 10TB data, 60 second runs).

2 WHAT MODERN NVME STORAGE CAN DO
In this section, we present the result of a series of micro-benchmarks
that provide us with the necessary background on how to fully
exploit modern storage. All experiments were performed on a 64-
core AMD Zen 4 server with 8 × 3.8 TB Samsung PM1733 SSDs.
Details on the experimental hardware and software setup can be
found in Section 4.1.

2.1 Drive Scalability
Drive scalability. According to the hardware specification sheet,
our Samsung PM1733 SSDs are capable of performing 1.5M I/O
operations per second (IOPS) for random 4KB reads. Hence, with
8 drives, we should achieve the remarkable number of 12M IOPS.
Figure 2 shows that the throughput indeed scales perfectly with
the number of drives used. We actually achieve slightly more than
expected, namely 12.5M IOPS or 1.56M IOPS per SSD.
Read/writemix. Transactional workloads are oftenwrite-intensive,
and it is well known that SSDs have asymmetric read/write speed.
As Figure 2b shows, with random writes on an empty SSD our hard-
ware setup achieves 4.7M IOPS. Note that SSD write performance
depends on the internal state of the SSD and the write duration. In
the worst case of a full SSD and prolonged writing, the throughput
will be lower; the data sheet specifies the worst-case, per-drive
random write throughput at 135 k IOPS. For OLTP systems, mixed
read/write workloads are more common. As Figure 2b shows, with
10% (25%) writes we measured 8.9M (7.0M) IOPS. These micro-
benchmarks show that modern NVMe storage provides an excellent
foundation for transactional systems, which often require many
random I/O operations.

2.2 The Case for 4KB Pages
Page size tradeoffs. In contrast to byte-addressable persistent mem-
ory, access to flash happens at page granularity. Many database
systems use larger pages sizes such as 8 KB (PostgreSQL, SQL Server,
Shore-MT), 16 KB (MySQL, LeanStore), or even 32 KB (WiredTiger)
as their default. In LeanStore, we observed that for in-memory
workloads, larger page sizes generally improve performance, which
is why we originally chose 16 KB [26]. A second benefit of a larger
page size is that it reduces the number of distinct entries in the
buffer pool and therefore leads to less cache management overhead.
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Figure 3: Impact of page size on IOPS, bandwidth, and latency
for random reads (SPDK).

However, the big downside of larger pages is I/O amplification on
out-of-memory workloads. With 16 KB pages, for example, reading
or writing 100 Byte records results in an I/O amplification of 160×.
A smaller page size of 4 KB would reduce amplification by 4×.
Better go small (but not too small). For data center grade SSDs,
we found that the sweet spot for the page size is 4 KB, as it allows
for the highest random-read performance and lowest latency. Fig-
ure 3 shows that it is possible to achieve almost the full bandwidth
(6 GB/s) with 4 KB pages and random reads. This is only 8% slower
than the maximum bandwidth of 6.5 GB/s that can be achieved
with larger pages (or sequential access). Looking at the latency for
different page sizes in Figure 3, one can observe that the latency
generally increases with page size and has its minimum at 4 KB.
Technically, NVMe allows even smaller pages – down to 512 bytes.
For write amplification this would be even better, but our results
show that using smaller pages than 4KB significantly decreases
performance1. In fact, a smaller page size actually results in worse
IOPS and latency on our SSDs, as can be seen in Figure 3. This
is due to higher overhead in the flash translation layer, together
with the fact that the flash hardware internally is not optimized
for 512 byte pages2. We argue that the gains from lower latency
and I/O amplification make 4 KB pages the best choice for systems
that optimize for out-of-memory performance. However, to benefit
from such a small page size in terms of performance, the DBMS
must be able to deal with the resulting high buffer pool and I/O
management work. In fact, most DBMS will not benefit just from
using smaller pages because I/O throughput is not the limiting
factor (c.f., Section 4.2).

2.3 SSD Parallelism
SSD parallelism. Internally, SSDs are highly parallel devices, with
multiple channels connecting to independent flash dies. Getting
enough I/O requests to the SSD can be difficult, as it requires a
large number of simultaneous requests for high performance. Flash
random read latency is on the order of 100microseconds, which
is 100× faster than disk, but still 1000× slower than DRAM. With
synchronous accesses (i.e., sending a new I/O request only after the
previous one is completed) this would result in a meager 10k IOPS
(or 40MB/s). Thus, to get good throughput from SSDs, one has to
1This is quite different from Optane SSDs, which are based on Phase Change Memory
rather than flash, and therefore offer lower latencies with very small pages sizes [40].
2Internally, SSDs have larger physical register sizes.
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Figure 4: Random read throughput with 4KB pages depend-
ing on number of outstanding I/Os (SPDK).

exploit their internal parallelism by asynchronously scheduling
many concurrent I/O requests. Figure 4 shows the relation between
IO-depth, i.e., the number of simultaneously outstanding I/O re-
quests on all 8 SSDs, and overall throughput.We can see that around
1000 concurrent I/O requests, i.e., more than 100 per device, are
necessary to get decent performance, and 3000 to fully saturate the
system. One of the main challenges for a database system exploiting
NVMe arrays is managing these high numbers of I/O requests.

2.4 I/O Interfaces
Modern operating systems offer several interfaces for storage I/O.
Here, we discuss themost common I/O libraries on Linux. In the end,
all interfaces end up doing the same for NVMe drives: take the I/O
requests and place them into the NVMe submission queues that are
used by the host system to communicate with SSDs. When the SSD
has completed any requests, it will write completion events to the
completion queue and, if interrupts are used, notify the host. The
libraries differ in how requests are submitted and how completed
operations are reaped.
Blocking POSIX interface. The classic and most common way
of doing I/O on Linux is by using POSIX system calls like pread
and pwrite. POSIX calls for file operations are usually used in
a blocking fashion, where a single I/O request is submitted at a
time. The kernel will then block the user thread until the request is
handled by the drive. This is shown in Figure 5a.
libaio: traditional asynchronous interface. libaio is an asynchro-
nous I/O interface that allows the submission of multiple requests
with one system call. This saves context switches between user and
kernel mode, and allows a single thread to perform multiple I/O
operations simultaneously. As Figure 5b illustrates, I/O requests are
submitted in a non-blocking fashion through io_submit(), which
immediately returns, and the program has to poll for completions
with get_events().
io_uring: modern asynchronous interface. io_uring [38] is the
designated successor to libaio. io_uring implements a new generic
asynchronous interface to the kernel that can be used for storage,
but also for networking. As Figure 5c shows, it is based on shared
queues between kernel and user-space. Multiple requests can be
added to the submission queue, andwith a single io_uring_enter()
system call the kernel can be notified of the available requests. In-
side the kernel, an I/O request will essentially go through the same
abstraction layers (file system, cache, block device layer, etc.) as
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Figure 5: Comparison of Linux storage I/O interfaces.

with the other kernel interfaces. After going through all these ker-
nel layers, the request will end up in an NVMe submission queue.
Linux also implements a submission queue polling mode (SQPOLL)
where the kernel spawns kernel-worker threads (marked with * in
the figure) to poll the submission queue. In this mode, at the cost
of additional kernel worker threads, no system calls are required.
Polling I/O completions. For all interfaces discussed so far, the
default way of notifying the host about completed I/O events is hard-
ware interrupts. With io_uring, it is possible to disable interrupts
(IOPOLL). Using this mode, the application must poll completion
events (marked with ** in the figure) from the completion queue.
Avoiding interrupts can reduce latency and CPU overhead in sit-
uations with high IOPS. With I/O polling, the io_uring_enter()
system call is also used to poll on the NVMe completion queue.
When SQPOLL is set, I/O polling is handled by a kernel worker
thread and completions can be reaped directly from user space
without requiring a system call.
User-space I/O with SPDK. Intel’s Storage Performance Devel-
opment Kit (SPDK) is a set of libraries and tools used for high-
performance storage applications [39]. Specifically, the SPDKNVMe
driver, which is the user-space driver for NVMe SSDs, is relevant
for us. As Figure 5d illustrates, to communicate with an NVMe SSD,
SPDK directly allocates the NVMe queue pairs (for submission and
completion) in the user space. Submitting I/O requests is therefore
as simple as writing a request into a ring buffer in memory and
notifying the SSD that there are new requests available through
another write. SPDK does not support interrupt-driven I/O and
completions always have to be polled from the NVMe completion
queue. SPDK completely bypasses the operating system kernel,
including the block device layer, file systems, and the page cache.

2.5 A Tight CPU Budget
Available CPU cycles. The experiments in Section 2.1 show that
modern storage hardware is capable of achieving tens of millions
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Figure 6: Random read throughput (measured with our cus-
tom I/O benchmarking tool, without request batching).

of IOPS. Managing that many requests becomes an important task
for the database system and can take up a significant amount of
CPU time. To get a feeling about the available CPU budget for
handling 12M I/O operations per second, consider the following
back-of-the-envelope calculation: Using the specification for our
AMD CPU we get a CPU budget of 13k cycles per I/O operation
(2.5 GHz × 64 cores / 12M IOPS).
CPU impact of I/O libraries. In the microbenchmark shown in
Figure 6, we measured the throughput achievable with a varying
number of threads. The figure shows that with libaio and io_uring
(interrupt based), the full bandwidth cannot be reached. With 32
threads, the maximum throughput is 10M IOPS, with most of the
time being spent in the kernel. With io_uring in poll mode, the
results are better: with 16 threads one can get close to the full
throughout. Note that to achieve these numbers we had to disable
most operating system features, such as the file system, RAID, and
the OS page cache [13]. In the microbenchmark, SPDK achieves far
better results and is capable of reaching the full bandwidth with
only three threads. However, the use of user-space I/O has major
implications for users and on the design of the I/O backend, which
we will discuss later in the paper.
fio can be the bottleneck. The experiments shown in Figure 6 were
measured with a custom benchmarking tool. We also executed the
same benchmarks with the standard I/O benchmarking tool fio [2]
and, surprisingly, got worse results. In particular, fio’s implementa-
tion of interrupt-based I/O cannot achieve the full bandwidth with
random 4KB reads. The fact that a specialized I/O benchmarking
tool can become a bottleneck indicates that achieving high I/O
throughput in full-blown database systems is difficult.
Every cycle counts. Our experiments show that, unless we use
SPDK (which is not always a practical choice), around half of the
available CPU cores are consumed by the OS just for submitting
and reaping I/O requests. Coming back to our back-of-the-envelope
calculation, this leaves us with only 6500 cycles for all remaining
DBMS work. This includes query processing work, index traver-
sal, concurrency control, logging, buffer manager overhead, page
eviction, and scheduling. Note that our calculation assumes perfect
multi-core scalability for all DBMS components, i.e., the budget
shrinks if scalability is less than perfect.
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2.6 Implications for High-Performance Storage
Engines

The gap. Our high-performance storage engine LeanStore has
specifically been designed for NVMe SSDs. In contrast to older
systems, it is not CPU bound and scales well on multi-core CPUs.
However, as Figure 1 shows, it achieves only 3.6M IOPS in a situ-
ation where 12.5M IOPS should be possible. The experiments in
this section allow us to pinpoint where this 3.5× gap comes from.
Not enough parallelism. LeanStore differentiates between page-
provider and worker threads. Page-provider threads are responsible
for the eviction strategy and for writing dirty pages. To achieve
decent performance in heavy out-of-memory workloads, multiple
page-provider threads are required to find enough cold pages for
eviction. Worker threads are responsible for handling user queries,
with each query running exclusively in its own operating system
thread. Since worker threads use synchronous read operations
(pread) to handle buffer manager page faults, a context switch to
the kernel is required with every request. The thread will then be
blocked until the I/O request is completed. As we saw, SSDs require
many concurrent I/O operations to be saturated – hence, thousands
of worker threads are necessary. To achieve the performance shown
in Figure 1, the 32 page provider threads had to be isolated from
worker threads, to get enough CPU time and not become the bottle-
neck. Page provider threads are pinned to CPU cores and workers
can freely use all other CPU cores as scheduled by the kernel.
Oversubscription problems. This means that thousands of worker
threads are now competing over the remaining CPU cores, which
leads to very high context switching overhead. After starting 500-
1000 threads, all CPU cores are running at 100% load, with most
time spent in the kernel. Running the system with such high over-
subscription is neither efficient nor robust.
Summary. The experiments in this section demonstrate that mod-
ern NVMe storage offers tremendous capabilities. However, getting
close to these hardware limits is non-trivial even in microbench-
marks (as evidenced by the fio bottleneck), and is a major challenge
in full-blown storage engines. We also found that 4 KB pages offer
the best trade-off between random IOPS, throughput, latency, and
I/O amplification. However, such a small page size stresses the I/O
backend even more.

3 HOW TO EXPLOIT NVME STORAGE: AN
I/O-OPTIMIZED STORAGE ENGINE DESIGN

Exploiting NVMe arrays. In this section, we describe a storage
engine design that can exploit the full potential of modern stor-
age devices. As our starting point, we use a baseline version of
LeanStore. As Figure 1 shows, this version of LeanStore is faster
than other systems, but is not capable of fully exploiting NVMe ar-
rays. Note that simply switching to 4 KB pages and polled I/O alone
will not achieve much, as one will immediately run into software
bottlenecks. High out-of-memory performance requires changes
throughout the entire system.
Parallelism is the problem. At a high level, the main challenge
we face is the parallelism of modern hardware: First, we have par-
allelism at the request level, which may either directly come from
user queries or from the DBMS itself (e.g., through intra-query
parallelism or prefetching). Second, we have dozens or hundreds –
but not thousands – of CPU cores of a modern server. Third, we
have 1000+ I/O operations outstanding at any point to keep SSDs
busy.

3.1 Design Overview and Outline
The solution is to embrace parallelism in every part of the system.
Figure 7 shows a high-level view of our system and the parallelism
it has to handle. Going from left to right in the figure, we see
that everything starts with concurrent requests. To manage all
these requests, we employ cooperative multitasking where tasks
are scheduled by the DBMS in user-space as described in Section 3.2.
All these I/O requests eventually result in a very high demand for
free pages (e.g., 8M/s in the figure). This demand must be satisfied
by an efficient page replacement algorithm and asynchronous dirty
page writing. In Section 3.3, we argue that these CPU-intensive
tasks should be integrated into the worker threads. Finally, the I/O
backend connects the DBMS with the storage hardware using one
of the I/O libraries introduced earlier. Section 3.4 discusses several
models for how to connect worker requests to the hardware. All
this work is done in parallel by a limited number of CPU cores.
Since the overall CPU budget is limited, every component involved
must be heavily optimized and implemented in a scalable fashion.
These optimizations are described in Section 3.5.

3.2 DBMS-Managed Multitasking
The problem with high oversubscription.Most database systems
run queries in independent threads and use synchronous I/O re-
quests (i.e., pread) to handle page faults. In this design, to keep
the SSDs busy there must be more than 1000 threads running si-
multaneously for user requests only. If queries take significant
amounts of CPU time fewer I/O requests are generated and even
more threads are necessary. Even large servers do not have thou-
sands of cores, which means that a synchronous I/O causes extreme
oversubscription and poor performance due to context switching
overhead.
Lightweight tasks. To avoid oversubscription, we use lightweight
cooperative threads that are managed by the database system in
user-space. This reduces the context switching overhead and allows
the system to be fully in control of scheduling without kernel inter-
ference. In this design, which is illustrated in Figure 8, the system
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starts as many worker threads as there are hardware cores avail-
able in the system. Each of these workers runs a DBMS-internal
scheduler that executes these lightweight threads, which we call
tasks. To implement user-space task switching, we use the Boost
context library [22], specifically fcontext. Thereby, a task switch
costs only around ~20 CPU cycles, instead of several thousand for
a kernel context switch. This enables cheap and frequent context
switches deep in the call stack, and makes it fairly easy to port
existing code bases to this new design.
Cooperative multitasking. Conceptually, Boost contexts are non-
preemptive user-space threads. Tasks therefore need to yield control
periodically back to the scheduler. In our cooperative multitasking
design, this happens whenever a user query encounters a page fault,
runs out of free pages, or when the user task is completed. Further,
to prevent a worker from being stalled due to latching, we modified
all3 latches to eventually yield to the scheduler as well.
Non-blocking I/O. Using non-preemptive tasks means that block-
ing I/O requests (i.e., pread) cannot be used, as it would block the
whole worker thread. Instead, we switch to a design where worker
threads use non-blocking I/O interfaces, such as libaio, io_uring,
or SPDK, to submit requests asynchronously. When the task en-
counters a page fault, the I/O request will be submitted to the I/O
backend and the corresponding task will yield execution back to
the scheduler. Each worker can therefore have multiple outstanding
I/O requests. When an I/O is finished, the worker will (eventually)
jump to the corresponding task. This makes running thousands of
queries simultaneously as lightweight user-space threads feasible.

3.3 Background Work Through System Tasks
Page eviction is crucial. Database systems are not only running
user queries, but also performance-critical tasks such as page evic-
tion. Once the system runs out of free pages because the page
replacement algorithm is too slow, the system will stall. The same
will happen if dirty pages cannot be written out fast enough.
3This includes latches protecting pages as well as internal DBMS data structures.
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when handling a page fault in a user task.

The burden of background threads. For efficiency reasons, the
original LeanStore version evicts and writes pages in batches. This
is done by background threads called page providers [15]. With
millions of page evictions and hence I/O operations per second,
multiple such threads are needed. The downside of background
threads is that it is hard to know how many of them are needed, in
particular when workloads change.
Backgroundwork as tasks.We switched to a completely asynchro-
nous and non-blocking model. Since our new approach is already
using tasks to run user queries, we run background work as (sys-
tem) tasks as well. This removes the necessity to have background
threads, and page eviction can instead be run directly on worker
threads. Another advantage is that worker threads do not stall wait-
ing for free pages due to page providers being too slow. Instead,
workers naturally start spending more CPU time on eviction if the
system starts running out of free pages. This is implemented by
checking whether there are enough free pages on every context
switch. As an optimization, eviction is then run directly in the main
context (instead of a separate system task).
Example. Figure 9 shows an example illustrating how worker
threads execute tasks. Each worker continuously runs a loop 1
alternating between running tasks, submitting I/O, page eviction,
and polling for I/O completions. When the scheduler decides to run
a user task 2 it will create the necessary context and pass control
to the specific task. In the example, user task 1 is a lookup in the
B-Tree. Traversing the tree, the lookup might encounter a node
that is not available in the buffer pool. This triggers a page fault 3 ,
in which an I/O request is set up and pushed to the I/O backend.
The task state is set to waitIO and execution yields back to the
scheduler running on the main context. The task remains blocked
until the page fault is resolved. Back in the worker thread loop, the
scheduler will trigger the submission 5 of the I/O request to the
SSD4. Next, the replacement strategy will check if there are enough
free pages available and, if necessary, run page eviction routines.
Lastly, the I/O backend will be polled for completions. The worker

4Our implementation submits each I/O immediately. One could also implement a
batching heuristic that tries to collect several requests and submit them in a batch.
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Figure 10: I/O model comparison. We use the all-to-all model, which does not require message passing between threads.

thread will then continuously loop 6 through these jobs. After-
wards, user task 2, consisting only of CPU work, is executed 7 .
This task can run to completion as long as it does not encounter any
page faults or blocked latches. When the task is finished, the sched-
uler code will resume, and at some point the previously-submitted
I/O request will be completed. The I/O backend will run the callback
associated with the request 8 , set the task state to IOdone (i.e.,
ready) and push the task back into the ready queue. The task can
then be resumed 9 : the page fault is resolved and the tree traversal
of user task 1 continues.

3.4 Managing I/O
Unified I/O abstraction. Our I/O backend supports all major asyn-
chronous I/O libraries (libaio, io_uring, and SPDK) and implements
a low-overhead RAID0-like abstraction (data striping) that logically
combines multiple SSDs to one logical device. Implementing RAID0
in the DBMS rather than relying on the Linux software RAID im-
plementation improves performance (cf. Figure 13) and enables
a uniform interface across all I/O libraries, including SPDK. The
backend also abstracts away the details of how to perform I/O oper-
ations asynchronously. There are two open questions regarding I/O
management: First, should there be dedicated I/O threads that are
solely responsible for handling I/O, or should worker threads han-
dle both user tasks and I/O? Second, should a thread be responsible
only for handling one SSD or should all threads access all SSDs?
I/Omodels. In theDedicated I/O Threadsmodel (Figure 10a), worker
threads cannot directly access the SSDs, but have to communicate
with I/O threads that handle all I/O. This requires some form of
message passing between worker threads and I/O threads for every
I/O operation. This can be implemented in user-space, or in essence
this is what io_uring using SQPOLL mode does, just that the I/O
threads are kernel workers. The SSD Assignment (Figure 10b) model
is inspired by I/O microbenchmarks that assign SSDs to specific
threads. Again, message passing is needed – in this case, between
worker threads. In the All-to-All model (Figure 10c), every worker
can access every SSD without requiring message passing. This
includes both reads from user tasks and writes from the background
writer. Models a and b have the advantage that they simplify request
batching, require fewer memory-mapped I/O (MMIO) calls, and
need fewer polling calls. For kernel I/O libraries, this can result in a
reduction in context switching and allows for higher peak efficiency
in microbenchmarks. Nevertheless, as we discuss below, we believe
that the all-to-all model is the best option.
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Figure 11: Random read performance of all-to-all and as-
signed SSD models (random reads, 4KB pages).

Problems with dedicated I/O threads. For similar reasons as dis-
cussed in Section 3.3, dedicated background threads for I/O have
major downsides. One could consider using a single thread for
handling all I/O. However, a single thread can only achieve 630k
(libaio, io_uring) to 820k (io_uring poll) IOPS. We run experiments
with io_uring uisng SQPOLL as dedicated I/O threads, but this actu-
ally decreased performance and efficiency. This is the case because
kernel workers take up CPU cores that could otherwise be used
by worker threads. Further adjusting the number of I/O threads
is difficult and highly dependent on the workload. Just like page
eviction, a better approach is to handle I/O work directly as part of
the scheduler loop on our worker threads.
SSD assignment model. Microbenchmark implementations often
assign each SSD to one specific thread to improve cache locality and
reduce polling. This means that a system with 8 SSDs would also
require at least 8 threads. In microbenchmarks, dedicated assign-
ment works well as each thread only generates I/O operations for
the assigned SSD. A real system, however, would require message
passing between the threads, involving some kind of synchroniza-
tion. Nevertheless, this downside may be justifiable if it results in
significantly better I/O performance. To find out whether that is the
case, we implemented the SSD assignment and all-to-all models in
a microbenchmark. As Figure 11 shows, both approaches achieve
similar performance. We therefore adopt the all-to-all model.
Robust all-to-all communication through I/O channels. The
NVMe queue pair abstraction is specifically designed with multi-
ple threads in mind. Every thread can have its own queue pair to
every SSD. A similar design can be used with libaio and io_uring.
Therefore, our I/O backend implements an I/O channel abstraction
that encapsulates implementation differences. Every worker has
one I/O channel that handles I/O requests to all SSDs, without
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synchronizing with other threads. This is an efficient and robust
solution, as it does not require any additional message passing or
synchronization. All worker threads have the same responsibilities
and no thread has special roles. This symmetry also means that
LeanStore can be efficiently run on a single CPU core.

3.5 CPU Optimizations and Scalability
CPU can be a bottleneck. Conceptually, the techniques introduced
above largely solve the problem of managing I/O. However, because
traditionally I/O has always rightly been considered to be slow, the
I/O path of most systems is less optimized than in-memory parts of
the systems. Once the system becomes capable of scheduling mil-
lions of IOPS, the CPU often becomes the performance bottleneck.
In the following, we describe a number of optimizations that we
had to implement in LeanStore to finally become I/O bound.
Scalability. In the original LeanStore design a single global lock [26]
was used to protect in-flight I/O operations and the cooling stage
from concurrent access. The LeanStore paper [26] argues that this
global lock is not a scalability bottleneck, because it is only re-
quired on the cold path and even with fast SSDs, an I/O operation is
still much more expensive than the lock acquisition. With modern
NVMe SSDs, this global lock quickly becomes the performance
bottleneck. To resolve it, the replacement strategy and the I/O man-
ager both get independent locks. To avoid contention on these
locks, they are logically partitioned by pageId. Hence, every thread
can still access all pages but lock contention is reduced. This also
means that multiple threads can be used effectively for page evic-
tion, which drastically improves out-of-memory performance. The
numbers measured in Figure 1 for LeanStore already include this
optimization, and we use it as our baseline in the evaluation. To
really make LeanStore even more scalable, page eviction and I/O
path have to be streamlined. Page eviction was adapted to shorten
critical sections and remove locking with lock free data structures
where necessary. Further, all memory allocations were removed,
and hot code paths had to be micro-optimized.
Streamlined eviction. In the original LeanStore version, page evic-
tion was done in two phases. In the first phase, random pages are
picked and added to the cooling queue. Pages that are accessed
while in the cooling stage are removed from it. In the second phase,
pages from the end of the cooling queue are evicted. In both phases
it is necessary to access the parent node to update the cooling tag
in the swizzled pointer. LeanStore does not employ parent pointers,
as this simplifies the latching protocol significantly. Without parent
pointers, every access to the parent requires a tree traversal from
the root node (findParent()). When running the system out of
memory with millions of evicted pages per second, this frequent
tree traversal takes a significant amount of cycles (>10% of total
CPU time). To reduce this overhead, we introduced optimistic par-
ent pointers in nodes that are checked for validity when accessed.
With this feature, most findParent() calls can be saved and per-
formance increases significantly.

4 EVALUATION
In this section, we first compare the complete design implemented
in LeanStore with RocksDB and WiredTiger. In an ablation study
that starts with the original (baseline) LeanStore version, we then

show howmuch each of the techniques and optimizations proposed
in this paper contribute to overall performance. Then, we shift our
focus on data scalability before performing a detailed comparison
of the different I/O libraries.

4.1 Experimental Setup
Hardware. The experiments were performed on a Linux (5.19) ma-
chine with an AMD EPYC 7713 Milan CPU with 64 cores / 128
threads, which has 128 PCIe 4.0 lanes. The system has 512GB of
DRAM and 8 × Samsung PM1733 SSDs with 3.84 TB each. As we
have shown in the introduction, every SSD is capable of achiev-
ing 1.5M I/O operations per second. When using all SSDs simul-
taneously this performance cannot be reached if the IOMMU is
enabled in the kernel parameters, hence we have it disabled with
amd_iommu=off. All experiments are run on all 8 SSDs with our
RAID 0 implementation in LeanStore. The SSDs are erased (using
blkdiscard command) before every experiment, as that is the only
state in which performance can easily be compared. It’s important
to note that performance degrades on full SSDs and with prolonged
writing due to internal write amplification. This is caused by the
SSD’s flash translation layer (FTL) performing garbage collection.
Competitors. To compare our results we choose the popular stor-
age engines RocksDB [36] (v6.15.5) and WiredTiger [30] (v3.2.1).
RocksDB is a key-value store based on LSM-trees developed and
used by Facebook. Like LeanStore, it is optimized for multi-core
CPUs and fast storage. WiredTiger is a key-value store that is used
as the default storage engine for MongoDB. It supports both LSM
and B-tree indexes. In our experiments we run it using B-trees.
Settings. To focus on I/O handling and prevent concurrency control
from becoming the bottleneck, in all systems we disable logging
and select the least available isolation level. Unless otherwise noted,
we configured all systems to use 4 KB pages. We experimented with
numerous configurations in order to identify the optimal setup
that would yield the best performance for both engines. For ex-
ample, we used the ideal number of threads in every experiment
(e.g., for RocksDB this was 1024 threads with random lookup and
64 with TPC-C). All storage engines are run without kernel page
cache (O_DIRECT). For the experiments we use TPC-C and a random
lookup benchmark with 8 byte keys and 120 byte payloads. Both
benchmarks are implemented in C++ and linked to the storage
engines.

4.2 System Comparison
TPC-C. For the first experiment, shown in Figure 12, a 16 GB buffer
pool is used for all three storage engines. We run the TPC-C work-
load with 1000 warehouses, which corresponds to about 160GB of
data. Hence, the dataset is 10× larger than the buffer pool. LeanStore
is run using its best-performing configuration with user-space
threads and SPDK as I/O backend. LeanStore achieves over a mil-
lion (1.07M) TPC-C transactions per second (tps) with 64 threads.
The other storage engines can use all 128 hardware threads, and
we use the optimal number of worker threads to achieve the best
performance. In the TPC-C workload, this was 64 threads for both
systems. RocksDB achieves around 10k tps and WiredTiger around
40k tps. TPC-C, a fairly intricate workload with lots of inserts and
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Figure 12: LeanStore vs. competitors (16GB buffer pool,
160GB data, LeanStore with SPDK, number of threads cho-
sen for highest performance in random lookups:WiredTiger:
256, RocksDB 1024, LeanStore: 64; with TPC-C: 64 for all stor-
age engines).

updates, allows LeanStore to deliver orders of magnitude higher
performance than the other engines.
Random lookups. The second experiment shows the read-
only lookup performance with uniformly-distributed keys. Here,
WiredTiger achieves 1.8M lookups per second and RocksDB 2.8M.
LeanStore achieves 13.2M lookups/s which corresponds to the full
theoretical SSD bandwidth of 12M IOPS, considering 10% of lookups
are in-memory.
Page size. In Section 2.2 we argued that 4 KB page size is the optimal
page size for fast DBMS using flash SSD arrays. To show that DBMS
actually do not benefit a lot by using these relatively small pages,
we run WiredTiger with the default 32 KB pages and as comparison
with 4KB pages. With 4KB pages the TPC-C performance only
increases from 25k to 40k tps, far away from a theoretically almost
8× higher SSD speed in IOPS. The random lookup workload smaller
pages gain even less with only 1.3M to 1.7M lookups/s.

4.3 Incremental Performance Improvements
Let us have a look at how much the different optimizations and
techniques discussed in Section 3 have increased performance. For
this, we are starting from the LeanStore version as described in the
original paper as baseline (but add the partitioning optimization
for better scalability). Step by step we add additional features: 4 KB
pages, CPU optimizations, custom RAID, user-space threads, and
SPDK for kernel by-passing. As parameters, we choose again a 10×
out-of-memory factor with 16GB buffer pool and 160GB of data
for both TPC-C and the read-only lookup workload. The results
can be seen in Figure 13.
Baseline with partitions. The original LeanStore paper [26] used
a global lock to protect the I/O stage from concurrent access. While
a single I/O partition might be good enough for mostly in-memory
workloads, in out-of-memory settings this immediately became the
bottleneck. To circumvent this, the global lock was removed and
exchanged with partitioned page eviction and I/O management, as
described in Section 3.5. We use this setting with partitions as our
baseline, like in Figure 1. The bottleneck now is the SSD bandwidth.
This can be seen in the I/O plots of Figure 13, in both benchmarks
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Figure 13: Impact of different features on LeanStore perfor-
mance and I/O (16GB buffer pool, 160GBdata size, 4KBpages
(except baseline), libaio (except +SPDK)).

the throughput increases to the maximum of what the SSDs can do
with 16 KB pages. In terms of IOPS, however, the 31GB/s in TPC-C
and 53GB/s in read-only correspond to only ≈1.9M and 3.2M IOPS,
out of 6M to 12M the SSD can do with 4 KB pages. Note, that the
throughput in GB/s is slightly higher with 16KB pages than the
maximum of what the SSDs can do at 4 KB pages, as shown in the
background section.
Page size. To use the full SSD bandwidth in terms of IOPS it is
necessary to switch to a smaller page size. Hence, in the next step
we are benchmarking LeanStore with +4KB pages. As expected,
this has a big impact on TPC-C performance, which doubles to over
500k tps. This large increase is because TPC-C has a high write
percentage (≈40% of total I/O) with which the SSD bandwidth is
a lot lower compared to read-only (i.e., ≈26GB/s). Scaling down
the page size by 4× effectively quadruples the throughput in IOPS.
The read-only performance increase is more modest. IOPS are far
higher than in TPC-C even with 16KB pages, as the bottleneck is
somewhere else (Linux RAID).
CPU optimization and RAID. The discussed +CPU optimizations
increase TPC-C performance by over 30%. This directly corresponds
to the CPU time saved by the discussed micro-optimization. Simi-
larly, implementing a custom, more efficient +RAID 0 results in a
similar performance boost. In the read-only workload the perfor-
mance improvement is even higher, as the throughput numbers are
much higher than in TPC-C and the Linux md raid seems to have
a hard limit at around 15GB/s. Removing this bottleneck has an
almost 2× improvement in read-only lookup speed.
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Figure 14: LeanStore out-of-memory scalability (400GB
buffer pool, 64 threads, I/O backend: SPDK).

Avoiding over-subscription. All previous experiments were run
with high thread over-subscription. The number of background
threads and workers was tuned for best performance. This was up
to 1500 worker threads and 40 isolated background threads for page
eviction. With user-space +tasks this over-subscription and tuning
is unnecessary. The removal of this context switching overhead
increases TPC-C performance by 16% and read-only by 25%.
User-space I/O. Lastly, we use kernel-bypassing for I/O using
+SPDK. In TPC-C this does not increase the performance by a
lot, as even with libaio LeanStore is approaching the maximum SSD
bandwidth (for mixed read/write workloads). Further, we used the
optimum number of threads for every setting, in case for +tasks
(1.03M tps and 10.08M lookups/s) this was 128 threads. With +spdk
(1.07M tps) it is 64 threads, as that is enough to achieve the highest
performance and fully saturate all SSDs. In the random/read-only
lookup, we are approaching a bottleneck that interrupt based I/O
seems to have on our system, limiting the throughput to about
≈10M IOPS. With SPDK (13.26M lookups/s, note: 10% of lookups
are buffered) there is no such limit and the full SSD bandwidth can
be used. In the TPC-C workload io_uring in I/O poll can achieve
the same throughput as SPDK. However, it requires more than 64
threads (1.07M tps with 128 threads). io_uring achieved slightly
less, 12.2M random lookups/s with 128 threads, showing that the
additional CPU cycles required for it are starting to matter at this
IOPS/CPU speed ratio.
No high pole in the tent. As can be seen, all optimizations and
techniques are necessary to exploit the full potential that fast NVMe
arrays offer.

4.4 Out-Of-Memory Scalability
Out-of-memory overhead. LeanStore’s in-memory performance
in comparable to main-memory database systems. For in-memory
workloads, it can achieve over 3 million TPC-C transactions per
second (128 threads). Going out-of-memory triggers a lot of addi-
tional code being called, including eviction strategy, page faults,
the whole I/O path, context switching. Naturally, performance is
going to decrease from this additional work, when CPU cycles are
limited.
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Figure 15: Performance of different I/O backends and limited
number of CPU cores (16GB buffer pool, 160GB data).

One million. Figure 14 shows the out-of-memory scalability of
LeanStore, by increasing the data set size (warehouses) with a fixed
size buffer pool of 400GB. When data fits completely in memory,
LeanStore achieves over 2 million tps with 64 threads. Going out-
of-memory, the performance gracefully degrades. In a 10× out-of-
memory setting with 25k warehouses or 4 TB of data, LeanStore
can still get to 1.1 million tps. The full I/O bandwidth (25GB/s)
provided by the 8×NVMe drives in a 56%/44% read/write setting is
used in this configuration. To demonstrate LeanStore’s ability to
scale far beyond that, we tested it with very large database size, up
to 100,000 warehouses, which corresponds to 16 TB of data, or an
out-of-memory factor of 40×. In this setting, LeanStore still achieves
400 thousand transactions per second.
Running even larger databases would technically be possible as
well. However, running the system at 40× out-of-memory is already
quite extreme. The price difference per capacity of DRAM to flash
SSDs is currently about 20×. Hence, with even larger databases it
makes sense to also budget more money for additional DRAM.

4.5 I/O Interfaces
A realistic workload. In this experiment we evaluate the different
I/O backends supported by LeanStore. Obviously the choice for
the right I/O interface depends on given constraints, e.g., is a file
system required, buffered or non-buffered I/O, can the whole device
be used exclusively by the application, etc. Our evaluation is solely
based on performance and efficiency, with LeanStore representing
a more realistic workload than I/O microbenchmarks.
Larger difference in read-only. In Section 4.3 we saw that with
TPC-C the additional step of using user-space I/O did not improve
performance substantially. Meanwhile, the difference in read-only
lookups was relatively large. This can be attributed to the fact
that the mixed read/write performance of SSDs is substantially
lower than read only (mixed: 6.7M IOPS vs. read-only: 12.5M IOPS,
flash writes are around 10× more expensive than reads). Hence,
with enough CPU cores available for the workload it is possible to
achieve saturation with every interface.
Limiting CPU cores. To show the actual CPU overhead of kernel
I/O libraries we compare them to SPDK and limit the number of
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CPU cores in use. By doing this, we can observe the differential
impact on system performance when running on a restricted num-
ber of cores, thus revealing the efficiency of different I/O libraries.
Figure 15 shows the relative performance in read-only and TPC-C
using io_uring, libaio and SPDK, which always achieves the highest
performance. The general trend is with fewer CPU cores available
the better SPDK performs, as it is more efficient in CPU usage. For
the read-only workload SPDK is on average 60%-80% faster than
the kernel libraries. With more CPU cores available the difference
decreases to around 50%. In TPC-C the differences are smaller as the
workload is less I/O heavy compared to read-only lookups. CPU
cycles used on I/O are fewer and hence the advantage of using
SPDK is smaller. io_uring in default settings and with I/O polling
disabled is surprisingly slightly slower (≈2% on average) than libaio.
With I/O polling enable io_uring is (≈5-8%) faster than libaio.
Useable flags. io_uring offers a plethora of flags to change and
improve its behavior for specific use cases. In Section 2.4 we already
mentioned the IOPOLL flag that we have been using in the exper-
iments. It should also be noted, that to use polled I/O the kernel
nvme module has to be instructed to allocate a number of queues
for polling by setting nvme.poll_queue. Another flag that was al-
ready mentioned is SQPOLL. It eliminates the necessity for system
calls, as it creates kernel workers that poll the submission queue,
handle SSD I/O-submission and polling. We experimented with the
setting (including ATTACH_WQ, SQ_AFF), but it was not possible to
get better efficiency in terms of cycles per I/O operation. Further,
this flag again introduces hard to manage background threads that
we do not want in our design.
Fighting the kernel. At this point it is also important to note
that submit batching and reducing poll calls mostly benefit kernel
libraries. This is partially because it reduces system calls, but mostly
because the overhead to go through the kernel I/O stack (i.e., the
block layer) is high. This is currently the same for all kernel I/O
interfaces. With SPDK, batching will lower the number of MMIO
calls on the NVMe submission doorbell. However, SPDK shows
that submission and polling are actually already relatively cheap.
Saturating all SSDs in a microbenchmark with SPDK requires only
three CPU cores. A SPDK polling call only takes about 80ns (200
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Figure 17: Latency with average and 99th percentile (160GB
database, 16GB buffer pool, 63 threads, using SPDK).

cycles). Optimizing against specific kernel characteristics is not
a promising approach, especially because there is a lot of active
development going on in the Linux kernel I/O subsystem with
io_uring and for example, nvme_passthrough.

4.6 CPU Usage
The cost of not using SPDK in terms of CPU cycles is relatively high.
Figure 16 shows that in in-memory workloads all CPU time is used
for actual transactional workload. Going out of memory in the usual
setting with 1000 TPC-C warehouses and 16GB of RAM, a lot of
time is spent on eviction and I/O submission. Eviction is very similar
in all out-of memory workloads around 14%, except with SPDK it
is slightly higher (18%), as it is proportional to the transactional
share, which is higher when using SPDK. This is mainly the case
because submitting IO requests is muchmore efficient in SPDK (≈2%
vs. 16-19%). This is less a matter of the interface, but the inefficient
implementation of the I/O path in the Linux kernel (v5.19.0-26).
We run the experiment also with I/O submission batching (+3%
in throughput for kernel libraries) and with kernel mitigations
disabled (+4% with kernel parameter mitigations=off). However,
these two settings did not change the relative differences between
kernel I/O libraries.

4.7 Latency
We also measured transaction latency, employing a target trans-
action rate and exponentially distributed inter-arrival times. The
results are depicted in Figure 17. In the random lookup workload,
the latency corresponds almost entirely to I/O latency. In the TPC-C
workload, latency is much higher because each transaction requires
on average 3.5 synchronous read operations. TPC-C also includes
the asynchronous eviction of dirty pages to storage, with an aver-
age of 2.8 page writes per transaction. This contributes to higher
tail latency for reads, as they could be stalled by write operations,
which take significantly longer on flash.

5 RELATEDWORK
We are not aware of any OLTP system that can fully exploit the
capabilities of NVMe arrays. Given the low cost and high perfor-
mance of flash, there is a surprising lack of research on the topic –
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in particular in comparison with the amount of research on systems
optimized for main memory or persistent memory.
Initial flash bubble. Flash SSDs started to become relevant around
2008, leading to research on how to integrate them into database
systems. Research initially focused on whether flash is beneficial
for database applications [10, 24, 25]. At that time, performance
and price were still orders of magnitude away from where they are
now. Hence, flash was primarily used as a cost-efficient extension
to the main memory buffer pools [5, 17–19], or for caches of spe-
cific database service like recovery [3], multiversion storage [34],
update caching [35], or sketches [12]. Given current prices, flash
has become the primary persistent storage medium rather than an
additional layer.
Specialized hardware. NAND flash has very different physical
hardware characteristics than magnetic disks, e.g., flash does not
support in-place writes. For backwards-comparability, commercial
SSDs emulate disks using complex SSD-internal logic. This can lead
to lower-than-necessary and unpredictable performance. A separate
line of research, therefore, investigates specialized SSDs [14, 20, 37],
novel interfaces [4, 29, 32, 33], and co-designing databases and
storage hardware [9, 28] Some systems are optimized to reduce
write amplification [11], and several systems [6, 7, 16, 21, 23] have
been designed for Optane (3D Xpoint) based memory, which has
different hardware characteristics compared to flash. This work, in
contrast, is applicable to all cheap, off-the-shelf NVMe SSDs.
High-performance storage engines.There are a number of storage
engines and key-value stores optimized for flash. RocksDB [36] is
based on an LSM-Tree that is optimized for low write amplification
(at the cost of higher read amplification). RocksDB was designed
for flash storage, but at the time of SATA SSDs, and therefore
cannot saturate large NVMe arrays. The techniques we propose
in this paper are general and can be integrated into LSM-based
storage engines. Another efficient storage engine isWiredTiger [30],
which like our LeanStore system is based on B-trees. One difference
between LeanStore and WiredTiger is that the latter uses different
representations for in-memory and out-of-memory nodes. This
can save space, but the conversion between the representations
(“reconciliation”) becomes CPU expensive with fast storage devices.
High-performance key value stores. Like our approach, PA-
Tree [41] uses SPDK as an efficient asynchronous I/O library, but
it relies on a single thread and therefore cannot exploit the full
potential of NVMe arrays. Tucana [31] is a key value store based
on a 𝐵𝜖 -Tree optimized for SSD storage. However, it was built on
the premise of slow SATA SSDs and relies on mmap for I/O, which
was already deemed inadequate for NVMe-era performance [8].
KVell [27] comes closest to exploiting full NVMe array bandwidths.
Unlike LeanStore, KVell is a partitioned key value store, that does
not store keys sorted on disk. This is a big limitation for range
queries and small payloads and makes it unfit to be used as a gen-
eral purpose storage engine for DBMS. Further, even with these
limitations, KVell is not able to fully saturate large flash NVMe
arrays in their experiments. Indeed, they report being CPU bound
and achieving only 75% of the I/O capabilities on a server with
3.3M IOPS. We therefore believe that to the best of our knowledge,
LeanStore with the techniques discussed in this paper is the only
system that is currently capable of exploiting the full potential of
NVMe arrays.

6 CONCLUSIONS
In this paper, we showed what modern NVMe storage arrays can
provide and how it is possible for high-performance storage engines
to fully exploit this performance.

We can give answers to the questions posed in the introduction:

• Q1: Arrays of NVMe SSDs can achieve the performance
promised in hardware specifications. In fact, we achieved
slightly higher throughput at 12.5M IOPS with our 8×SSD
setup.

• Q2: Good performance can be achieved with all asynchro-
nous I/O interfaces. Kernel-bypassing is not essential to
achieve full bandwidth even with small pages. However, it
is more efficient in CPU usage.

• Q3: The best trade-off between random IOPS, throughput,
latency, and I/O amplification is achieved with 4 KB pages.

• Q4: To manage the high parallelism required for large
NVMe SSD arrays, the database system must employ a low
overhead mechanism to quickly jump between user queries.
To solve that we employed cooperative multitasking using
lightweight user-space threads.

• Q5: Managing workloads with tens of million IOPS makes
out-of-memory code paths hot and performance critical.
This requires scalable I/O management through partition-
ing relevant data structures to prevent contention hotspots.
The replacement algorithm has to be optimized to evict tens
of millions of pages per second

• Q6: I/O should be performed directly by worker threads. In
our design worker threads in fact perform all duties, like,
in-memory work, eviction, and I/O.This symmetric design
has conceptual advantages and allows for a more robust
system.

Hardware and software progress. The Linux kernel I/O interfaces
performed surprisingly well and were able to achieve 10M IOPS
in our benchmarks. io_uring with I/O polling enabled was the
only kernel interface that could achieve the full bandwidth of our
NVMe array. The big advantage of kernel-bypassing with SPDK is
its efficiency in terms of CPU cycles. However, SPDK also has big
disadvantages, for example, it requires root privileges and exclusive
access to the whole drive. For now, there is enough CPU time
available for the less efficient kernel interfaces. With upcoming
PCIe 5.0 SSDs this ratio between CPU cycles and I/O operations is
changing again, which might make kernel bypassing more relevant.
But kernel development is not standing still and could keep up with
this development.
Flash is King. As we have discussed in Section 1, the economic
landscape is clear: NVMe SSDs are attractive for high-performance
OLTP and will become even more relevant with further increasing
bandwidths. As more systems adapt to this economic reality, we
believe our work can serve as an important foundation.
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