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ABSTRACT
Many relational data in our daily life are represented as graphs, mak-
ing graph application an important workload. Because of the large
scale of graph datasets, moving graph data to the cloud becomes a
popular option. To keep the confidential and private graph secure
from an untrusted cloud server, many cryptographic techniques
are leveraged to hide the content of the data. However, protecting
only the data content is not enough for a graph database. Because
the structural information of the graph can be revealed through
the database accessing track.

In this work, we study the graph neural network (GNN), an im-
portant graph workload to mine information from a graph database.
We find that the server is able to infer which node is processing
during the edge retrieving phase and also learn its neighbor indices
during GNN’s aggregation phase. This leads to the leakage of the
information of graph structure data. In this work, we present SPG,
a structure-private graph database with SqueezePIR. Our SPG is
built on top of Private Information Retrieval (PIR), which securely
hides which nodes/neighbors are accessed. In addition, we propose
SqueezePIR, a compression technique to overcome the computation
overhead of PIR. Based on our evaluation, our SqueezePIR achieves
11.85× speedup on average with less than 2% accuracy loss when
compared to the state-of-the-art FastPIR protocol.
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1 INTRODUCTION
Graph is a common data structure to represent relational data, such
as social networks [39, 56, 59], financial transactions [23, 30, 38],
and histories [48]. To help us better understand these data, graph
algorithms are wildly used to mine information from graphs. With
the success of deep learning, Graph Neural Network (GNN) [36,
41, 58, 71, 72] becomes one of the most important graph mining
algorithms. Previous studies have demonstrated the effectiveness of
GNN models in many applications, such as recommendations [66,
67], fraud detections [29, 46], and so on.

As the data in real-world graphs are explosively increasing, keep-
ing the graph database locally can be extremely expensive. For ex-
ample, the industry-level graphs are reported to be TB-level [42, 76].
Meanwhile, for graph datasets used in GNN workloads, each node
usually has a node feature that is represented by a vector. These
node feature vectors construct a feature table or embedding table,
which can also be quite large with a size of TB-level [65, 75]. There-
fore, cloud storage and retrieving then become an intriguing role
to handle these large-scale graph databases.

However, privacy is the biggest concern when moving the graph
to the cloud, as the data can be stolen by a curious server. One
important way to protect the data is to apply cryptographic tech-
niques [2, 17, 68], where the client can encrypt the data and upload
it to the cloud. When the client wants to fetch a particular edge
list or node feature, he/she can retrieve them back and decrypt
them locally. Although encryption algorithms can help hide the
data content, there is still critical information that can be learned by
the server: the graph structure data. Most graph algorithms (includ-
ing GNN) exhibit an aggregation procedure, meaning to process
one vertex requires gathering the information from its neighbors.
When the client retrieves the edge list and node features (even in an
encrypted format), the server learns which node is processing and
its neighbors’ ID through the retrieving indices. Thus, the graph
structure can be exposed to the server due to the processing nature
of GNN models.

The leakage of structured information is vital [10, 24, 60] since
it contains personal information in a social network or sensitive
data in financial transactions. To avoid this leakage, we propose a
structure-private database system for graph applications, namely
SPG. Our SPG is built on top of Private Information Retrieval (PIR)
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[9, 26, 28, 49], a cryptographic primitive that aims to access a data-
base server obliviously. In other words, PIR allows retrieving an
item from the server without revealing which item is retrieved. In
SPG, when a graph algorithm tries to fetch the edge list of a node
or its neighbors’ node features, we apply PIR to hide the indices
of the node and its neighbors in the database and thus ensure the
privacy of the connectivity information in a graph.

The main challenge of building an SPG system is the expensive
execution process of PIR. PIR has been known to have an "all-for-
one" nature [44]. This means in order to hide the index of an item,
we need to touch the entire database (i.e., all items). Otherwise, the
server can still learn that the untouched items do not belong to the
client’s interest. Therefore, applying PIR for edge/node retrieving
can be extremely slow. In our experiment, for Reddit [36] database,
we observe that under the naive retrieving method, the processing
time for one node can take up to 13.5 hours, where 99% of the time
is spent on retrieving the node features.

In this work, we present SqueezePIR to accelerate the PIR process-
ing of node feature retrieving. The key insight of SqueezePIR is that
GNN algorithms usually demonstrate a certain level of robustness
[19, 73], and some noises in the node features are tolerable. There-
fore, our SqueezePIR compresses the node feature using low-rank
approximation, which allows us to perform much less computation
and greatly reduces the execution time.

However, additional homomorphic matrix multiplication is in-
troduced during PIR for a decomposed dataset. We cannot directly
apply prior PIR solutions such as FastPIR to the decomposed data-
base. The naive solution to perform the homomorphic matrix mul-
tiplication [34, 35] may cause performance degradation even when
compared to the original database without compression. Thus, our
SqueezePIR protocol minimizes the overhead of reconstructing the
retrieved data from approximations, we design a vectorized dataflow
that only requires element-wise operations and avoids executing
sophisticated matrix multiplications directly. On the other hand, a
homomorphic encryption scheme has a limited range for computa-
tion, direct decompositionmay cause the intermediate data to be out
of the boundary during the data recovery. We proposed normalized
decomposition to restrict the range of every computation. Based on
our evaluation the proposed SqueezePIR achieves 11.85× speedup
when compared to the state-of-the-art FastPIR protocol [3].

We summarized our contribution as follows:

• We propose SPG, which leverages PIR to protect the struc-
ture information of a graph database.

• We propose SqueezePIR, which accelerates the PIR process-
ing on the server through approximation.

• We implement SPG and SqueezePIR with SEAL library[57]
and evaluate them with various GNN workloads. The re-
sults show 11.85× speedup on average with less than 2%
accuracy loss when compared to the FastPIR.

2 BACKGROUND
In this section, we introduce the basis of graph neural networks,
fully homomorphic encryption, and private information retrieval.

2.1 Graph Neural Network
Graph Neural Network (GNN) applies deep-learning-based algo-
rithms to extract information from graph-structured data, which
has demonstrated its effectiveness in different areas such as recom-
mendations system [66, 67] and fraud detections [29, 46]. The input
of GNN is a graph. Figure 1(a) shows an example of an undirected
graph, which consists of 5 nodes and 5 edges. To store this graph,
we use the Compressed Sparse Row (CSR) format, as shown in
Figure 1(b). In CSR format, there is a neighbor array and an offset
array. The neighbor array keeps the neighbor indices of each node
sequential, and the offset array records the starting/ending position
of these neighbors accordingly. Moreover, each node in the graph
often has a feature vector. The feature vector contains additional
information about the node, as shown in Figure 1(c). The length of
the feature vector for each node is identical.
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Figure 1: Graph Neural Network Inference: (a) topology of a
graph; (b) edge lists of each node; (c) features of each node;
(d) inference of one GNN layer.

GNN is an iterative algorithm that learns node/edge information
through the connectivity between nodes as shown in Figure 1(d).
A GNN model is usually composed of 𝐾 layers, and each layer
contains an aggregation function and a combination function. For
each node, the aggregation function takes inputs of the feature
vectors from its neighbors, and then the result is used to update its
own feature vector in the combination function.

Equation 1 expresses the operations of aggregation function,
where 𝑎𝑣 is the aggregated result of node 𝑣 , 𝑘 is the 𝑘-th layer of
the GNN model, ℎ𝑢 is the feature vector of node 𝑢, andN(𝑣) is the
neighbor set of node 𝑣 . Meanwhile, Equation 2 shows the operations
of combination function, which combines the aggregation result
in layer 𝑘 with the feature vector in layer 𝑘 − 1 and generates an
updated feature vector.

𝑎𝑘𝑣 = aggregate (ℎ𝑘−1𝑢 |𝑢 ∈ N (𝑣)) (1)

ℎ𝑘𝑣 = combine (𝑎𝑘𝑣 , ℎ𝑘−1𝑣 ) (2)
As the graph data keeps scaling in the real world, the graph

structure and feature vectors increase quickly. Moving the data to
the cloud for more extensive storage can be a good option.

2.2 Fully Homomorphic Encryption (FHE)
Fully Homomorphic Encryption (FHE) is a type of encryption
scheme that allows generic operations over encrypted data. Modern
FHE schemes include BFV [11, 31], BGV [12] and CKKS [20]. These
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FHE schemes usually encrypt a vector of raw data into a ciphertext.
Thus, the supported operations for these schemes are element-wise
computation between vectors and elements rotation for a vector.

Algorithm 1: FHE Encryption/Decryption
1 Function Encrypt(𝑉 , 𝑝𝑘):

/* Encrypt a vector 𝑉 = [𝑣1, 𝑣2, 𝑣3 ] into ciphertext 𝐶 with

public key 𝑝𝑘. */

2 return C

3 Function Decrypt(𝐶 , 𝑠𝑘):
/* Decrypt a ciphertext 𝐶 into a plain vector

𝑉 = [𝑣1, 𝑣2, 𝑣3 ] using the secret key 𝑠𝑘. */

4 return V

Algorithm 1 shows the encryption and decryption functions in
FHE. The Encrypt function encrypts a raw vector 𝑉 into a cipher-
text 𝐶 . During encryption, the vector 𝑉 is termed as message.
The message is first encoded into a polynomial, called a plaintext.
Then, the plaintext is encrypted to the ciphertext. Usually, the
ciphertext 𝐶 is composed of two vectors that store the coefficients
of two polynomials. The degree of polynomials in the ciphertext
decides the maximum amount of elements in the original message
vector. The encryption phase needs the public key 𝑝𝑘 . The Decrypt
function decrypts a ciphertext to the original message vector. The
decryption requires a secret key 𝑠𝑘 that is only known by the client.

For FHE computations, three types of operations are usually sup-
ported: Hom_Mul, Hom_Add, and Hom_Rot. The Hom_Add and Hom_Mul
take two ciphertexts as input and return the encryption of element-
wise addition/multiplication. Note that these two functions can also
take a plaintext𝑊 as input.Hom_Rot operates on a single ciphertext.
It rotates the elements in the original message vector according to
𝑠𝑡𝑒𝑝 . The sign of 𝑠𝑡𝑒𝑝 denotes the direction of rotation. For example,
with𝑉 = [𝑣1, 𝑣2, 𝑣3], rotating𝑉 one step to the left (𝑠𝑡𝑒𝑝 = −1) will
result in an encryption of [𝑣2, 𝑣3, 𝑣1]. For different values of steps,
FHE requires different rotation keys 𝑟𝑘 ; these keys are generated
by the client.

As a remark, for the graph stored on the server, we need to
encrypt the content of graph data, i.e. the edge list and feature
data for each node. Therefore, in this work, most operations are
performed between ciphertexts.

2.3 Private Information Retrieval
Private Information Retrieval (PIR) is a protocol in which a client ac-
cesses a database server anonymously, i.e., when the client retrieves
a record from the database, PIR protocol ensures that the server
does not know which record is retrieved. PIR is widely applied to
private keyword search [53, 70], content distribution [33, 49], and
anonymous communications [3, 5].

The design of a PIR protocol falls into two lines: information
theoretic PIR (IT-PIR) [9, 22, 26, 27] and computational PIR (CPIR) [3,
4, 15, 28, 49]. The IT-PIR replicates the database across multiple
non-colluding servers. The client can send different queries to these
servers and derive the answer by combining the responses from
servers. It has been proven that such schemes are information-
theoretic secure against adversarial attacks [22]. On the other hand,
CPIR puts the database in a single server and provides the other

way around against computationally-bounded adversaries (i.e., the
attacker performs limited computations). In this work, we focus on
the single-server CPIR because it is more practical than deploying
non-colluding servers.
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Figure 2: FastPIR: (a) The encrypted query generated by the
client and the database stored on the server (b) data retrieving
on the server.

FastPIR (Query and Database Settings): Currently, one of
the most efficient CPIR protocol that based on FHE is FastPIR[3],
which is shown in Figure 2. In this example, the database is an 8× 4
matrix, and the client wants to retrieve the third record from the
server. Assuming the degree of ciphertext is 𝐿 = 4, which means
the maximum number of elements in the original message vector is
4. Thus, FastPIR splits the database into two tiles along the column
direction, and elements along the column direction are considered
to form a vector. Now, the query sent by client is composed of two
ciphertexts that correspond to the two tiles in the database. In this
example, the third slot in the first ciphertext is set to 1 and other
slots are set to 0. The second ciphertext is an all-zero vector. During
the retrieving phase, the queries are encrypted by the client and
sent to the untrusted database server. The query and the database
settings are shown in Figure2(a).

FastPIR (Data Retrieving): Figure 2(b) shows the procedures
of how to retrieve a record from the database through FastPIR. In
general, data retrieval can be divided into two steps:

1○ Query Mapping: In this step, the encrypted query first per-
forms Hom_Mulwith each column of the database. Then, the interme-
diate results are aggregated together through Hom_Add. For example,
the result of the first column after query mapping is𝑄0 ⊙𝑎 +𝑄1 ⊙ 𝑒 .
We use ⊙ and + to represnet the Hom_Mul and Hom_Add.

2○ Answer Reduction: After the query mapping, each column
contains one ciphertext and each of them only has one valid slot,
which wastes too much storage space. Thus, FastPIR designs a tree-
based reduction method to combine results from different columns
into one ciphertext. Specifically, the leaves of the tree are the results
of each column after step 1○ ([0, 0, 𝑎2, 0], [0, 0, 𝑏2, 0], [0, 0, 𝑐2, 0], [0,
0, 𝑑2, 0]). In each level, two nodes that share the same parent will
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be combined together with Hom_Rot and Hom_Add. For example, in
the first level, the first two leaves ([0, 0, 𝑎2, 0], [0, 0, 𝑏2, 0]) share
the same parent node. The ciphertext [0, 0, 𝑏2, 0] is rotated by one
position left to get [ 0, 𝑏2, 0, 0], and then added with ciphertext
[0, 0, 𝑎2, 0] to get [0, 𝑏2, 𝑎2, 0]. The rotation step for each level
𝑙 equals 2𝑙−1. In this example, FastPIR follows the recursive tree-
based rotation to generate the compact answer [𝑐2, 𝑏2, 𝑎2, 𝑑2].

Finally, the reduced answer generated on the server will be sent
back to the client, and the client can decrypt the result to recover
the desired record. Note that the server does not know the content
of ciphertexts in the whole process. Also, the server does not know
which record is retrieved by the client.

3 STRUCTURE-PRIVATE GRAPH DATABASE
In this section, we present SPG. First, we discuss the database
accessing framework for GNN applications. Then, we present the
threat model of graph data access when facing an untrusted third-
party server. Finally, we introduce our SPG system, built on top of
the PIR protocol that enables secure graph data retrieval.

3.1 Accessing Graph Database
As the size of the graph in the real world increased explosively [42,
76], storing the graph data in the cloud is necessary. In this work,
we focus on the scenario where both the graph structure data
(CSR formatted) and the feature table are stored in the database.
Based on Equation 1 and 2, when executing GNN models for graph
applications, we need to first retrieve the neighbor indices of a
node. Then, the feature vectors of neighbor nodes are retrieved
accordingly and aggregated together to complete the aggregation
phase. Next, we combine the aggregated result with the feature
vector of the target node to complete the combination phase.

Table 1: The size of Graph Neural Networks and academic
graph databases

GNN
Models

Parameter
Size (MB)

Graph
Database

Edge List
Size (MB)

Node Feature
Size (MB)

GraphSaint [71] 1.27 Reddit [36] 534.99 617.98
SAGN [58] 8.52 Products [21] 934.23 324.68

DeeperGCN [41] 0.97 Mag [62] 59.20 198.07
GraphSAGE [36] 0.79 Collab [37] 115.17 5.52

SEAL [72] 0.99 Citation2 [62] 1429.67 160.30

Compared with the entire graph, the GNN model used for graph
applications is much smaller. As shown in Table1, the size of graphs
ranges from hundreds of MB to 1 GB. The industry graph databases
[76] can reach TB-level. However, the size of GNN models ranges
from 1 MB to 10 MB, which is far less than the graph size. Thus,
we assume both the device (local) and server sides can run a given
GNN model. In particular, the graph database is accessible by mul-
tiple trusted devices. These devices may collect the graph data for
different GNN tasks.

3.2 Threat Model
In the graph database system, we assume that every device has
the copyright of the database. Also, the devices share an identical
secret key that can be used to decrypt a ciphertext. The attacker in
the system is the curious-but-honest database server, who wants to
steal the content of graph data (raw edge lists and node features) and

the structure of a graph (the connection between nodes), however,
the server will not modify the content of the retrieved data.

In our threat model, the graph structure can be revealed by
accessing history on the server. During the data retrieving, although
the server would follow the retrieving requests from the devices
and return the correct results, the server also actively logs the
retrieving tracks of each device and tries to recover the graph
structure. Specifically, the server can identify which node the device
is processing by tracking the index of retrieved data in the edge
list database. After that, it can infer a node’s neighbors by tracking
the index of the retrieved data in the node feature database. With
multiple rounds of retrieving, the server can potentially reconstruct
the graph topology.

The connection information should be kept private for most
applications such as finance, health care, and even recommendation
systems. An attacker may infringe the copyright of the graph owned
by the client. Also, the attacker may further infer user information
based on the graph structure information.

3.3 SPG via PIR
Overview: The framework of our structure-private graph database
(SPG) is shown in Figure 3. The graph data (edge lists and node
features) are kept in the untrusted database server. The client can
be a company, or an institute, that owns the graph data. Also, the
client can own multiple trusted devices, where these devices are
able to access the database individually. To perform GNN for one
particular node, the device will first retrieve the edge list of the node.
Then, according to the neighbor indices in the edge list, the device
further retrieves the feature vectors needed for GNN execution. In
our SPG system, the retrieving procedures for both the edge list and
node features are protected through the PIR protocol. Therefore,
the server will not know which nodes or edges are fetched. Finally,
after running a GNN model, the device may update the client for
necessary edge and node feature updates. The client will keep
receiving updated data from devices and inserting or substituting
the new encrypted data on the untrusted server. Since the data
stored on the server are encrypted, the server cannot learn graph
information during updating.

Data Organization: To facilitate the PIR process, the database
should be organized as a "matrix", where one record is a row in the
matrix and each record has the same length. This setting ensures
that the returned answers are always the same size, and thus the
server cannot identify the record based on the answer size. For the
feature table in Figure 1(c), it is naturally a matrix since all feature
vectors have the same length. However, the edge lists’ lengths are
different between nodes, since each node has a specific node degree.
One naive solution to build the edge list matrix is padding the edge
lists for the nodes that have low degrees. However, padding can
introduce significant overhead because the edge list for every node
needs to be expanded to the maximum degree.

To enable PIR protocol on edge lists, we adopt the CSR format and
combine all edge lists together. The edge list array is then reshaped
into a matrix. Each row in the edge list matrix may contain edges
for multiple nodes, or one node’s edge list could span over multiple
rows in the edge list matrix. To retrieve an edge list, the device
will derive the row ID(s) of edge lists in the database and perform
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Figure 3: The framework of a structure-private graph database.

one or multiple PIR queries to fetch them anonymously. The device
will keep a copy of the offset in the original array and compute the
corresponding row ID(s) based on the edge list. In our experiments,
we adopt the average edges per node to evaluate the edge list and
feature vectors retrieving time .
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Accelerating Feature Retrieving: Performing PIR queries can
be extremely expensive. Figure 4 shows the PIR processing time
for the two PIR procedures: retrieving edge list and retrieving node
features. We adopt FastPIR [3] during the evaluation. From the
result, we can find that the node feature retrieving time is 10.51× to
455.14× longer than the edge list retrieving time. The main reason
is that for a node, the feature vector size of its neighbor nodes is
far larger than the index size of its neighbor nodes. Thus, feature
retrieving can be a huge bottleneck in the system. In this work, we
mainly focus on how to accelerate the PIR process for node feature

retrieving. The key insight is that deep learning-based models are
known as tolerable to noises. This means it is not necessary to keep
the node features extremely precise. Thus, instead of retrieving
the original node features, we trade off GNN accuracy for better
performance.

In SPG, we apply different PIR protocols for edge list and node
feature retrieving. The FastPIR protocol is used for edge list retriev-
ing, due to the best efficiency in precise data retrieving. For node
features, we propose SqueezePIR, which is an approximation-based
PIR protocol that performs data retrieving on a decomposed data-
base. SqueezePIR generates answers with controllable errors, and
the device can make a trade-off between accuracy and performance.

4 SQUEEZEPIR PROTOCOL
In this section, we present the design of SqueezePIR. We approxi-
mate the database with low-rank decomposition, and SqueezePIR
greatly reduces the required storage and computation cost after
decomposition. The key challenge during the data retrieving is
the online data reconstruction from decomposed matrices, which
involves additional matrix multiplications compared with FastPIR.
However, matrix multiplications with ciphertexts are not efficient.

Our key insight is that the query used for reconstruction is
one-hot encoded, meaning only one slot in the query is non-zero.
Therefore, we propose a new query mapping scheme through in-
place matrix multiplication. In the rest of this section, we first
introduce the protocol of SqueezePIR. Then, we discussed the in-
place matrix-matrix multiplication scheme in detail, followed by
the complexity analysis of our design.
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Figure 5: The overview of SqueezePIR’s dataflow. The database is splited into tiles, each tile is decomposed into the low-rank
form of𝑈𝑖 ×𝑉𝑖 . During the data retrieving, the ciphertexts in the queriy firstly performs in-place expansion. Then, the original
query 𝑄 and the expended query 𝐸𝑥𝑝-𝑄 are mapped to matrix𝑈 and 𝑉 to acquire𝑀𝐴-𝑈 and𝑀𝐴-𝑉 , respectively. Next, we apply
in-place expansion on𝑀𝐴-𝑈 . Finally, the expanded result 𝐸𝑥𝑝-𝑈 is mapped to the matrix𝑀𝐴-𝑉 and aggregated as the answer.

4.1 Protocol Design
The SqueezePIR consists of three interfaces: client API, device API,
and server API. The client API performs database decomposition
and encryption. The device API generates the encrypted queries
for data retrieving. The server API executes the PIR protocol to
compute the encrypted answers.

Database Decomposition: For a database matrix 𝑑𝑏, the client
first partitions the database into tiles along the column direction
and applies low-rank approximation (SVD decomposition) for each
tile. The advantage of such partitioning is that for a growing graph
with increasing nodes and edges, the client can attach new node
features together as a new tile. Then, the decomposition is only
performed for the new tiles without changing existing data in the
database. The partitioned database tile 𝑑𝑏𝑖 can be in any shape, but
preferably with the same size of ciphertext length, i.e. 𝐿 × 𝐿.

We decompose each tile 𝑑𝑏𝑖 into two singular matrices 𝑈𝑖 and
𝑉𝑖 , where 𝑑𝑏𝑖 = 𝑈𝑖 × 𝑉𝑖 . Then, we decrease the rank of matrices
𝑈𝑖 and 𝑉𝑖 to a predefined value. Figure 5 shows an example of
database decomposition. Given an database with 8 records and each
record with length 4, we split the 8× 4 database into two 4× 4 tiles:

𝑑𝑏0 and 𝑑𝑏1. After low-rank decomposition, each block 𝑑𝑏𝑖 can
be recovered by the matrix multiplication between 𝑈𝑖 and 𝑉𝑖 . By
choosing a specific rank, we can approximate the original database
𝑑𝑏𝑖 with columns from 𝑈𝑖 and rows from 𝑉𝑖 . Figure 5 shows an
example of rank=2, where only the first two columns/rows in𝑈𝑖 /𝑉𝑖
are used to reconstruct the data.

The client then encrypts the two matrices𝑈𝑖 and𝑉𝑖 with the FHE
primitive provided in Algorithm 1. To facilitate the computation,
𝑈𝑖 is encrypted column-wise and 𝑉𝑖 is encrypted row-wise. These
ciphertexts are then stored in the server.

Query Generation: When accessing a record in the database,
the device generates a query with multiple ciphertexts, and each
ciphertext in the query will map to the corresponding tile in the
database. By assigning 0 and 1 in the ciphertext slots, the query
𝑄 specifies the location of the retrieved record in the database. As
shown in Figure 5, to retrieve the third record in the first database
tile, the query is composed of two ciphertexts that correspond to
the two tiles in the database. The first ciphertext encrypts a one-hot
vector that sets the 3𝑟𝑑 slot to 1, and the second ciphertext encrypts
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Algorithm 2: SqueezePIR Protocol − Device
/* Generate query to fetch 𝑡-th record from 𝑀 items */

1 Function QueryGen(𝑡 ,𝑀 , 𝐿):
// 𝐿 − degree of ciphertext

2 𝑄=[𝑄0, 𝑄1, 𝑄2, ..., 𝑄𝑀/𝐿−1];

3 for 𝑖 = 0; 𝑖 < 𝑀/𝐿; ++𝑖 do
4 𝑞 = vector(𝐿, 0); // an all-zero vector with length 𝐿

5 if 𝑡/𝐿 == 𝑖 then
6 𝑞[𝑡%𝐿] = 1;
7 end
8 𝑄𝑖 = Encrypt(𝑞);
9 end

10 return Q

/* Decrypt the length-𝑁 record from server’s answer */

11 Function AnswerDec(𝑎𝑛𝑠 , 𝑁 , 𝐿):

12 𝑟𝑒𝑐𝑜𝑟𝑑 = [𝑟𝑒𝑐0, 𝑟𝑒𝑐1, 𝑟𝑒𝑐2, ..., 𝑟𝑒𝑐𝑁 /𝐿−1];
13 for 𝑗 = 0; 𝑗 < 𝑁 /𝐿; ++ 𝑗 do
14 𝑟𝑒𝑐 𝑗 = Decrypt(𝑎𝑛𝑠 𝑗 );
15 end
16 return record

an all-zero vector. The detailed query generation in SqueezePIR is
shown in Algorithm 2.

Naive Answer Generation: For the data retrieving on the server,
we first introduce a naive solution that follows the nature computa-
tion flow on the decomposed database: After receiving a query 𝑄 ,
the server will map the ciphertexts in the query to every database
tile. The answer is produced through Equation 3, where r is the
rank used for approximation.

𝑎𝑛𝑠𝑤𝑒𝑟 =
∑︂
𝑖

𝑄𝑖 ⊙ 𝑈 0:𝑟
𝑖 ×𝑉 0:𝑟

𝑖 (3)

If we follow the computation flow in Equation 3, the answer
generation can be concluded in the following steps: Firstly, the
ciphertext𝑄𝑖 is mapped to𝑈 0:𝑟

𝑖
to get (𝑄𝑖 ⊙𝑈 0:𝑟

𝑖
) through element-

wise multiplication. This step sets the unwanted records to zeros.
Secondly, the resulting (𝑄𝑖⊙𝑈 0:𝑟

𝑖
) is multiplied with𝑉 0:𝑟

𝑖
to generate

the answer of a tile. Finally, by adding all tile answers from different
tiles we can derive the final answer.

However, in this naive solution, the answer generation process
is not efficient due to two reasons: First, the computation in Equa-
tion 3 involves matrix multiplications with non-square matrices.
Since matrices are represented in ciphertexts and only vectorized
operations are supported, matrix multiplication with FHE requires
complicated data reshaping and extra ciphertexts for intermediate
data. Second, the generated answer after the computation has the
size of 4 × 4, where only the third row contains the desired record
and the other three rows are zeros. Therefore, the answer is very
sparse, which causes communication inefficiency if we directly send
this answer back to the device. To address these issues, we introduce
our in-place query mapping scheme in the next sub-section.

4.2 In-place Query Mapping Scheme
We propose an in-place query mapping scheme that performs the
answer generation directly using ciphertexts in 𝑄 , 𝑈 , and 𝑉 , with-
out introducing additional ciphertexts for intermediate data. The
detailed workflow is shown in Figure 5. The key idea of the scheme
is to leverage the "all-in-one" nature for PIR protocols, where only
one slot in 𝑄 and 𝑄 ⊙ 𝑈 is non-zero. Thus, we can utilize the re-
maining slots to store the intermediate result. We summarize the
in-place query mapping scheme into four steps:

1○ Query Expanding: After the low-rank decomposition, we can
use ciphertexts in query 𝑄𝑖 to locate the valid slots in matrix 𝑈𝑖 .
However, in SqueezePIR we also need to select the corresponding
matrix 𝑉𝑖 among different tiles. Thus, in the first step, we expand
the ciphertexts in the original query 𝑄𝑖 to 𝐸𝑥𝑝-𝑄𝑖 , such that the
valid tile 𝑉𝑖 corresponds to an all-one vector. For other tiles, the
corresponding ciphertexts 𝐸𝑥𝑝-𝑄 𝑗 ( 𝑗 ≠ 𝑖) are all-zero vectors. In our
example, after the query expanding, the first expanded ciphertext
𝐸𝑥𝑝-𝑄0 is the encryption of an all-one vector that corresponds to
the first tile in the database. The detailed expanding method will
be explained later.

2○ Query Mapping: In the second step, we will select the desired
record from the database. In SqueezePIR, the encrypted query 𝑄
first performs Hom_Mul with each column in matrix 𝑈 . Next, for
each column, the intermediate results for different tiles (i.e.,𝑄0⊙𝑈 0

0
and𝑄1 ⊙𝑈 0

1 for the first column) are accumulated with Hom_Add to
get𝑀𝐴-𝑈 . Next, SqueezePIR will select the corresponding matrix𝑉𝑖
among different tiles. In this example, we want to select the matrix
in the first tile. For eachmatrix𝑉𝑖 , every row first performs Hom_Mul
with the identical ciphertext in the expanded query 𝐸𝑥𝑝-𝑄𝑖 . Then,
the intermediate results for the same row but different tiles (i.e.,
Exp-𝑄0 ⊙ 𝑉 0

0 and Exp-𝑄1 ⊙ 𝑉 0
1 for the first row) are accumulated

together through Hom_Add to get𝑀𝐴-𝑉 . Since only 𝐸𝑥𝑝-𝑄0 in this
example is an all-one vector, 𝑉0 will be selected.

3○𝑀𝐴-𝑈 Expanding: The third step is a preparation for the final
answer accumulation. Because of the “all-for-one” character of PIR,
each column in𝑀𝐴-𝑈 only has one valid slot. The valid slots in𝑀𝐴-
𝑈 can be seen as a vector that needs to perform vector-matrix mul-
tiplication with𝑀𝐴-𝑉 to compute the original record. Specifically,
for each row in matrix 𝑀𝐴-𝑉 , every element will multiply with
the same valid slot in the corresponding column of𝑀𝐴 −𝑈 . Thus,
for each column in𝑀𝐴-𝑈 , we fill other slots with the valid slot to
expand𝑀𝐴-𝑈 to 𝐸𝑥𝑝-𝑈 . In our example, for each column in𝑀𝐴-𝑈 ,
every slot is filled with the value in the third slot after the expan-
sion. With such expansion, each column in the 𝐸𝑥𝑝-𝑈 corresponds
to a specific row in𝑀𝐴-𝑉 that makes the following vector-matrix
multiplication fit the homomorphic encryption scheme perfectly.

4○ Answer Reduction: In the last step, the intermediate results
are combined together to recover the original record. In SqueezePIR,
the results after Hom_Mul between columns in 𝐸𝑥𝑝-𝑈 and rows in
𝑀𝐴-𝑉 will be added through Hom_Add to get the final answer.

Recursive Vector Expanding: For step 1○ and 3○ in our query
mapping scheme, we want to achieve expanding operation on a one-
hot encrypted vector. Specifically, for a one-hot encrypted vector,
we want to fill all zero slots in the vector with the same valid value.
Thus, the valid slot expanding becomes an overhead, and an efficient
algorithm is required. We adopt recursive rotations and additions
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Figure 6: The expanding process for an one-hot ciphertext,
where we use recursive rotations and additions.

to limit the expanding overhead. An example is shown in Figure
6. For a one-hot vector with length 𝐿, only one slot is valid at the
beginning, 𝑙𝑜𝑔2𝐿 times Hom_Rot and Hom_Add are required to finish
the slot expansion. Combined with the expanding function, the
detailed algorithm of how to retrieve an entry from the database
through SqueezePIR is shown in Algorithm 3. After the 𝑎𝑛𝑠𝑤𝑒𝑟 is
retrieved from the server side, the device can use the AnswerDec
function in Algorithm 2 to decode the desired record.

Table 2: Storage and computation comparison between Fast-
PIR and SqueezePIR.

Storage Hom_Mul Hom_Rot

FastPIR MN MN N

SqueezePIR 2rMN/L 2rMN/L+rN (M/L + rN/L)𝑙𝑜𝑔2L

4.3 Complexity Analysis
In this subsection, we analyze the storage consumption and com-
putation complexity of our SqueezePIR. Assume the database has
been already tiled into 𝐿 × 𝐿 squares, i.e., 𝑑𝑏 = {𝑑𝑏𝑖, 𝑗 }. By tak-
ing advantage of low-rank decomposition, SqueezePIR reduces the
storage cost from 𝑀𝑁 to 2𝑟𝑀𝑁 /𝐿 as shown in Figure 5. Here,
𝑀 and 𝑁 are the rows and columns of the original database, 𝑟
is the pre-defined rank after the low-rank decomposition. From
the computation perspective, Hom_Mul and Hom_Rot occupies most
of the computation resources. Since low-rank decomposition can
reduce the database size dramatically, the amount of Hom_Mul in
SqueezePIR is 2𝑟𝑀𝑁 /𝐿+𝑟𝑁 (step 2○ and 4○). In SqueezePIR, the vec-
tor expanding requires recursive rotations in step 1○ and 3○, which
takes (𝑀/𝐿 + 𝑟𝑁 /𝐿)𝑙𝑜𝑔2𝐿 times Hom_Rot. A detailed comparison
of storage and computation cost between FastPIR and SqueezePIR
is shown in Table 2.

5 DATABASE DECOMPOSITION
Currently, most homomorphic encryption schemes have a limited
range of computations. Once the result exceeds the limit, the re-
sulting ciphertext cannot be decrypted correctly. We need to guar-
antee that every intermediate data during computation is inside
the boundary. However, analyzing the boundary during the answer
computation for the entire graph database is inefficient. Thus, we
first determine that the computation overflow can occur during the
database reconstruction. Then, we propose a normalized decompo-
sition framework to restrict the range of every computation. As a
result, we only need to set the homomorphic encryption security
parameters once for arbitrary databases.

Algorithm 3: SqueezePIR Protocol − Server

/* Expand the one-hot ciphertext 𝑐 in-place */

1 Function CipherExpand(𝑐):
2 𝐿 = 𝑐 .length;
3 for 𝑖 = 1; 𝑖 < 𝐿; 𝑖 ∗= 2 do
4 𝑐 += HomRot(𝑐, 𝑖); // Recursive expanding

5 end
6 return 𝑐

/* Generate answer from the 𝑀 × 𝑁 database */

7 Function AnswerGen(𝑈 , 𝑉 , 𝑄 ,𝑀 , 𝑁 , 𝑟 , 𝐿):
// 𝑟 − number of ranks, 𝐿 − Length of ciphertext

// database is tiled into 𝐿 × 𝐿 squares: 𝑑𝑏 = {𝑑𝑏𝑖,𝑗 }
// 𝑈𝑖,𝑗 , 𝑉𝑖,𝑗 correspond to 𝑑𝑏𝑖,𝑗

// 𝑈𝑖,𝑗 = [𝑈 0
𝑖,𝑗
,𝑈 1

𝑖,𝑗 , ...,𝑈
𝑟−1
𝑖,𝑗

], 𝑉𝑖,𝑗 = [𝑉 0
𝑖,𝑗
,𝑉 1

𝑖,𝑗 , ...,𝑉
𝑟−1
𝑖,𝑗

]𝑇

8 𝑎𝑛𝑠 = [𝑎𝑛𝑠0, 𝑎𝑛𝑠1, ..., 𝑎𝑛𝑠𝑁 /𝐿−1];

9 for i = 0; i < M/L; ++i do
10 𝐸𝑥𝑝-𝑄𝑖 = CipherExpand(𝑄𝑖 ); // Step 1

11 end

12 for 𝑗 = 0; 𝑗 < 𝑁 /𝐿; ++ 𝑗 do
13 𝑎𝑛𝑠 𝑗 = Encode(vector(𝐿, 0));
14 for 𝑘 = 0; 𝑘 < 𝑟 ; ++𝑘 do

15 𝑀𝐴-𝑈 = Encode(vector(𝐿, 0));

16 𝑀𝐴-𝑉 = Encode(vector(𝐿, 0));

17 for 𝑖 = 0; 𝑖 < 𝑀/𝐿; ++𝑖 do
18 𝑀𝐴-𝑈 += 𝑄𝑖 ⊙ 𝑈 𝑘

𝑖,𝑗
; // Step 2

19 𝑀𝐴-𝑉 += 𝐸𝑥𝑝-𝑄𝑖 ⊙ 𝑉𝑘
𝑖,𝑗

; // Step 2

20 end

21 𝐸𝑥𝑝-𝑈 = CipherExpand(𝑀𝐴-𝑈 ) ; // Step 3

22 𝑎𝑛𝑠 𝑗 += 𝐸𝑥𝑝-𝑈⊙ 𝑀𝐴-𝑈 ; // Step 4

23 end
24 end
25 return 𝑎𝑛𝑠

5.1 Operation Analysis in SqueezePIR
First, we analyze the computations in SqueezePIR to determine
which operations can cause the result exceeding the limit.

According to the dataflow in Figure 5, step 1○ and 3○ apply
recursive vector expanding on a one-hot encrypted vector. The
range of intermediate results will not change during the expansion.
In step 2○, the server computes

∑︁
𝑖 𝑄𝑖 ⊙ 𝑈 𝑘

𝑖,𝑗
and

∑︁
𝑖 𝐸𝑥𝑝-𝑄𝑖 ⊙ 𝑉𝑘

𝑖,𝑗
.

Because there is only one one-hot ciphertext in the original query
𝑄 and one all-one ciphertext in the expanded query 𝐸𝑥𝑝-𝑄 , all
results produced in step 2○ will not exceed the boundary of the
data in matrices𝑈 and 𝑉 .

However, after the step 4○, the result may exceed the original
data range. Because each element in the 𝑎𝑛𝑠𝑖 is computed by vector-
matrix multiplication between the non-zero row in 𝑀𝐴-𝑈 and
matrix𝑀𝐴-𝑉 . Since we do not have constraints on𝑀𝐴-𝑈 and𝑀𝐴-
𝑉 , the intermediate results may exceed the original boundary of
data in 𝑈 and 𝑉 . In order to overcome the boundary exceeding
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problem, we need to make sure that the intermediate results are
bounded during the low-rank approximation.

5.2 Data Range in SVD
We adopt singular value decomposition (SVD) for the low-rank
decomposition. Since the reconstruction can cause overflow issues
based on our analysis, we propose a method to bound the norm of
intermediate results to [0,1].

Ordinary SVD: In SqueezePIR, each database tile, namely a
𝐿 × 𝐿 square matrix 𝑋 is first decomposed to 𝑋 = 𝐴Λ𝐵 through
SVD, where 𝐴 and 𝐵∗ are unitary matrices. Λ is a diagonal matrix
that stores the singular values of 𝑋 . Usually, the elements in Λ
are arranged in descending order, and we can reformulate 𝑋 as
𝑋 = 𝐴′𝐵′ where 𝐴′ = 𝐴

√
Λ and 𝐵′ =

√
Λ𝐵. For each element in the

original matrix, its value can be computed with
𝑥𝛼,𝛽 =

∑︁𝐿
𝛾=0 𝑎

′
𝛼,𝛾 ∗ 𝑏 ′

𝛾,𝛽
(4)

where 𝑎′𝛼,𝛾 = 𝑎𝛼,𝛾
√︁
_𝛾 and 𝑏 ′

𝛾,𝛽
=
√︁
_𝛾𝑏𝛾,𝛽 . We want to bound the

intermediate results during the computation of arbitrary elements
in 𝑋 . We use 𝑥𝛼,𝛽 [: 𝑘] to represent the intermediate result, which
can be formulated as

𝑥𝛼,𝛽 [: 𝑘] =
∑︁𝑘
𝛾=0 𝑎

′
𝛼,𝛾 ∗ 𝑏 ′

𝛾,𝛽

=
∑︁𝑘
𝛾=0 _𝛾 ∗ 𝑎𝛼,𝛾 ∗ 𝑏𝛾,𝛽

(5)

Algorithm 4: Database Processing − Client
/* SVD-based low-rank decomposition on the 𝑀 × 𝑁 database */

1 Function low-rank decomposition(𝑑𝑏,𝑀 , 𝑁 , 𝑟 , 𝐿):
// 𝑟 − number of ranks, 𝐿 − Length of ciphertext

// database is tiled into 𝐿 × 𝐿 squares: 𝑑𝑏 = {𝑑𝑏𝑖,𝑗 }
2 𝑈 = {𝑈𝑖, 𝑗 }, 𝑉 = {𝑉𝑖, 𝑗 }, _̂ = {_̂𝑖, 𝑗 }; // initialization

3 for i = 0; i < M/L; ++i do
4 for j = 0; j < N/L; ++j do

5 𝐴, Λ, 𝐵 = SVD(𝑑𝑏𝑖, 𝑗 , 𝑟 ); // apply SVD on 𝑑𝑏𝑖,𝑗

6 _̂𝑖, 𝑗 = |_0 | ; // maximum eigenvalue-norm in Λ

7 𝐴′′ = 𝐴
√︁
Λ/|_0 |; 𝐵′′ =

√︁
Λ/|_0 |𝐵;

8 𝐴′′ = 𝐴′′[:, :r]; 𝐵′′ = 𝐵′′[:r, :] ; // set rank to r

9 for k = 0; k < r; ++k do
10 𝑈 𝑘

𝑖,𝑗
= BatchEncrypt(𝐴′′[:, 𝑘]);

11 𝑉𝑘
𝑖,𝑗

= BatchEncrypt(𝐵′′[𝑘, :]);
12 end
13 end
14 end
15 return𝑈 , 𝑉 , _̂

Bound intermediate results by Diving |_0 |: We use 𝑎𝛼 and
𝑏𝛽 to represent the 𝛼𝑡ℎ row and 𝛽𝑡ℎ column in matrix 𝐴 and 𝐵,
respectively. We further use 𝑎𝛼 [: 𝑘] and 𝑏𝛽 [: 𝑘] to represent the
first 𝑘 elements in vector 𝑎𝛼 and 𝑏𝛽 . Since 𝐴 and 𝐵 are unitary
matrices, we have

|𝑎𝛼 [: 𝑘] | =
√︂∑︁𝑘

𝛾=0 𝑎
2
𝛼,𝛾 ≤

√︂∑︁𝐿
𝛾=0 𝑎

2
𝛼,𝛾 = |𝑎𝛼 | = 1,

|𝑏𝛽 [: 𝑘] | =
√︂∑︁𝑘

𝛾=0 𝑏
2
𝛾,𝛽

≤
√︂∑︁𝐿

𝛾=0 𝑏
2
𝛾,𝛽

= |𝑏𝛽 | = 1,
(6)

when 𝑘 ≤ 𝐿. Since singular values in Λ are arranged in descending
order, we have |_0 | =𝑚𝑎𝑥𝑖 |_𝑖 |. For the intermediate result 𝑥𝛼,𝛽 [: 𝑘],
the boundary of its norm can be formulated as

|𝑥𝛼,𝛽 [: 𝑘] | = |∑︁𝑘
𝛾=0 _𝛾 ∗ 𝑎𝛼,𝛾 ∗ 𝑏𝛾,𝛽 |

< |_0 | ∗
∑︁𝑘
𝛾=0 𝑎𝛼,𝛾 ∗ 𝑏𝛾,𝛽

= |_0 | ∗ |𝑎𝛼 [: 𝑘] | ∗ |𝑏𝛽 [: 𝑘] | ∗ 𝑐𝑜𝑠\
≤ |_0 |

(7)

Here, \ is the angle between vectors 𝑎𝛼 [: 𝑘] and 𝑏𝛽 [: 𝑘]. We divide
the original matrix 𝑋 with |_0 |, and we formulate 𝑋

|_0 | = 𝐴′′𝐵′′,

where 𝐴′′ = 𝐴

√︂
Λ
|_0 | and 𝐵

′′ =

√︂
Λ
|_0 |𝐵. Now, the norm of all

intermediate results during the matrix multiplication between 𝐴′′

and 𝐵′′ are limited to [0,1]. Finally, we retrieve matrix 𝑋
|_0 | from

the server. The benefit of this design is that we can use the same
secure parameters for arbitrary 𝐿 × 𝐿 square matrix.

5.3 Database Pre-Processing
Our SPG system requires the client to process the low-rank decom-
position offline. After the database is decomposed tile by tile, the
client needs to send the encrypted database to the server. After
the device has retrived data from the server through SqueezePIR,
the client also need to send the desired eigenvalue to the device to
finish the answer recovering. Specifically, each 𝑑𝑏𝑖, 𝑗 in the database
is divided by its _̂𝑖, 𝑗 (we use _̂𝑖, 𝑗 to denote |_0 | for𝑑𝑏𝑖, 𝑗 ), the original
answer will be recovered by _̂𝑡/𝐿,𝑗 ∗𝑎𝑛𝑠 𝑗 on the device side. Here, 𝑡
is the ID of the desired record in the database and 𝐿 is the degree of
ciphertext. We summarize our database processing in Algorithm 4.

6 EVALUATION
In this section, we first evaluate our SqueezePIR with different
database settings. Then, we analyze the performance of SqueezePIR
and the accuracy of GNN models on real graph databases.

6.1 Experiment Setup
Homomorphic Encryption Setup: We adopt two homomorphic
encryption schemes: BFV [11, 31] and CKKS [20]. BFV encrypts
integers and performs homomorphic computation on integers. For
the security parameters in BFV, we follow the settings in FastPIR
[3]. Specifically, the coefficient bits for plaintext and ciphertext are
16 bits and 109 bits, respectively. We use BFV during the edge list
retrieving and the baseline of FastPIR.

CKKS is another encryption scheme that can encrypt complex
floating-point numbers. Since the graph node features are in floating-
point format, we adopt CKKS for the node feature retrieving. For
CKKS, we set the polynomial degree for the ciphertext to 8192,
and the valid slots 𝐿 per ciphertext equals half of the polynomial
degree. Thus, there are 4096 slots per ciphertext. The number of
bits for coefficients in the ciphertext is {60, 49, 49, 60}. The scaling
factor is 249. The degree size is the most critical factor that affects
SqueezePIR’s performance. We analyze the impact of the degree
size in Table 3. For a smaller degree, a lower rank is required for an
equal amount of storage and computation in plaintext. The compu-
tation time increases with a larger degree size, however, the noise
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for PIR is large when we set the degree to 4096. Thus, we pick 8192
as the degree size in our evaluation.

Software Implementation: We implement our SqueezePIR and
SPG system in C++, with homomorphic encryption algorithms
from Microsoft SEAL library [57]. The CPU platform is Intel Xeon
Platinum 8200 CPU @ 2.7GHz. The main memory size is 1 TB.

Table 3: SqueezePIR & SVD performance with different ci-
phertext degree settings on Citation2 dataset

rank
ciph
degree

MSE nosie
(SqueezePIR)

time
(SqueezePIR)

MSE noise
(SVD)

time
(SVD)

64 4096 4.91 × 10−3 6.88s 5.58 × 10−8 104.57s
128 8192 9.97 × 10−18 9.20s 1.47 × 10−8 134.13s
256 16384 1.32 × 10−18 21.36s 3.80 × 10−9 359.38s

6.2 Analysis of SqueezePIR
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Figure 7: Retrieving time comparison between different PIR
protocols: FastPIR [3] under BFV and CKKS, SealPIR [4],
SqueezePIR with rank 512, and naive FHE matrix multiplica-
tion [34, 35].

Comparison between SqueezePIR and Other PIR Protocols:
We first analyze SqueezePIR with self-defined parameter settings.
Figure 7 shows the comparison between SqueezePIR and other
PIR protocols. Here, we also adopt a naive solution to handle all
homomorphic multiplication on the decomposed dataset. Usually,
the FastPIR-based solution and our SqueezePIR are outperforms
SealPIR and the naive method. Specifically, our SqueezePIR provides
5.54× and 4.53× speedup against SealPIR and the naive method on
average. By comparing our SqueezePIR with the FastPIR-based
solution, we made the following observations: Firstly, for FastPIR,
the performance under BFV encryption is worse when compared to
CKKS encryption. Since we need to encrypt the original database,
all homomorphic operations are performed between ciphertexts,
whichmay not be friendly for the BFV encryption scheme. Secondly,
the performance of SqueezePIR does not change as the number of
columns in the database increasing. The reason is that when the
number of columns of the database is smaller than the number of
slots of the ciphertext, the retrieving time for SqueezePIR is only
influenced by the rank of the decomposed database if the number
of records is fixed. Thirdly, when #𝑐𝑜𝑙 ≤ 2×#𝑟𝑎𝑛𝑘 , the performance
of SqueezePIR is worse than FastPIR under CKKS encryption. The
reason is that in this circumstance, the size of the database after
decomposition is equal to or even larger than the original database.
Thus, when the number of columns in the original database is

small, we will split the database along the column direction and
concatenate them along the row direction, i.e. reshape an𝑀 × 𝑁
database to a𝑚1 ×𝑚2𝑁 database, where𝑚2𝑁 ≈ #𝑠𝑙𝑜𝑡 .
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Figure 8: Retrieving time analysis of SqueezePIR: (a) retriev-
ing time breakdown under various #rank with fixed #record
(218) and (b) various #record with fixed #rank (256); (c) overall
retrieving time comparisonwith different #record and #rank.

Breakdown of SqueezePIR: Next, we analyze the time consump-
tion for each step in SqueezePIR. We first fix the number of records
to 218 and seek how the rank size affects the performance. The
results are shown in Figure 8(a). From the results, we can easily find
that the query expanding time is fixed since the query expanding is
only influenced by the number of records in the database. All other
steps in SqueezePIR grow linearly as the rank size increases. Also,
we can observe that the query mapping (step 2○) takes the most
portion of retrieving time.

Then, we analyze the impact of record size by fixing the rank
size to 256. The results are shown in Figure 8(b). We can observe
that the time consumption for 𝑀𝐴-𝑈 expanding (step 3○) and an-
swer reduction (step 4○) are fixed since these two steps are only
affected by the rank size. Other steps grow linearly as the record
size increases. Like the results in Figure 8(a), the query mapping
(step 2○) takes the majority of retrieving time.

Figure 8(c) shows the retrieving time on the server with various
record and rank sizes for SqueezePIR. Previously we find that the
query mapping occupies most of retrieving time, and its execution
time is proportional to the rank and record sizes. Thus, the overall
retrieving time for SqueezePIR is increasing linearly as the rank
and record size increase.
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Table 4: Settings for various graph databases.

Reddit [36] Products [21] Collab [37] Citation2 [62] Syn1 Syn2

original
settings

#node 232965 2449024 23568 2927963 - -
#feature 602 100 128 128 - -

#edge/node (avg) 619 26 6 11 - -
edge

database
#record 49152 24576 4096 12288 - -
#column 4096 4096 4096 4096 - -

node feature
database

#record 40960 61440 8192 94208 131072 262144
#column 3612 4000 4096 4096 4096 4096

Table 5: Performance of SqueezePIR for one node’s edges and features retrieving on real-word graph databases. F and S represent
FastPIR and SqueezePIR respectively. The retrieving time is in seconds.

selected
rank

GNN
model

original
acc

low-rank
acc

edge
retrieving time

node feature
retrieving time (F)

node feature
retrieving time (S)

speedup for
SqueezePIR

Reddit 128 GraphSaint [71] 96.69% 94.96% 106.16 25043.19 3578.25 6.83
Products 32 SAGN [58] 84.45% 82.90% 53.61 1657.37 53.27 16.01
Collab 32 PLNLP [64] 63.05% 61.94% 10.50 89.07 6.41 5.89

Citation2 32 SEAL [72] 86.76% 86.65% 28.38 1059.39 29.84 18.68

6.3 SqueezePIR on Secure Graph System
Graph Neural Network Setup: In this work, we adopt four real-
world graph databases and two synthetic databases to evaluate the
performance of SqueezePIR. The graph database settings are shown
in Table 4. Since the average edge list and feature size for each node
are always smaller than the number of slots (4096) per ciphertext,
we reshape the database and make the number of columns close to
4096 for more efficient processing. In this work, we adopt commonly
used one-hop sampling for GNN inference. Thus, one edge list and
the corresponding neighbor nodes’ features need to be retrieved
during PIR.
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Figure 9: Retrieving time comparison between FastPIR and
SqueezePIR for one node feature on different databases.

Node Feature Retrievingwith SqueezePIR:Weapply SqueezePIR
on the databases provided in Table 4 and compare the performance
with the FastPIR under CKKS encryption. The results are shown
in Figure 9. Here, we set the ranks for SqueezePIR to 512, 128, and
32. From the results, we can find that the SqueezePIR achieves con-
siderable speedup when compared to the FastPIR. Specifically, the
performance improvement is more obvious for the databases with a
larger number of records. The reason is that with more records, the
query mapping occupies more portion of retrieving time as Figure
8(b), and SqeezePIR enjoys more speedup. On average, compared to

FastPIR encrypted with CKKS, our SqueezePIR achieves 2.7×, 10.1×,
and 32.5× speedup when the ranks are 512, 128, and 32, respectively.
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Figure 10: Accuracy of GNNs on various graph databases after
low-rank decomposition.

GNNAccuracy under Low-rankDecomposition: The accuracy
of GNNs after low-rank decomposition is shown in Figure 10. In
most cases, GNNs can tolerate a small rank. We also find that
the accuracy does not continuously decrease as the rank becomes
smaller. The main reason is that the node features of a graph may
have some redundant information. Low-rank decomposition helps
to remove the redundancy that can help to improve the accuracy of
the model. This phenomenon also appears in GNN pruning [18, 45].
Usually, the accuracy drop of pruning algorithms on GNN is larger
than 2% [19, 54]. Thus, assuming we can tolerate 2% accuracy loss,
we set the rank for Reddit to 128 and 32 for other databases. The
overall performance comparison between SqueezePIR and FastPIR
(CKKS) on real-world databases is shown in Table 5. During our
evaluation, each node will first retrieve its edge list through FastPIR
(BFV). Then, the node retrieves its neighbor nodes’ feature vectors
through FastPIR (CKKS) or SqueezePIR. Here, we adopt average
edges as the number of neighbors for each node. From the result,
our SqueezePIR achieves 5.89× to 18.68× speedup when compared
to FastPIR (CKKS). On average, the SqueezePIR achieves 11.85×
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speedup, which makes the node feature retrieving time close to the
edge retrieving time.
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Figure 11: Database pre-processing time for FastPIR and
SqueezePIR. (F and S represent FastPIR and SqueezePIR)

Database Encryption andDecomposition for SqueezePIR:We
analyze the database pre-processing time in Figure 11. Compared to
FastPIR, an additional low-rank decomposition should be applied
to the original database before the encryption in SqueezeIPR. Since
the SVD is performed for each 𝐿 × 𝐿 block, the pre-processing time
of SVD for a larger graph database grows linearly. Compared to the
results in Figure 9, the database pre-processing time is acceptable.
For example, for database ‘Syn2’, the database pre-processing time
is 25.2× compared to one node feature retrieving time when we set
the rank to 512 under SqueezePIR. The reason that we can afford
this overhead for database pre-processing is we only need to pre-
process the entire database once, however, each node will retrieve
tens to hundreds of neighbor node features for each inference.

Table 6: Execution time breakdown in the real deployment,
where PIR protocols are executed under multi-thread mode.

Reddit Product Collab Citation2
edge retrieving 15.72 9.43 2.27 4.96

node feature retrieving 103.21 0.51 0.51 1.49
GNN inference 1.13×10−4 1.79×10−5 6.67×10−5 4.64×10−5

Discussion on Real-world Deployment: In real-world deploy-
ment, PIR protocols can be easily accelerated with parallelism exe-
cution. Specifically, FastPIR can parallel along the column direction,
and SqueezePIR can parallel along the rank and batch direction.
We use OpenMP dynamic parallelism [14] to accelerate PIR proto-
cols. From the results in 6, the data retrieving still occupies most
of the execution time, which needs to speed up. Also, we find that
SqueezePIR shows a higher speedup since execution PIR in batch
can enjoy more data reuse on the database.

7 RELATEDWORK
Private Deep Learning and Graph Applications: For deep learn-
ing applications, the dataset can contain sensitive information and
the parameters in the trained model are often confidential. Thus,
privacy-preserving deep learning becomes an important topic. Prior
work has leveraged various approaches to protect the deep learning
process, including fully homomorphic encryption [6, 25], federated
learning [43, 69], and much more.

For graph-formatted data, there are also various private systems
to process graph algorithms. In order to hide personal information
(important features) during the processing on the server, structural
anonymization or differential privacy [8, 13, 16, 52] try to build a
substitute graph bymodifying the graph structure and node features
to hide information. These approaches can prevent personal data
leakage theoretically without degrading performance. However,
these techniques are still vulnerable if the attacker has background
knowledge [47, 55]. Also, the attacker can still train a GNN model
based on the substitute graph. Some approaches focus on some
specific graph applications such as shortest distance[32, 51, 63],
nearest search[61], and graph neural networks[1, 74]. Compared to
previous work, our SPG framework can encrypt the node feature
and edge lists, which can guarantee the server learns nothing about
the feature and structure information of a graph. Meanwhile, our
framework can potentially let the server performs GNN workloads
with homomorphic encryption [25, 40]. In this case, the GNN needs
to be encrypted with FHE schemes, and thus the computation on
the server will not leak any information.

Software Optimization for PIR: Extensive work has been done
to improve the performance of PIR. Some work alleviates the over-
head in PIR through new cryptographic techniques [49], while some
work optimizes the query or answer with reduced size [3, 4]. There
are also studies leveraging data pipelining and parallelism to accel-
erate answer generation [7]. Our SqueezePIR is the first to apply
the compression method and directly reduce the data required for
the PIR process.

Hardware Acceleration for PIR: Researchers also discussed
the opportunity of accelerating PIR with emerging hardware. For
example, some work leverages the extreme parallelism and com-
putation capacity provided by GPUs [50] to reduce the execution
time. There is also limited work designing customized accelerator
architectures [44]. Our SqueezePIR does not put constraints on the
computation platforms. Therefore, these acceleration schemes can
also be applied to further boost the performance of SqueezePIR.

8 CONCLUSION
In this work, we explore how to build a GNN system to avoid the
information of a graph being exposed to an untrusted third-party
server. We first design an SPG framework which is built on top of
PIR to prevent the server from learning the graph structure through
the retrieving tracks. Then, we design SqueezePIR that can acceler-
ate data retrieving by approximating the database with low-rank
decomposition. Our evaluation shows an average of 11.85× speedup
with less than 2% accuracy loss when comparing our SqueezePIR
with the state-of-the-art FastPIR protocol.
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