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ABSTRACT

When a database is protected by Di�erential Privacy (DP), its us-
ability is limited in scope. In this scenario, generating a synthetic
version of the data that mimics the properties of the private data
allows users to perform any operation on the synthetic data, while
maintaining the privacy of the original data. Therefore, multiple
works have been devoted to devising systems for DP synthetic data
generation. However, such systems may preserve or even magnify
properties of the data that make it unfair, rendering the synthetic
data un�t for use. In this work, we present PreFair, a system that
allows for DP fair synthetic data generation. PreFair extends the
state-of-the-art DP data generation mechanisms by incorporating a
causal fairness criterion that ensures fair synthetic data. We adapt
the notion of justi�able fairness to �t the synthetic data genera-
tion scenario. We further study the problem of generating DP fair
synthetic data, showing its intractability and designing algorithms
that are optimal under certain assumptions. We also provide an ex-
tensive experimental evaluation, showing that PreFair generates
synthetic data that is signi�cantly fairer than the data generated by
leading DP data generation mechanisms, while remaining faithful
to the private data.
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1 INTRODUCTION

Among the various privacy de�nitions that have been explored,
Di�erential Privacy (DP) [13] has emerged as the most reliable.
DP allows users to get answers to queries and even train Machine
Learning models over private data by augmenting the true answers
with noise that cloaks information about individuals in the data.
Indeed, multiple works have focused on answering queries over
private data [20, 22, 26, 29, 33] and training models over such data
[2, 39]. However, performing queries or training models directly on
the private data has several prominent drawbacks. First, the class of
allowed operations is limited. For example, only aggregate queries
and speci�c techniques of training are allowed. Second, the data
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Figure 1: Popular private synthetic data framework design.

itself cannot be shared or used to explain the results and verify
them without spending more precious privacy budget.

These limitations and others have driven the approach of gener-
ating synthetic data under DP [3, 7, 19, 20, 23, 30–32, 34, 35, 45, 49,
52, 55, 60]. In general, these systems often work in two main steps
as depicted in Figure 1. First, they measure some set of summary
statistics and generate some model to represent the data that is
consistent with the measured statistics. This step is done in a pri-
vacy preserving manner by infusing noise into both the statistics
and the model generating step. From that point, the synthetic data
is sampled directly from the model in a non-private manner. DP
synthetic data provides a strong formal guarantee of privacy on the
original private data while creating a synthetic dataset that retains
many of the properties of the original dataset. The synthetic data
may then be used in any way and shared without additional privacy
risk, due to the post-processing property of DP [15].

However, as indicated by [18], the synthetic data generation
process may preserve or even exacerbate properties in the data that
make it unfair. There has been a signi�cant e�ort in recent years
to both de�ne fairness [5, 9, 10, 14, 17, 24, 25, 28, 38, 46, 54], and
develop frameworks to understand and mitigate bias [16, 47, 50].
Among these, causal approaches for fairness [24, 28, 46] propose a
principled approach of measuring the e�ect of protected attributes
on the outcome attributes. These works consider the causal rela-
tionship between protected attributes, i.e., those that cannot be
explicitly used in decision making, admissible attributes, i.e., those
that can be explicitly used in decision making, and outcome at-
tributes that are the prediction targets.

Prior works have proposed frameworks for pre-processing steps
to repair the data and ensure causal fairness [6, 16, 46]. Notably,
none of these have done so while under the constraint of DP as
they assume the data is accessible.

In this paper, we propose PreFair (Private and Fair synthetic data

generation), a novel framework for generating fair synthetic data that

satis�es DP.Our solution combines the state-of-the-art DP synthetic
data generation system, MST [34] (shown to be the best performing
mechanism in terms of minimizing the discrepancy between the
private database and the generated one [51]) with the robust causal
fairness de�nition of Justi�able Fairness [46] to generate data that
ensures fairness while satisfying DP. In justi�able fairness, the data
is de�ned to be fair if there is no directed path in the causal graph
between the protected attribute and the outcome attribute that
does not pass through an admissible attribute in a graphical model
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(a) Non-fair model gen. by [34].
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(b) Fair model gen. by PreFair.

Figure 2: Graphical data generation models.

which describes the data. Speci�cally, PreFair augments the �rst
step shown in Figure 1 to satisfy the graph properties needed for
Justi�able Fairness and provides a guarantee that the data generated
in the second step will be fair, under a common assumption.

Example 1. Consider the Adult dataset [4] with the attributes age,

marital-status (marital), education (edu), sex, income, and relation-

ship. The MST system �rst learns the 2-way attribute marginals and

then samples from them to generate a synthetic database instance.

Figure 2a shows the graphical representation of the database at-

tributes, generated by MST. Here, protected attributes are denoted with

a subscript Π (and are colored red), admissible attributes are denoted

with a subscript U (and are colored blue) and the outcome attribute

with a subscript Ω (and is colored green). The edges denote attributes

that have a strong correlation between them in the private database.

Note that the protected attribute sex (denoted by a subscript Π and

colored red) has an edge to the income attribute which is the outcome.

Intuitively, any synthetic database that will follow the distribution

de�ned by this graph will have a direct dependence between the at-

tribute sex and the attribute income, resulting in unfair data (while

the graphical model is not a causal graph, we rely on the graphical

properties of justi�able fairness). On the other hand, Figure 2b shows

an alternative graphical representation of the dependencies, generated

by PreFair. In this graph, the path from sex to income passes through

the admissible attribute education (the dashed edges colored blue).

Intuitively, in any synthetic data that will adhere to this distribution,

the in�uence of the sex attribute on income will be mitigated by the

education attribute, which is considered admissible, so, it is allowed

to directly in�uence the outcome.

Ensuring that PreFair is useful gives rise to several challenges.
In particular, we tackle the following challenges: (1) adapting the
de�nition of fairness to undirected graphical models, (2) making a
connection between the graphical model and the data to guarantee
that a fair model would lead to the generation of fair data, and (3)
providing e�cient algorithms that will generate fair data while
remaining faithful to the private data and satisfying DP.

Our contributions.

● We propose PreFair, the �rst framework, to our knowledge,
that generates synthetic data that is guaranteed to be fair and
di�erentially private. PreFair combines the state-of-the-art syn-
thetic data generation approach that satis�es DP [34] with the
de�nition of justi�able fairness [46].

● We provide a novel model for fair data generation that relies on
probabilistic graphical models and characterize the desiderata
for the sampling approach to generate justi�ably fair data.

● We prove that �nding the optimal fair graph in our model is
NP-hard even in the absence of privacy.

● Due to the intractability of the problem, we devise two solutions:
(1) an algorithm that provides an optimal solution for an asymp-
totically large privacy budget and (2) a greedy algorithm that
uses heuristics to construct the graph, while still guaranteeing
fairness but possibly reducing the faithfulness to the private data.

● Weperform an extensive experimental evaluation to test PreFair
and show that our greedy approach can generate fair data while
preserving DP and remaining faithful to the private data. We
further show that our greedy approach does not incur major
overhead in terms of performance.

2 PRELIMINARIES

Data.We assume a single table schema S = '(�1,�2 . . . �3)where
A = {�1,�2 . . . �3} denotes the set of attributes '. Each attribute
A8 has a �nite domain�><(�8). The full domain of ' is�><(') =
�><(�1) ×�><(�1) × . . . �><(�3). An instance � of relation '
is a bag whose elements are tuples in �><('), i.e., a tuple can be
written as C = (01, . . . , 03) where 08 ∈ �><(�8). The number of
tuples in � is denoted as ∣� ∣ = =. We consider synthetic databases.
Given a database � over schema S and = tuples, we say that �′ is
a synthetic copy of � if �′ also has the schema S and contains =
tuples of the form C = (0′1, . . . , 0′3) where 0′8 ∈ �><(�8).

For the rest of the paper, we refer to the process of generating a
synthetic copy of a database � as synthetic data generation.

2.1 Renyi Di�erential Privacy

In this paper, we employ the notion of Renyi-DP (RDP) [37]. This
is a formal model of privacy that guarantees each individual that
any query computed from sensitive data would have been almost
as likely as if the individual had opted out. More formally, RDP
is a property of a randomized algorithm that bounds the Renyi
Divergence of output distributions induced by changes in a single
record. To de�ne privacy, we begin with neighboring databases.

Definition 1 (Neighboring Databases). Two databases � and

�′ are considered neighboring databases if � and �′ di�er in at most

one row. We denote this relationship by �′ ≈ � .

We often use the notion of neighboring databases to distinguish
the impact of any particular individual’s input on the output of a
function. We likewise measure the maximum change in any func-
tion due to the removal or addition of one row often calling it the
sensitivity of the function.

Definition 2 (Sensitivity). Given a function 5 the sensitivity

of 5 is BD?�′≈� ∣5 (�) − 5 (�′)∣ and is denoted by Δ5 .

From here we can de�ne our formal notion of Privacy, RDP.

Definition 3 (Renyi Differential Privacy). A randomized

mechanismM satis�es (U,W)-RDP for U ≥ 1 and W ≥ 0 if for any two
neighboring databases � , and �′:

�U(M(�)∥M(�′)) ≤ W
where �U(⋅∥⋅) is the Renyi divergence of order U between two proba-

bility distributions.

This ensures that no single individual contributes toomuch to the
�nal output of the randomized algorithm by bounding the di�erence
of the distributions when computed on neighboring databases.
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All mechanisms that satisfy RDP also satisfy classic di�erential
privacy [13]. Given privacy parameters U and W the RDP guarantee
can be translated into a classical DP guarantee as follows.

Theorem 1 (RDP to DP [37]). If a mechanismM satis�es (U,W)-
RDP it also satis�es (W + log(1/X)

U−1 , X) - DP for all X ∈ (0, 1].
The parameter W quanti�es the privacy loss. While classic DP

bounds the worst-case privacy loss, RDP treats privacy loss as a
random variable which allows for computing a tighter bound over
privacy loss inmany situations. Ourmechanisms, such as Algorithm
1 (Section 4.1), use repeated calls to the Gaussian mechanism and
bene�t from this tighter analysis. If there are two RDP releases of
the same data with two di�erent privacy parameters the amount of
privacy loss is equivalent to the sum of their privacy parameters.

Theorem 2 (RDP composition [37]). LetM1 be an (U,W1)-RDP
algorithm andM2 be an (U,W1)-di�erentially private algorithm.

Then their combination de�ned to beM1,2(G) = (M1(G),M2(G))
is (U,W1 +W2)-RDP.

When designing private systems, designers are required to bal-
ance utility and privacy loss over several mechanisms to ensure
that a global privacy loss is not exceeded. RDP is robust to post-
processing, i.e., if any computation is done on an RDP data release
without access to the original data, the additional computation also
satis�es RDP.

TheGaussianmechanism [37]. This is a DP primitive for answer-
ing numerical queries and is often used to construct more complex
DP mechanisms.

Definition 4 (Gaussian Mechanism). Given a query @ and a

database, � the randomized algorithm which outputs the following

query answer is (U, U Δ@2

2f2 )-RDP [37] for all U ≥ 1.
@(�) +N (0, f2)

whereN (0, f) denotes a sample from the Normal distribution
with mean 0 and scale f , and Δ@ is the sensitivity of @ (De�nition 2).

The Exponential Mechanism (EM) [36]. EM is an RDP primitive
for queries that outputs categorical data instead of numerical data.
The exponential mechanism releases a DP version of a categorical
query & by randomly sampling from its output domain Ω. The
probability for each individual item to be sampled is given by a
pre-speci�ed score function 5 . The score function takes in as input
a dataset � and an element in the domain l ∈ Ω and outputs a
numeric value that measures the quality ofl . Larger values indicate
that l is a better output with respect to the database and as such
increases the probability of l being selected. More speci�cally
given a dataset � the exponential mechanism samples l ∈ Ω with
probability proportional to exp( n

2Δ5
⋅ 5 (�,l)) where Δ5 is the

sensitivity of the scoring function 5 .

Theorem 3 (From [36]). The Exponential Mechanism applied to

the quality score function 5 satis�es (U, U (2nΔ5 )28 )- RDP. Where Δ5

is the sensitivity of 5

Both the Gaussian and Exponential mechanism are DP primitives
which are often used as subroutines in the design of more complex
DP mechanisms.

2.2 Marginals-MST

Previous work [34] has proposed an approach of using a Marginals-
MST for generating DP synthetic data. The Marginals-MST is based
on a Bayes network that encodes the 2-way marginals between the
di�erent attributes of the database. This approach was shown to be
the state-of-the-art DP mechanism for generating synthetic data
[51]. In the selection step (recall Figure 1), the system generates
a Marginals-MST which maximizes the pairwise mutual informa-
tion over the attributes of the database. The mutual information
between two attributes measures the mutual dependence between
the two attributes. Two attributes that depend on each other more
have higher mutual information. As such the 2-way marginals of
attributes with high dependence on one another are chosen to be
measured directly. Mutual information is de�ned as follows.

Definition 5 (Mutual Information [11]). The mutual infor-
mation between two attributes �8 and � 9 is de�ned as follows.

∑
08∈3><(�8)

∑
0 9 ∈3><(�9 )

%[�8 = 08 ,�9 = 0 9 ] log( %[�8 = 08 ,�9 = 0 9 ]
%[�8 = 08]%[�9 = 0 9 ]) (1)

Selection step. The Marginals-MST selection step is a three step
process each with its own split of the privacy parameter. First,
it measures the 1-way marginals. It then selects a set of 2-way
marginals to measure by creating a graph where the nodes repre-
sent the attributes and the edges represent 2-way marginals be-
tween attributes. The weights of each edge are set to (an estimation
of) the mutual information between the two attributes. It then
uses a private mechanism to generate a maximum spanning tree
(Marginals-MST) over this graph by using a private version of
Kruskal’s algorithm [27] where the exponential mechanism is used
to select edges.

Definition 6 (Marginals-MST). Given a database � over the

attribute setA and an undirected graph� = (+ , �,F), where+ = A,
� are edges between attributes, andF ∶ +×+ → R+ returns themutual

information between every pair of attributes such that (�1,�2) /∈ �
i�F(�1,�2) = 0, a Marginals-MST is a spanning tree of � .

Once the marginals are selected the �nal graphical model is con-
structed using Private PGM [35] which (approximately) preserves
the conditional independence properties of the Marginals-MST as
well as its marginals. From here the model is sampled directly.

Sampling step. Once the graphical model is generated, the data is
sampled in a way similar to sampling from a Bayes net. It samples
attributes one at a time with probabilities dependent on its already
sampled neighbors. This imposes a direction in all the edges in
the Marginals-MST resulting in a probability distribution that can
be encoded in a directed Bayes net. The direction of the edges is
directly dependent on the order in which the attributes are sampled
with edges going from nodes which were sampled �rst toward
nodes which were sampled later.

Example 2. Figure 3 shows the process of sampling from the

Marginals-MST shown in Figure 2b. The �rst attribute to be sam-

pled is age. Its probability is dependent only on its 1-way marginal

probability. Then, marital-status is sampled. Since age is already sam-

pled, marital-status is then sampled according to the estimated 2-way
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Figure 3: Directed Marginals-MST as a result of sampling.

marginal distribution. This process continues down the tree until all

attributes are sampled.

Likewise, this ensures that the �nal distribution (approximately)
follows the local Markov property of Bayesian networks.

Definition 7 (Local Markov Property). A graphical modelN

satis�es the Local Markov Property if each attribute is conditionally

independent of its non-descendants given its parent values. This is

formulated as follows.

∀0 ∈ A ∶ -0 ⊥⊥ -A∖X(0)∣-Π(0) (2)

Where X(0) are the descendants of 0 and Π(0) is the parents of
0. In particular, given the local Markov property, we can write the
probability distribution on the attributes A as follows.

%A[A] = %A[-1, -2 . . . -∣A∣] =
∣A∣

∏
8=1

= %A[-8 ∣Π8] (3)

where Π8 is the parent set of -8 . Given a Bayesian network a
common inference task is determining conditional independence
between two attributes.

A su�cient criteria to denote conditional independence is d-
separation [40] a condition that can be checked directly on the
graph structure. We say that if G is a graphical model and %A is a
probability distribution then %A is Markov compatible with G if a
d-separation in G implies conditional independence in %A . or more
formally.

X ⊥⊥ Y∣3Z→ X ⊥⊥ Y∣Z (4)

If the converse is true, we say that %A is faithful to G. In terms of
Bayesian networks, the following is true.

Theorem 4. If G is a directed acyclic graph over attributes A and

%A is a probability distribution that follows Equation (3), then %A is
Markov compatible with G.

Interventions on a Bayseian network are achieved via the do
operator denoted do(- = G). On the graph structure itself this is
equivalent to setting the value of a particular node and removing all
the edges between that node and its parents. There is an equivalent
notion on the distribution itself which can be computed analytically.

2.3 Causal Fairness

Causal fairness notions [24, 28] consider the dependence between
a set of protected attributes % and a set of outcome decisions $ .
Protected attributes are those which are considered sensitive and
unactionable. For example, race and gender are considered unaction-
able attributes in highly sensitive tasks such as college admissions
and loan applications. The outcome attribute $ is the objective to
predict given the other attributes.

Here, we focus on justi�able fairness [46] which considers ad-
ditional admissible attributes. These attributes are considered ac-
tionable for decision making despite their possible causal links to
protected attributes.

We begin by �rst introducing  fairness and then using that to
derive the notion of justi�able fairness.

Definition 8 (K-fairness [46]). Given the disjoint set of at-

tributes A, protected attributes % , and outcome attribute $ we say

that a mechanismM is  -fair with respect to % if for any context

 = : and every outcome $ = > and every %8 ∈ % the following holds:

%[$ = > ∣3>(%8 = 0), 3>( = :)] = %[$ = > ∣3>(%8 = 1), 3>( = :)]
That is, conditioned on the intervention on the attributes in  ,

the value of the protected attribute (%8 ) should not a�ect the �nal
outcome ($ = >).

K-fairness is usually de�ned with respect to the outcome of
some algorithm such as a classi�er but as most pre-processing
techniques do, we will make the “reasonable classi�er” assumption,
where the conditional probability of classi�cation is close to that
same conditional probability of the training label in the training set.
Therefore, we will use the outcome of a classi�er and the training
label interchangeably here.

Definition 9 (Justifiable Fairness [46]). LetA be the set of all

attributes, let % ⊂ A be a set of protected attributes, let � ⊂ A ∖ % be

a set of admissible attributes, and let$ ∈ A ∖ (% ∪�) be an outcome

attribute. A mechanismM is justi�ably fair if it is -fair with respect

to all supersets  ⊇ �.

Prior work [46] notes that, for a directed causal graph G over
a probability distribution, if all directed paths from a protected at-
tribute to the outcome attribute pass through at least one admissible
attribute, then that probability distribution is justi�ably fair.

Theorem 5 ([46]). If all paths in a causal directed acyclic graph

G going from protected attributes to outcome attributes go through at

least one admissible variable thenG is justi�ably fair. If the probability

distribution is faithful to the causal DAG, then the converse also holds.

While this is true for data that is faithful to a causal DAG, we
will show in the sequel (Proposition 2) that it is also true for data
that is Markov compatible with that same graphical structure.

3 A FRAMEWORK FOR THE GENERATION OF
FAIR AND DP SYNTHETIC DATA

All of our mechanisms can be seen as imposing a distribution rep-
resented in the created Bayes net onto a particular dataset. This
does not inherently preserve any causal structure nor impose any
causal structure on the dataset it merely preserves a chosen set of
measured statistics. In our setting, this is required as it is known
that no private mechanism can preserve all possible statistics on
a dataset [12] but instead, it must choose to preserve a subset of
them and, even then, noise has to be infused into that subset.

3.1 Model For a Fair Marginals-MST

We now detail the model for a fair Marginals-MST, relate it to the
synthetic data sampled in the second step (Figure 1), and de�ne the
main problem at the center of our model.

Causal interpretation. Previous work on justi�able fairness [46]
satis�es justi�able fairness by changing the underlying distribu-
tion to make attributes that could be causally linked to instead
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be independent. Fundamentally, this repair mechanism imposes
independence between attributes and does not impose new casual
structures. Similarly, our work can be seen as imposing an entire dis-
tribution onto a particular dataset. We generate distributions with
independence properties that ensure the independence between
the protected and outcome attributes when conditioned on the ad-
missible attributes. We do not impose any given causal structures.
Instead, we create data with a speci�c distribution from which no
causality between protected and outcome attributes can be inferred.

Fairness of a Marginals-MST. We can adapt the notion of inter-
ventional fairness to Marginals-MST. As a �rst step, we need to
bridge the gap between an undirected Marginals-MST and De�ni-
tion 8 that assumes a DAG. Here, we consider the option of multiple
outcomes rather than a single outcome attribute. This generaliza-
tion is very practical for the synthetic data generation scenario, as
we explain in the discussion in Section 3.2.

Proposition 1. Let � be a database over the attribute set A, let

%,�,$ ⊆ A be disjoint sets representing the protected, admissible and

outcome attributes respectively, and let) be a directed Marginals-MST

overA. If all directed paths in) going from any attribute in % to any

outcome attribute in $ go through at least one attribute in �, then

the distribution of ) is justi�ably fair.

For brevity, the formal proofs are deferred to the full version [43].
This proposition leads to the de�nition of a fair Marginals-MST )
as one for which any directed Marginals-MST derived by directing
the edges of ) satis�es the premise in Proposition 1.

Definition 10 (Fair Marginals-MST). Given a database� over

attributes A, and disjoint sets %,�,$ ⊆ A representing the protected,

admissible and outcome attributes respectively, a Marginals-MST, ) ,

whose node set isA is fair if in any directed Marginals-MST obtained

by directing the edges of ) , all directed paths in ) going from any

attribute in % to any outcome attribute in $ go through at least one

attribute in �.

Example 3. Figure 2b shows an example of a fair Marginals-MST.

The only path from the protected attribute (sex) goes through at

least one admissible attribute (education). Regardless of any direction

imposed on the edges, the path between the outcome and protected

attribute remains blocked by an admissible attribute.

We de�ne a fair Marginals-MST as aMarginals-MST that satis�es
Proposition 1, regardless of the imposed direction of edges. This
ensures that a fair Marginals-MST represents a distribution that is
justi�ably fair regardless of the sampling order. Since a Marginals-
MST is a tree, we get the acyclic property ‘for free’ as there cannot
be cycles in the tree, regardless of the direction of the edges.

From a fair Marginals-MST to fair synthetic data. We now
show that, given a fair Marginals-MST, one can sample data which
satis�es the property in De�nition 9 as well, so long as the sampling
approach preserves the distribution of the fair Marginals-MST.

Proposition 2. Any synthetic database whose distribution is

Markov Compatible (Equation (4)) with a directed fair Marginals-MST

satis�es Justi�able Fairness (De�nition 9).

Intuitively, this proposition states that it is su�cient to �nd a fair
Marginals-MST to ensure that the data derived from it is justi�ably

fair, as long as the sampling method is faithful to the distribution
described by the fair tree. This is inherently true for any sampling
method that preserves the distribution of a Bayes net (Equation (3))
such as the MST [34] and PrivBayes [58] sampling steps.

3.2 Problem De�nition and Intractability

We have adapted the notion of interventional fairness to Marginals-
MST and have further determined that it is su�cient to consider the
fairness of the Marginals-MST to know that a synthetic database
that is generated by a faithful sampling process will be fair. We can
now de�ne FDPSynth (Fair DP Synthetic Data Generation) as the
problem at the heart of PreFair.

Definition 11 (The FDPSynth Problem). Let � be a database

with attribute set A, a set of protected, admissible, and outcome at-

tributes %,�,$ ⊆ A, such that %,�,$ are non-empty and pairwise

disjoint. Let � = (+ , �,F) be a graph encoding the mutual informa-

tion between every pair of attributes in A, where + = A is the set of

nodes, � = + ×+ is the set of edges, andF ∶ + ×+ → R+ ∪ {0} is a
weight function for pairs of nodes that denotes the mutual information

between every pair of attributes in � ,F(�1,�2) = 0 i� (�1,�2) /∈ �
and the mutual information between �1 and �2 is 0. The FDPSynth

problem is to �nd a fair MST that maximizes the pairwise mutual

information between the attributes in A while satisfying RDP for a

given privacy parameter d .

Example 4. Reconsider Example 1, where the protected attribute

is sex, the admissible attributes are education, marital-status and the

outcome attribute is income. We assume that there is a graph where

the edges represent the mutual information between these attributes

in the private database. The FDPSynth problem is to generate a fair

Marginals-MST that maximizes the pairwise mutual information

between the attributes while satisfying RDP for a given d .

We next give a simple existence claim, which will be implicitly
used by our solutions (Section 4) to �nd a fair Marginals-MST.

Proposition 3. For any instance of the FDPSynth problem, there

exists a solution.

The need for multiple outcomes. Previous work on justi�able
fairness [46] assumes that the database contains a single outcome
attribute. However, in the context of generating private synthetic
data this assumption is restrictive. In the non-private setting several
di�erent synthetic data sets can be constructed for individual tasks
with di�erent outcomes. In the private setting due to Theorem 2
each release of privacy protected data comes at the cost of additional
privacy leakage. As a result, it is more e�cient to release a single
set of synthetic data which considers multiple outcomes.

Example 5. Reconsider Figure 2b with the attribute relation as a

second outcome. This simulates the case where the datatset needs to

be used for two independent prediction tasks. In the �rst prediction

task, income is to be predicted and in the second task relation status

is to be predicted. Since both relation and income are to be predicted

they should both be dependent on the admissible attributes and not

the protected attribute (sex).

NP-hardness of FDPSynth. Here, we show that FDPSynth is
intractable. We �rst de�ne the decision version of the FDPSynth
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Figure 5: 3-way OR gadget for a 3CNF clause �8 . The blue

dashed edges represent the maximum spanning tree when

there is an unblocked path from a protected attribute to G2, G3.

problem without the RDP requirement. We show that, even in the
absence of the RDP requirement, the decision problem is NP-hard.
In the presence of private noise every instance of the problem must
have non-zero probability, therefore, the addition of privacy still
allows for the graph instances that are shown in the proof.

Definition 12 (Decision version of FDPSynth). Let � be a

database with attribute set A, a set of protected, admissible, and

outcome attributes %,�,$ ⊆ A, such that %,�,$ are non-empty

and pairwise disjoint, and let : ∈ N. Let � = (+ , �,F) be a graph

encoding the mutual information between every pair of attributes in

A, where + = A is the set of nodes, � = + ×+ is the set of edges,

and F ∶ + ×+ → R+ ∪ {0} is a weight function for pairs of nodes

that denotes the mutual information between every pair of attributes

in � , F(�1,�2) = 0 i� (�1,�2) /∈ � and the mutual information

between �1 and �2 is 0. The goal is to decide if there exists a fair

Marginals-MST, ) = (+ , �,F) of � such that∑4∈� F(4) ≥ : .
We now detail the NP-hardness claim and the reduction from

3-SAT leading to its proof.

Proposition 4. The decision version of FDPSynth is NP-Hard.

Proof Sketch. We show that, given an instance of 3-SAT, we
can de�ne an equivalent instance of the FDPSynth problem, where
any maximal spanning tree will correspond to a satisfying assign-
ment to all 3-CNF clauses. We assume, without loss of generality
[57], that the 3-SAT instance has no trivial clauses and, for each
literal, the formula contains at least one clause with that literal and
at least one clause with its negation.

Graph construction.We describe the construction of a graph �
from a 3-SAT instance i with = literals and< clauses.

(1) For each literal G8 in i , create an assignment gadget (see Fig-
ure 4). This gadget contains a protected attribute Π8 and edges
from the protected attribute to two additional attributes repre-
senting the literal and its negation (G8 and ¬G8 respectively).

(2) For each clause �8 , in i we create a 3-way OR gadget (see
Figure 5). The U and U ′ nodes in the OR gadget are admissible
attributes and the Ω8 nodes are outcome attributes. The nodes
G1, G2, G3 are the inputs to the OR gadget and represent the
literals in the corresponding clause.

(3) Each of the inputs for the OR gate (G1, G2, G3) are then connected
to the corresponding literal in the assignment gadget using a
weight 3 edge. Due to the constraints, both the literal and its
negation will always connect to at least one OR gadget. E.g.,
the G1 node in Figure 5 would be connected to the G1 node in
Figure 4 through a weight 3 edge1.

We set : = 22< + 2=, and thus � = (+ , �,F), : is an instance of
the FDPSynth problem. Given i , this instance can be constructed
in polynomial time and, therefore, the reduction is valid.

Proof of equivalence.We now prove that i has a satisfying as-
signment i� there is a Marginals-MST with weight ≥ 22< + 2=.
(⇒) First, we describe the construction of a fair Marginals-MST,

) , given a satisfying assignment to i , \ .
For each assignment gadget, add to ) only the edge correspond-

ing to the literal set to �0;B4 by \ . That is, \(G 9) = �0;B4 implies that
(Π8 , G 9) is included in ) . For example, in Figure 4, if \(G1) = )AD4 ,
the edge (Π1,¬G1) would be added to ) . All the weight 3 edge
connecting the assignment gadgets and OR gadgets will always be
added to ) . Then, for each OR gadget we add to ) edges such that
any input which is set to �0;B4 has its path to Ω blocked by the
admissible attributes. In Figure 5, the blue dashed edges are added
to ) when \(G1) = )AD4 and \(G2) = \(G3) = �0;B4 . Note that any
subtree of maximum weight (13) in the OR gadget can have at most
two inputs whose path to Ω is blocked by an admissible attribute
(these correspond to the literals set to �0;B4 by \ ).

We will now show that ) is a fair Marginals-MST. By De�ni-
tion 10, we need to show that in any directed Marginals-MST, all
directed paths in ) starting from Π8 and ending at Ω8 , go through
an admissible node U or U ′. Since \ is a satisfying assignment, at
most two of the inputs to each OR gadget have an unblocked path
to a protected attribute (those set to �0;B4 by \ ). Since a maximum
weight subtree of an OR gadget can block at most two paths from
the inputs to Ω, a set of edges can always be chosen such that all
paths between protected and outcome attributes are blocked by
admissible attributes. Since this holds for undirected paths it also
holds for any direction given to those edges. For instance, the blue
dashed edges in Figure 5 form a fair Marginals-MST when G1 is not
connected to a protected attribute. This example is a valid setting in
any assignment where G1 is set to )AD4 since G1 has a direct path
to Ω and the paths from G2, G3 are blocked by admissible attributes.

We now show that ) has a weight of 22< + 2=. This weight
arises from choosing the tree of maximumweight (13) from each OR
gadget (so far, the weight is 13<) and a weight 3 edge connecting the
OR gadgets to the assignment gadget for each literal in the clause.
Each clause has three such edges (so far, the weight is 13< + 3 ⋅ 3<).
Then, one edge is taken from each assignment gadget of weight 2.
Thus, the overall weight is 13< + 3 ⋅ 3< + 2= = 22< + 2=. This is the
maximum weight for any possible Marginals-MST since we chose
all the maximum subtree for each of the gadgets.
(⇐)We now show how to convert a fair Marginals-MST,) , with

weight ≥ 22< + 2= to an assignment, \ , such that \(i) = )AD4 .
To infer a satisfying assignment, \ , from ) , one only needs to

consider the edges from the assignment gadgets. The chosen edge
in each assignment gadget de�nes which literal is set to �0;B4 , i.e., if

1Edges that are not explicitly listed in the construction have weight 0 and can be
ignored.
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(G8 ,Π8) ∈ �() ) then \(G8) = �0;B4 . For example, in Figure 4, if the
edge (G1,Π1) is chosen, then \(¬G1) = �0;B4 and \(G1) = )AD4 .

We now show that this assignment satis�es i . For this, it is
enough to show that any OR clause has at least one literal that is
assigned to )AD4 by \ . Since ) is a fair Marginals-MST, the paths
from the protected attributes to the outcome attributes are blocked
by admissible attributes in the OR gadgets. Each of the OR gadgets
can block two of the paths from the inputs to the outcome attribute.
Therefore, each OR gadget must have exactly one input that has
an unblocked path to the outcome attribute. Since ) is fair, that
attribute does not have unblocked paths to a protected attribute (this
input is set to)AD4 by\ ). Since this must be true for every OR gadget
and each gadget corresponds to one clause, \ assigns at least one
literal to )AD4 in each clause and, hence, is a satisfying assignment
for i . In Figure 5, since ) is fair, only G1 has an unblocked path
to Ω8 , and this corresponds to \(G1) = )AD4 . This same subtree is
consistent with any assignment \ such that \(G1) = )AD4 . \(G2)
and \(G3) are not restricted by this gadget.

□

In order to connect the problem on an abstract graph to a data-
base, we note that there always exists a database where the mutual
information between attributes results in the structures of the as-
signment gadget and the 3-way OR gadget.

Lemma 1. There exists a database � whose attributes have the

mutual information relationship that results in the graph of Figure 5.

4 COMPUTING A FAIR MARGINALS-MST

Here we propose both an exponential time optimal solution as
well as a linear time greedy algorithm. It is important to note when
designing each of thesemechanisms, we �rst designed a non-private
solution to the fair Marginals-MST problem then adapt them to
satisfy RDP. Even if an optimal non-private solution is adapted it
does not ensure that the resulting private solution is also optimal.

4.1 Exponential Asymptotically Optimal
Algorithm

Here we present an exponential time solution for �nding the op-
timal tree. The non-private version of this solution acts similarly
to Dijkstra’s algorithm. We take in as input the set of measured
1-way marginals, and the RDP privacy parameter d . In addition,
the mechanism takes as input the sets of admissible, protected, and
outcome attributes. We estimate all of the 2-way marginals using
Private-PGM [35]. From there in line 4 we measure the L1 error
of each of the 2-way marginals (a sensitivity 1 estimate of the mu-
tual information) using the Gaussian mechanism and set each edge
weight to the error of its corresponding marginal. In line 5 we create
a priority queue where we will store partial Marginals-MSTs which
will be sorted by their current weight in ascending order. In lines 6-
7 we set the weight of each edge to be the maximum measurement
minus the measurement for that pair. This ensures that the attribute
pairs with the highest mutual information have the lowest weight
and reduces the problem to that of �nding the lowest weight tree.
This way the partial tree with the lowest weight will always remain
on the top of the queue. In order to seed the queue in line 8, we
add the partial tree where no nodes are connected with weight 0.

Algorithm 1: Exponential-PreFair

input :Database D, set of admissible attributes A, set of
protected attributes P, set of outcome attribute O,
measurements of 1-way marginals ;>6, and a
privacy parameter d

output :Set of (8, 9) pairs to measure C
1 Use Private-PGM[35] to estimate all 2-way marginals "̄8, 9

from ;>6

2 Let A be the number of 2 way marginals

3 Let f =
√

d
2A

4 Compute noisy measurements of !1 error between the
estimated 2-way marginal and real 2-way marginal for all
8, 9 pairs. @8, 9 = ∥"8, 9(�) − "̄8, 9∥ using the Gaussian
Mechanism with scale f

5 Initialize empty priority queueQ sorted in ascending order

6 Let @<0G be the maximum measurement.

7 Set the weight of each edge (i,j) to @<0G − @8, 9

8 Add the graph � = (A,∅) toQ
9 whileQ is non-empty do

10 Let � = (A, C) be the �rst graph inQ

11 if � is a spanning tree then

12 return �

13 foreach edge (8, 9) that connects two connected
components in � and does not create an unblocked path

from a node in $ to a node in % do

14 add � + (8, 9) toQ

43DU
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Figure 6: Outputs of Exponential-PreFair (magenta dashed-

dotted edges) and Greedy-PreFair (olive dashed edges).

From there (lines 9-14) at each time step we take the top partial tree
from the queue and add to the queue all the possible trees with one
additional edge that does not violate Proposition 1. We continue
this process until the �rst complete Marginals-MST is on the top
of the queue. Since the queue is sorted by weight and adding any
edge only increases the weight, the �rst complete Marginals-MST
to be found, by de�nition, must be the minimum weight tree.

Example 6. Consider the graph in Figure 6 on the attributes of the

Adult dataset. The magenta dashed-dotted edges show the output of

Exponential-PreFair in the absence of privacy noise. Exponential-

PreFair iterates through all permutations of partial Marginals-MSTs,

checking those with high edge weights. The result (in the absence of

noise) is the optimal Marginals-MST with a total weight of 30.

Correctness and optimality condition. We now detail the guar-
antees of Algorithm 1.

Lemma 2. Algorithm 1 always terminates at line 12.

Proof. Algorithm 1 iterates through all possible Marginals-

MSTs as it considers all ∣A∣∣A∣ spanning trees in lines 13 and 14,
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removing those which do not satisfy De�nition 10. Since a fair
Marginals-MST always exists (see Proposition 3), Algorithm 1 will
�nd it and will terminate at line 12. □

Proposition 5. Given a private database� over a set of attributes

A, a set of admissible attributes � ⊆ A, a set of protected attributes

% ⊆ A, outcome attribute $ ⊆ A, measurements of 1-way marginals

of A over � , ;>6, and a privacy parameter d , the following holds:

(1) Algorithm 1 satis�es (U, dU) − '�% for all U ≥ 1.

(2) Algorithm 1 outputs a fair Marginals-MST.

While Algorithm 1 always outputs a fair Marginals-MST in all
cases, it is only guaranteed to maximize the mutual information
in the case without any privacy preserving noise. Adding privacy
preserving noise to the optimal non-private mechanism does not
always result in the optimal private mechanism.

Proposition 6. In the absence of privacy preserving noise (as

d →∞), Algorithm 1 outputs the fair Marginals-MST with maximum

mutual information.

Complexity and privacy budget discussion. Algorithm 1 can
be both slow and privacy intensive. First, there is an exponential
number of possible spanning trees and, in the worst case, consider-
ing all of them is prohibitively expensive, resulting in the following
time complexity.

Proposition 7. The time complexity of Algorithm 1 is$ (∣A∣∣A∣−2).
In terms of privacy budget, since there can be a possible expo-

nential number of additions to the partial solution queue using the
exponential mechanism at each time step is not practical. Instead,
the mechanism measures all of the edges using the Gaussian mech-
anism and repeatedly uses those values when necessary. While
better this still requires a larger split of the privacy budget than

the greedy solution. Speci�cally, there are ∣A∣(∣A∣−1)2 calls to the
Gaussian mechanism in the algorithm. The repeated calls to the
Gaussian mechanism requires that the privacy budget be split into
smaller parts and as such results in higher noise in these measure-
ments. This often leads to poor running time performance which
we measure in Section 5.

4.2 Greedy Algorithm

We now introduce an alternative solution. We slightly change the
selection step ofMST [34] to only consider a subset of possible edges.
This will always result in a fair Marginals-MST but may not be
optimal in terms of mutual information. However, this solution runs
in linear time with respect to the number of attributes. Furthermore,
we show that this solution is optimal in certain special cases.

We can adapt the greedy selection step from theMSTmechanism
in order to generate a fair Marginals-MST by restricting the set
of possible neighbors of outcome attributes. We simply restrict all
the neighbors of outcome attributes to be either other outcome
attributes or admissible attributes. This ensures that any path to
the outcome attributes must pass through at least one admissible
attribute. In practice, we employ the private Kruskal’s algorithm
(described in [34]) for �nding a Marginals-MST but delete all the

Algorithm 2: Greedy-PreFair

input :D, A, P, O, ;>6, d ; // Defined in Algorithm 1

output :Set of (8, 9) pairs to measure C
1 Use Private-PGM [35] to estimate all 2-way marginals "̄8, 9

from ;>6

2 Compute !1 error between the estimated 2-way marginal
and real 2-way marginal for all 8, 9 pairs.
@8, 9 = ∥"8, 9(�) − "̄8, 9∥ (an approximation of mutual
information)

3 Let � = (A, C) be the graph where attributes are vertices
and edges are pairs of attributes.

/* Ensure a fair Marginals-MST (Definition 10) */

4 Remove the edges (>, 8) where > ∈ $ and 8 ∉ $ ∪�

5 Let A = ∣A∣
6 Let n =

√
8d
A−1

7 for : = 1to A − 1 do

8 Let ( be the set of all pairs (8, 9) where 8 and 9 are in
di�erent connected components of � .

9 Select pair (8, 9) via the exponential mechanism with
score function @8, 9 on set ( with privacy parameter n .

10 add (8, 9) to C
11 return C

edges from outcome attributes to attributes that are neither out-
comes nor admissible. This algorithm is shown in full in Algorithm
2. The blue line shows the modi�cation to the original algorithm.

Algorithm 2 takes as input the database, the measured one-way
marginals and the RDP privacy parameter d . Additionally, it takes
in as input the set of admissible and protected variables. We then
construct a Marginals-MST over a complete graph where the nodes
are attributes and the edges represent 2-way marginals between
attributes and their weights are low sensitivity estimates of the
mutual information between the two. In order to get this estimation
in line 2 we �rst estimate the 2-way marginals from the 1-way
marginals using Private-PGM [35] then set each edge’s weights to
be the L1 error of those estimates. We then do the private version
of Kruskal’s algorithm. In line 4, we �rst remove all the edges from
outcome attributes to inadmissible attributes as adding any of these
nodes would result in a violation of justi�able fairness. Then at each
time step (lines 7-9) we select an edge to add to the partial maximum
spanning tree from the set of edges that would connect two disjoint
connected components. To maintain privacy, this selection is done
via the exponential mechanism. After ∣A∣−1 rounds of this process,
the resulting edges will form a private estimation of a spanning
tree over this graph. Once this MST is selected, the distribution
measured directly using the Gaussian mechanism and are then used
to generate the synthetic data.

Example 7. Reconsider the graph in Figure 6. The olive dashed

edges show the output of Greedy-PreFair in the absence of privacy

noise. The mechanism greedily takes the highest weight edge so long

as that edge is not between an attribute in $ and an attribute not in

$∪�. In this example it starts by taking the edge between sex and age,

then takes the edge between age and education followed by the edge

between sex and relation and �nally the edge between education and
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income. This results in a �nal edge weight of 24 which is slightly less

than the optimal 30 however it still results in a fair Marginals-MST.

The proof that Algorithm 2 satis�es RDP is identical to the proof
that the original MST algorithm satis�es DP [34]. Furthermore,
since Algorithm 2 only allows attributes in $ to be adjacent to at-
tributes in� regardless of the sampling order each$ is independent
of all other nodes given the attributes in� and, therefore, generates
a fair Marginals-MST. As such, we get the following.

Proposition 8. Given a private database � , a set of admissible

attributes �, a set of protected attributes % , outcome attribute $ ,

measurements of 1-way marginals of the attributes of � , ;>6, and a

privacy parameter d , the following holds:

(1) Algorithm 2 satis�es (U, dU) − '�% for all U ≥ 1.

(2) Algorithm 2 outputs a fair Marginals-MST.

Optimality for the saturated case. Algorithm 2 is not optimal (in
the absence of noise) in the general case as there are cases where the
greedy solution results in a fair Marginals-MST with sub-optimal
total mutual information. There is, however, a special case for which
Algorithm 2 is optimal. When all attributes are either admissible
protected or outcomes (i.e.,�⊍$ ⊍% = A), we say that the problem
instance is saturated. The saturated case corresponds to the cases
where the user has complete knowledge as to which attributes may
or may not be used for decision making and there is no ambiguity
among the attributes. In the saturated case, we note that in any
fair Marginals-MST, all edges from outcome attributes must either
come from other outcome attributes or admissible attributes.

Proposition 9. Given a database� over attributesA, and disjoint

sets %,�,$ ⊆ A representing the protected, admissible, and outcome

attributes respectively, a Marginals-MST) whose node set isA is fair

if all the neighbors of nodes in the set $ are in the set � ∪$ . If the

problem is saturated the converse is also true.

Thus, when the problem is saturated, �nding the optimal fair
Marginals-MST is equivalent to �nding the MST on the subgraph
containing no edges from attributes in % to attributes not in % or
�. Therefore, using a traditional MST algorithm such as Kruskal’s
algorithm [27] on this subgraph results in an optimal Marginals-
MST. Thus, using Algorithm 2 yields an optimal fair Marginals-MST.

Complexity and privacy budget discussion. Algorithm 2 is e�-
cient with respect to both privacy budget and computation time.
Unlike Algorithm 1 which uses a quadratic number of calls to the
Gaussian Mechanism, Algorithm 2 calls the exponential mechanism
only a linear number of times. This results in signi�cantly more
privacy budget being allocated to each individual call of the expo-
nential mechanism resulting in lower noise. Algorithm 2 also has
a signi�cantly improved run time. Since Algorithm 2 only selects
∣A∣ − 1 edges using the exponential mechanism it only requires a
linear time to run, in addition to the quadratic time for computing
the 2-way marginals (lines 1,2). This is a dramatic improvement
over Algorithm 1 which is exponential.

Proposition 10. The time complexity of Algorithm 2 is$ (∣A∣2).

5 EXPERIMENTS

We present experiments that evaluate the e�cacy of the proposed
mechanisms. In particular, we explore the following main questions.
(1) Q1: What is the error overhead incurred by Algorithms 1 and

2 compared to MST [34]?
(2) Q2:How e�ective are Algorithms 1 and 2 at reducing unfairness

in downstream classi�cation tasks?
(3) Q3: What is the performance of Algorithms 1 and 2 compared

to the baseline that does not consider fairness?

Implementation Details. We have implemented our system in
Python 3.8 based on the existing MST approach [34]. All values
shown are averaged over 10 instances of synthetic data.

5.1 Experimental Setup

We next detail the settings of the experiments including the datasets
used, the examined approaches, and the employed measures.

Datasets. We test our mechanisms on three datasets, each com-
posed of a single table.
● Adult [4]: This dataset contains 14 attributes and 48,843 tuples.

It contains individual’ census data. The objective is to predict if
an individual’s income is above or below 50K.

● Compas [42]: This dataset contains 8 attributes and 6173 tuples.
It contains the criminal history, jail and prison time, demograph-
ics and Compas risk scores for defendants from Broward County
from 2013 and 2014. The objective is to predict if an individual
will commit a crime again within 2 years.

● Census KDD [4, 44, 51]: This dataset contains 41 attributes
and 299,285 tuples. It contains information from the 1994 and
1995 Population Survey from the US census. The objective is to
predict if an individual’s income is above or below 50K.

To prepare the data for each task, we transformed categorical data
into equivalent numerical data by mapping each domain value to
a unique integer. Continuous data is instead treated as discrete
categorical data with each unique value being its own category (see
discussion on discretization in Section 7). We have listed the set of
protected, admissible, and outcome variables in Table 1.

Baselines and examined approaches. For baselines, we compare
against the original versions of MST [34]. For our mechanisms,
we use adapted versions of each of these baselines, Exponential-
PreFair (Algorithm 1) and Greedy-PreFair (Algorithm 2).

Eachmechanism is usedwith 3 di�erent settings of n = [0.1, 1, 10].
We found the optimal RDP parameters and converted back to

traditional DP using Theorem 1. Each mechanism is set to generate
a dataset of the same size as the original dataset. All measurements
are done over 10 samples of synthetic data for each mechanism.

We generated learned models using Tensor�ow [1] for MLP
models and scikit-learn [41] for linear regression as well as random
forests. Each model was trained using one set of synthetic data and
was tested against the underlying true data.

Data quality. In order to measure the overall quality of the data,
we consider the same set of metrics as past benchmarks [51]. Each
of these metrics are intended to measure a di�erent quality of the
data that should be preserved in the synthetic data.
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Table 1: Dataset attributes division.
Dataset Division Attributes

Adult

Protected Sex, race, native country
Outcome Income

Admissible
Workclass, education, occupation, capital-
gain, capital-loss, and hours per week

Compas
Protected Sex, race
Outcome Two Year Recidivism
Admissible Number of Priors, misdemeanor/felony

Census KDD
Protected Sex, race
Outcome Income
Admissible Workclass, Industry, Occupation, Educa-

tion . . .

Table 2: Fairness measures.
DP %A($ = 1∣( = 1) − %A($ = 1∣( = 0)
TPRB %A($ = 1∣( = 1,. = 1) − %A($ = 1∣( = 0,. = 1)
TNRB %A($ = 0∣( = 1,. = 0) − %A($ = 0∣( = 0,. = 0)
CDP E�(%A($ = 1∣( = 1,� = 0) − %A($ = 1∣( = 0,� = 0)]
CTPRB

E�[%A($ = 1∣( = 1,. = 1,� = 0) − %A($ = 1∣( = 0,. =

1,� = 0)]
CTNRB

E�[%A($ = 0∣( = 1,. = 0,� = 0) − %A($ = 0∣( = 0,. =

0,� = 0)]
(1) IndividualAttributeDistribution:Wemeasure the similarity

of the 1-way marginals between the synthetic and original
data. To do so, we measure the Total Variation Distance (TVD)
between a vectorized version of the 1-way marginals for both
the synthetic and original data. The value shown is the average
of the total variation distances for each 1-way marginal. We
show the distribution over 10 samples of synthetic data.

(2) PairwiseAttributeDistribution:We extend themethodology
of 1-way marginals to instead measure the distributions of 2-
way marginals as well. As before we measure the TVD of the
2-way marginals vectors of the original and synthetic data and
show the average over all 2-way marginals.

(3) Pairwise Correlation Similarity: As in [51], we measure the
Cramer’s V with bias correction measure between each pair
of attributes. Cramer’s V, which lies in the range [0, 1], is a
measure of correlation between two attributes with higher val-
ues signifying a larger correlation. We measure the di�erence
between the measures in the synthetic and original data and
show the average of the di�erences across all pairs of attributes,
a measure we call the average correlation di�erence (ACD).

(4) Downstream Classi�cation Accuracy: Here we use the syn-
thetic data to train several classi�ers and use it to classify the
original data. We report the accuracy )%+)#

)%+�%+�#+)# for a
model trained on each of the 10 output samples.

Fairness metrics. We also measure the impact that training on
the fairness constrained synthetic data has on downstream clas-
si�cation fairness. For each of these measures, we trained a MLP,
Random Forrest, and Linear Regression models on the synthetic
data and measured commonly used empirical indicators of fairness.

In order to establish our results, we employ many of the same
measures used in [46].

(1) Demographic Parity [14, 25]: Demographic Parity measures
the di�erence in the rate at which each class is classi�ed as
having an income of higher than 50K.

(2) True Positive Rate Balance [9, 48]: This measures the over-
all rate of true positives across both the privileged and non-
privileged group.

(3) True Negative Rate Balance [9, 21]: This measures the over-
all rate of true negatives across both the privileged and non-
privileged group.

(4) Conditional Measures [10]: We measure the expected value
of the above metrics conditioned on the admissible attributes.
This more directly captures the notion of justi�able fairness as
the admissible variables are directly allowed be used regardless
of their discriminatory e�ects. However, discrimination within
groups with identical admissible attributes is prohibited. This
measures the discrimination within each group with identical
admissible attributes. These measures are abbreviated as their
non-conditional counterparts with an additional � prior.

5.2 Experimental Results

We �rst give an overview of all aspects of the results, using Table 3,
and then give an in-depth analysis of the quality and fairness results,
using Figures 7 and 8.

Overview of the performance Greedy-Marginals-MST. Table 3
gives an overview of the experimental results for Greedy-PreFair
(Algorithm 2) compared to MST across all datasets with a singular
privacy budget of n = 1. Across all datasets, the cost of fairness is
relatively low and does not signi�cantly hinder accuracy.

In both the Adult and KDD datasets, Greedy-PreFair incurs
no more than a 2% increase in error, on both 1-way and 2-way
marginals, due to the additional fairness constraints. Greedy-PreFair
incurs a larger error on the Compas dataset, on the 2-waymarginals,
incurring an almost 20% increase in error compared to MST. This is
a result of the greater inequities that exist in the Compas dataset. In
order for PreFair to satisfy the fairness constraint, the mechanism
generates a distribution that has a greater deviation than the fairer
datasets. Since each of the mechanisms only di�er in how they
measure the 2-way marginals this greater deviation is only repre-
sented in the 2-way marginals. This is similarly re�ected in the
downstream MLP accuracy as Greedy-PreFair incurs a relatively
small penalty in accuracy compared to MST for both the Adult and
KDD datasets but incurs a larger penalty for the Compas dataset.

In terms of fairness metrics, Greedy-PreFair yields better re-
sults on all of the fairness measures regardless of the dataset. Since
Greedy-PreFair ensures independence when conditioned on the
admissible attributes the conditional fairness metrics are signi�-
cantly reduced. This also impacts the non-conditional measures
as they are also reduced albeit by a smaller amount. While all the
measures improved by a similar percentage since both the adult and
KDD datasets had little disparity originally, the overall change is
less signi�cant than the change in the Compas dataset, which has a
signi�cantly higher base rate of disparity. We show the signi�cance
of these changes in Figure 8.

We have also measured the overall runtime for Greedy-PreFair
compared to MST. Greedy-PreFair performs slightly better than
MST in most cases and the improvement increases with the increase
in the size of the dataset (Table 3). This is a result of the greedy
optimization where Greedy-PreFair considers fewer options than
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quality of the data decreases with increased privacy. MST shows
signi�cant disparities in both conditional and unconditional mea-
sures (> 0.15). Generating data using either of the fair methods
results in a signi�cantly fairer downstream classi�er. On average,
the unconditional fairness metrics of Greedy-PreFair are 45% of
those seen with MST and the conditional fairness metrics are 20%
of those seen with MST. This is expected, as our solutions ensures
that there will be no correlation between sensitive attributes and
outcome attributes when conditioned on the admissible attributes.
This results in a reduction in the unconditional associational met-
rics while the conditioned metrics are more signi�cantly reduced.
Of the three classi�ers tested, the linear regression model bene-
�ted the most from the fair synthetic data. On average, when using
data from the fair mechanisms the linear regression model saw a
decrease in unconditional fairness metrics to 35% of that observed
when using the data from MST. The conditional fairness metrics
dropped to 14% of what was observed when using data from MST.

6 RELATED WORK

We give a detailed review of related works. To the best of our knowl-
edge, this is the �rst work that proposes an approach for generating

fair synthetic data while satisfying DP.

Di�erentially private data generation. By releasing synthetic
data, one can release a large dataset that can be used for an un-
bounded amount of computation, all while preserving privacy.
There are many methods for generating di�erentially private syn-
thetic data [3, 7, 19, 20, 23, 30–32, 34, 35, 45, 49, 52, 55, 60] includ-
ing methods that use low level marginals to approximate the data
[34, 35, 58], and GAN based methods [23, 45, 55] among others.
According to past work [51] the marginals-based approaches such
as MST [34], PrivBayes [58] and MWEM-PGM [35] tend to perform
best in the private setting. Kamino [19] also provides DP synthetic
data generation with constraints, but focuses on denial constraints
[8], rather than causality-based constraints.

Fair data generation. Many works have de�ned fairness in di�er-
ent ways. Our approach relies on justi�able fairness [46] which is a
causal-based notion of fairness. Other works consider associational
fairness measures based on some statistical measures relative to
the protected attributes. Additionally, conditional associational fair-
ness measures [10] have been proposed. These measures consider
a set of attributes to be conditioned on. Likewise, there have been
approaches for generating non-private fair synthetic data [53, 56]
GAN based approaches such as FairGAN [56] have been used to
generate data that satis�es these associational measures. While
GAN-based approaches work well in the non-private setting, they
have been shown to perform poorly in the private setting [51].

7 EXTENSIONS OF PREFAIR

Here we detail several possible extensions. These include expand-
ing the techniques used in PreFair to other private synthetic data
mechanisms such as PrivBayes [58] as well as extending the tech-
niques shown here to numerical and continuous data.

Other private data generation mechanisms. While PreFair

relied on MST [34], all of our propositions in Section 3 apply to
any Bayes network for synthetic data generation which samples

from a generated graphical model, both private and non-private.
This applies to private mechanisms beyond MST. For instance, both
PrivBayes [58] and MWEM-PGM [35] generate a graphical model
and sample from it directly. To adapt these mechanisms, one only
needs to change the selection step, where the graphical model is
generated. The selection step must be changed to either consider
only admissible attributes as neighbors of outcome attributes (Al-
gorithm 2) or �nd the optimal fair Marginals-MST (Algorithm 1).

Additional data types. MST [34] along with other marginal ap-
proaches takes discrete data as input. These techniques can handle
numeric attributes by �rst using a discretization step to map the
numeric domain into a discrete domain. This can be done using
using a data independent method or a private subroutine such as
PrivTree [59]. Previous work [51] has shown that a data dependent
discretization can lead to a large increase in performance overall,
particularly in large datasets. In these cases, there is a tradeo�
between the expressiveness and performance of the dataset. A �ne-
grained discretization is more expressive but leads to higher noise
while coarse-grained discretization loses some information but can
result in a lower overall error. In Section 5, we evaluate PreFair on
several datasets containing mostly categorical data and discretize
numerical attributes with single-value buckets. In future work, it
would be intriguing to assess the impact of di�erent discretization
approaches on the quality and performance of our system.

Additional fairness de�nitions. Justi�able fairness is only one
of many di�erent fairness de�nitions, both causal and non-causal
[9, 10, 14, 21, 25, 48]. While we show in Section 5 that satisfying
justi�able fairness also improves additional fairness metrics, there
are no guarantees that they are satis�ed. As such we leave it to
future work to generate private synthetic data that also satis�es
additional fairness de�nitions. Likewise, incorporating integrity
constraints in PreFair is an important future work that will allow
the generated data to have other desired properties. While past
work [19] has incorporated such constraints into private synthetic
data, those solutions do not consider fairness.

8 CONCLUSION

We have presented PreFair, a system for generating justi�ably fair
synthetic data under di�erential privacy. Our approach relies on a
state-of-the-art DP data generation system, as well as the de�nition
of justi�able fairness. We have formally de�ned the problem of
generating fair synthetic data that preserves DP and showed that
it is NP-hard. Bearing this in mind, we devised two algorithms
that guarantee fairness and DP, and have further extended our
greedy approach to other DP synthetic data generation systems.
Additionally, we have formulated a requirement for the sampling
approach to ensure that the generated data comply with the fairness
desideratum. We have experimentally shown that our approach
provides signi�cant improvements in the fairness of the data while
incurring low overhead in terms of faithfulness to the private data.
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