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ABSTRACT
A graph stream refers to a continuous stream of edges, forming a

huge and fast-evolving graph. The vast volume and high update

speed of a graph stream bring stringent requirements for the data

management structure, including sublinear space cost, computation-

efficient operation support, and scalability of the structure. Existing

designs summarize a graph stream by leveraging a hash-based

compressed matrix and representing an edge using its fingerprint

to achieve practical storage for a graph stream with a known upper

bound of data volume. However, they fail to support the dynamically

extending of graph streams.

In this paper, we propose Auxo, a scalable structure to support

space/time efficient summarization of dynamic graph streams. Auxo

is built on a proposed novel prefix embedded tree (PET) which lever-

ages binary logarithmic search and common binary prefixes embed-

ding to provide an efficient and scalable tree structure. PET reduces

the item insert/query time from 𝑂 ( |𝐸 |) to 𝑂 (𝑙𝑜𝑔|𝐸 |) as well as re-
ducing the total storage cost by a 𝑙𝑜𝑔 |𝐸 | scale, where |𝐸 | is the size
of the edge set in a graph stream. To further improve the memory

utilization of PET during scaling, we propose a proportional PET

structure that extends a higher level in a proportionally incremental

style. We conduct comprehensive experiments on large-scale real-

world datasets to evaluate the performance of this design. Results

show that Auxo significantly reduces the insert and query time by

one to two orders of magnitude compared to the state of the arts.

Meanwhile, Auxo achieves efficiently and economically structure

scaling with an average memory utilization of over 80%.
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1 INTRODUCTION
A graph stream [8, 11, 12, 21, 25, 26, 34] represents a continu-

ous sequence of items, where each item is defined as a triplet

𝑒𝑖 = (< 𝑠𝑖 , 𝑑𝑖 >;𝑤𝑖 ; 𝑡𝑖 ), indicating an edge 𝑠𝑖 → 𝑑𝑖 with a weight

value 𝑤𝑖 appears at time instance 𝑡𝑖 . A specific edge can repeat-

edly occur at different time instants with varying weights, and

we can accumulate the weight values. The continuously coming

edges form a dynamically extending graph 𝐺 (𝑉 , 𝐸), representing
continuing interconnections or interactions among entities [6]. The

graph stream data model can be widely used in emerging big data

applications such as close contact identification in the anti-virus

campaign [10], financial fraud detection in transaction systems [21],

and user-behavior graph analysis [13].

However, storing a graph stream is a challenging issue. First,

the data volume of a graph stream in real-world applications can

be extraordinarily huge. Hence, a storage scheme should incur

only sublinear storage costs. For example, Tencent’s health code

scan [35] can generate more than one billion records every day,

making long-term COVID-19 spreading pattern analysis difficult.

Large ISPs can transmit 10
9
packets per hour per router [14], rais-

ing great challenges for cyber security monitoring. It is clear that

exactly storing such huge graph stream data is difficult. Second, to

cope with a continuously produced graph stream, a storage scheme

should be able to scale with the increase of the dataset. It is infeasi-

ble for a system with a pre-defined capacity to store a graph stream

with a dynamically increasing volume.

Graph stream summarization structures have attracted many

recent research efforts [2, 7, 8, 12, 18, 22, 34]. Existing designs

can be classified into two types, hash-based and MDL (Minimum
Description Length) based (MDL [28] states that given a model

family𝑀𝐹 and the data 𝐷 needs to be compressed, the best model

𝑀 ∈ MF minimizes 𝐿(𝑀) + 𝐿(𝐷 |𝑀), where 𝐿(𝑀) and 𝐿(𝐷 |𝑀)
indicate the length to describe 𝑀 and the length of the encoded

data 𝐷 , respectively. )

Hash-based graph stream summarizations represent the original

graph stream with a hash-based compressed matrix and denote

the items using their Boolean labels, achieving an approximate

and practical storage scheme with sublinear memory cost. Tang

et al. propose TCM [34], which leverages an 𝑚 × 𝑚 size preset

compressed matrix𝑀 to store the items of a graph stream. It uses

a hash function ℎ(·) with range value [0,𝑚) to map an item of a

graph stream to a corresponding bucket in𝑀 . For a coming item

of edge 𝑠𝑖 → 𝑑𝑖 , TCM adds its associated weight 𝑤𝑖 to the value

stored in the bucket 𝑀 [ℎ(𝑠𝑖 ), ℎ(𝑑𝑖 )] (Nodes with the same hash

value are merged). TCM can support both boolean queries (e.g.,

whether there exists an edge 𝑥 → 𝑦) and aggregation queries (e.g.,
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Figure 1: Memory
cost increase

Figure 2: Query la-
tency increase

Figure 3: Utiliza-
tion fluctuation

returning the aggregated weight of all the edges having 𝑥 as the

source node by adding up the weight values of theℎ(𝑥)𝑡ℎ column of

𝑀). However, TCM suffers from poor query accuracy due to hashing

collisions. To improve accuracy, Gou et al. propose GSS [12], which
stores the weight value of an inserted edge into the associated

bucket with its fingerprint. When an occupied bucket encounters

another coming edge with a different fingerprint, GSS stores its

weight and fingerprint in an extra buffer out of 𝑀 . GSS further

relies on a square hashing scheme to allocate multiple candidate

buckets in𝑀 for each edge to reduce the size of the extra buffer. In

a word, although existing hash-based size-predefined graph stream

summarization designs achieve sublinear storage cost and fast edge

updating speed, their structures do not scale facing real-world graph

streams where edges arrive continuously with unknown bounds.

MDL-based graph stream summarizations, such as MoSSo [18]

and SGS [22], utilize MDL to measure the space cost of the summa-

rized graph and move nodes between supernodes to reduce MDL

as every edge arrives. Those structures are scalable but inefficient,

especially for fast-updating and large-scale graph streams. First,

MDL-based strategies are much more computation costly than the

hash-based scheme. Second, they still use traditional data structures

like adjacency list to store the summarized graph, which may bring

prohibitively high memory cost.

All in all, existing graph stream summarization structures are

either with poor scalability or time/space inefficient when facing

large-scale and fast-updating graph streams. How to design an

efficient and scalable graph stream summarization scheme is a

nontrivial and unsolved problem.

A straightforward way to extend a hash-based graph stream

summarization structure is to extend a new building block of com-

pressed matrix whenever the structure is full. However, such a

scheme raises linearly increasing computation and memory costs

when the graph stream scales. The overhead can be prohibitively

high for extraordinarily large-scale datasets, making the structure

unscalable in practice. In Figures. 1 and 2, we conduct experiments

to evaluate the performance of GSS [12], the state-of-the-art graph

stream summarization structure, following the linearly expanding

scheme. In the experiment, when an initial GSS compressed matrix

𝑀0 is full (i.e., all the candidate buckets of an inserting edge are

occupied), we generate a new empty building block (i.e., a new

homogeneous compressed matrix 𝑀1) link it to 𝑀0. Newly coming

edges are inserted into 𝑀1 until 𝑀1 is full and 𝑀2 is created. In

this way, we achieve a chain-style structure based on GSS (we call

it GSS_Chain for short). In the experiment, we use the dataset of

the hyperlink network in the UK domain for the United Kingdom

(2007) [3], which contains 105 million nodes and 3.3 billion edges.

Figures 1 and 2 plot the memory cost and the query latency for

different queries over GSS_Chain as the edges are inserted. Fig-

ure 1 shows the memory cost of GSS_Chain increases linearly with

the volume of a graph stream. Figure 2 plots latency for different

queries. We can see GSS_Chain needs nearly ten seconds to process

a node-in flow query (obtaining the aggregated weight of a node’s

in-going edges). The results reveal that a chain-style extending

structure can raise prohibitively high memory and computation

costs in the presence of large-scale graph streams.

To solve the problem, we propose Auxo, a scalable and efficient

structure for graph stream summarization. Two factors contribute

to the efficiency of Auxo. First, Auxo proposes a novel prefix em-
bedded tree (PET) which extends new building blocks in a tree-style

to achieve logarithmic computation cost for insert/query process-

ing. Moreover, PET embeds the prefix information inside the tree.

Thus, in all the extended building blocks on the 𝑖th level of the

tree, Auxo can omit an 𝑖-bit prefix for every inserted fingerprint

without sacrificing query accuracy. Based on PET, Auxo achieves a

scalable structure and reduces the insert/query time from𝑂 ( |𝐸 |) to
𝑂 (𝑙𝑜𝑔|𝐸 |) as well as saving the memory cost by

𝑙𝑜𝑔2𝑛−2
𝑏

, where 𝑛 is

the number of the storage block and 𝑏 is the size of a storage cell.

Second, to improve the memory utilization of PET, we propose a

proportionally incremental strategy to expand PET by exploiting

the principle of proportional sequence. Figure 3 shows that the

memory utilization of basic PET can fluctuate at every moment

when expanding a new level for the increasing graph stream. Our

proposed incremental expanding scheme decomposes the exponen-

tially expanding of a new level into a proportionally incremental

sequence, avoiding the under-utilization of memory.

We conduct comprehensive experiments on large-scale real-

world datasets to evaluate this design. The results show that Auxo

reduces the time of insert and query by one to two orders of mag-

nitude compared to state-of-the-art designs.

All in all, the contributions of this work are threefold:

• We propose a novel prefix embedded tree (PET), with which

we design a scalable graph stream summarization struc-

ture called Auxo. Auxo achieves logarithmic time for item

insert/query as well as saving
𝑙𝑜𝑔2𝑛−2

𝑏
of the storage space.

• We further propose a novel proportionally incremental

strategy for PET by exploiting the principle of proportional

sequence and the strategy greatly improves the memory

utilization of Auxo.

• Experimental results show that Auxo significantly reduces

insert/query time as well as improves memory utilization

compared to state-of-the-art designs.

The rest of this paper is organized as follows. Section 2 reviews

the related work. Section 3 presents the design of Auxo. Section 4

theoretically analyzes the structure. Section 5 evaluates the perfor-

mance. Section 6 concludes this work and discusses future work.

2 RELATEDWORK
Graph stream summarization [2, 7, 8, 12, 18, 22, 34] have attracted

many recent research efforts. According to the node merging strat-

egy, existing designs can be classified into two categories, hash-

based [7, 8, 12, 34] and MDL-based [18, 22].

Hash-based graph stream summarizations represent items of

a graph stream by their fingerprints and leverage a hash-based

compressed matrix for storage, achieving memory/computation
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efficient approximate graph stream management with slight accu-

racy loss. Tang et al. propose TCM [34], which sketches a graph

stream using an𝑚×𝑚 hash-based compressed matrix𝑀 to achieve

approximate graph stream management with sublinear memory

cost. Specifically, for an edge 𝑠𝑖 → 𝑑𝑖 , TCM maps 𝑠𝑖 and 𝑑𝑖 with

a hash function ℎ(·) into the range [0,𝑚) and adds the weight

value associated with 𝑒𝑖 (i. e.,𝑤𝑖 ) to the value stored in the bucket

𝑀 [ℎ(𝑠𝑖 ), ℎ(𝑑𝑖 )]. TCM can support boolean queries as well as aggre-

gation queries. For example, one can obtain the accumulated weight

of edge 𝑠𝑖 → 𝑑𝑖 by returning the value stored in 𝑀 [ℎ(𝑠𝑖 ), ℎ(𝑑𝑖 )].
The result can be over-estimated due to hash collision. Dmatrix [17]

integrates TCM with the representative key reservation and ma-

jority voting technology to improve accuracy. To manage graph

streams whose nodes and edges have labels, SBG [16] allocates dif-

ferent compressed matrices to store edges with different labels and

designs a priority rule and evicting strategy to reduce hash collision.

Song et al. propose LGS [32], which divides the compressed matrix

into multiple areas to indicate the node labels and utilizes prime

numbers to indicate the edge labels. However, such schemes are

variants of TCM and thus suffer from poor query accuracy.

To address the problem of accuracy in TCM, Gou et al. pro-
pose GSS [12], which stores an 𝑓 -bit fingerprint 𝜉𝑣 (i.e., a hash

value) for each node 𝑣 with the weight in the compressed ma-

trix. Formally, GSS consists of an 𝑚 × 𝑚 compressed matrix 𝑀

and an adjacency list as an extra buffer. When inserting an item

𝑒𝑖 = (< 𝑠𝑖 , 𝑑𝑖 >;𝑤𝑖 ; 𝑡𝑖 ), GSS respectively computes the fingerprints

for 𝑠𝑖 and𝑑𝑖 (i.e., < 𝜉𝑠𝑖 , 𝜉𝑑𝑖 >), and stores them together with𝑤𝑖 into

𝑀 [ℎ(𝑠𝑖 ), ℎ(𝑑𝑖 )]. If two edges with different fingerprint pairs collide

in the same bucket, GSS stores the newcomer in the buffer. To avoid

a large scale buffer, GSS improves the utilization of𝑀 by generat-

ing a sequence of hash addresses {ℎ1 (𝑠𝑖/𝑑𝑖 ), ℎ2 (𝑠𝑖/𝑑𝑖 ), ..., ℎ𝑟 (𝑠𝑖/𝑑𝑖 )}
from the original hash address ℎ(𝑠𝑖/𝑑𝑖 ) using linear congruence

method [20]. Then, a sample of buckets {𝑀 [ℎ𝑘 (𝑠𝑖 ), ℎ 𝑗 (𝑑𝑖 )] |1 ≤
𝑘 ≤ 𝑟, 1 ≤ 𝑗 ≤ 𝑟 } is chosen as the candidate buckets for 𝑠𝑖 → 𝑑𝑖 .

GSS records < 𝜉𝑠𝑖 , 𝜉𝑑𝑖 ,𝑤𝑖 , 𝑖𝑑𝑥𝑝𝑎𝑖𝑟 > in an empty candidate bucket,

where 𝑖𝑑𝑥𝑝𝑎𝑖𝑟 represents the indexes of the candidate bucket (for

𝑀 [ℎ𝑘 (𝑠𝑖 ), ℎ 𝑗 (𝑑𝑖 )], 𝑖𝑑𝑥𝑝𝑎𝑖𝑟 = (𝑘, 𝑗)). However, if all the candidate
buckets are occupied, GSS inserts the leftover edges into the buffer.

For a large-scale graph stream with edges arriving continuously

and volume unpredictably, linearly increasing large buffer causes a

prohibitively memory cost and insertion latency.

To support efficient temporal range queries for graph streams

(e.g., whether the edge 𝑥 → 𝑦 appeared between temporal range

[𝑡, 𝑡 + 𝐿) ), Chen et al. propose Horae [8] which maintains 𝑙𝑜𝑔|𝑇 |
identical compressedmatrices with different time granularity where

|𝑇 | denotes the length of the temporal range. When inserting an

edge, Horae embeds the prefix information of the binary timestamp

into the fingerprint to indicate the time granularity (Horae’s way

of embedding is using the concatenation of the node label and the

prefix of the binary timestamp to generate the fingerprint). Thus, an

edge should be inserted into all the 𝑙𝑜𝑔 |𝑇 | compressed matrices, and

for a compressed matrix with coarser time granularity, a shorter

prefix is embedded. When evaluating a temporal range query with

length 𝐿, Horae decomposes the temporal range into at most 𝑙𝑜𝑔𝐿

subranges with different granularity and queries the result from

the compressed matrix with the corresponding time granularity. As

𝑇 increases, Horae builds compressed matrices with coarser time

Table 1: Comparison of existing work
Data

structure

Main

idea

Hash

based

Lossy Time, Space cost

Accuracy

guarantee

Scalable

TCM

Compressed

matrix

! ! 𝑂(1), 𝑂 ( |𝐸 |) 𝑒
− |𝐸 |
𝑚2 #

GSS

Fingerprint

reducing error

! ! 𝑂(1), 𝑂 ( |𝐸 |) 𝑒
− |𝐸 |

4
𝑓 𝑚2 #

Scube

Dynamiclly

space allocating

! ! 𝑂(1), 𝑂 ( |𝐸 |) 𝑒
− |𝐸 |

4
𝑓 𝑚2 #

Horae

Range binary

decomposition

! ! 𝑂 (𝑙𝑜𝑔|𝑇 |), 𝑂 ( |𝐸 |𝑙𝑜𝑔|𝑇 |) 𝑒
− |𝐸 |

4
𝑓 𝑚2

“!”

MoSSo

Moving nodes

reducing MDL

# # 𝑂 (∑𝑑𝑒𝑔(𝑣)), 𝑂 ( |𝐸 |) \ !

SGS

Constraining

affected nodes

# # 𝑂 (∑𝑑𝑒𝑔(𝑣)), 𝑂 ( |𝐸 |) \ !

GS4

Similarity based

node clustering

# ! 𝑂 ( |𝑉 |3), 𝑂 ( |𝐸 |) # !

Auxo

Prefix

embedded tree

! ! 𝑂 (𝑙𝑜𝑔|𝐸 |), 𝑂 ( |𝐸 | (1 − 𝑙𝑜𝑔|𝐸 |)) 𝑒
− |𝐸 |

4
𝑓 𝑚2 !

granularity to maintain the efficiency of the temporal range queries

and copies the whole previously inserted graph stream into the

newly created matrix for data integrity. However, Horae is still an

unscalable structure from the perspective of graph stream volume

increasing, while the purpose of Horae’s scaling is to maintain the

efficiency of the time range queries. Horae maintains 𝑙𝑜𝑔|𝑇 | com-

pressedmatrices and inserts every single edge into each compressed

matrix. However, each compressed matrix is still unscalable with

edges inserted continuously. Therefore, the space cost of Horae is

|𝐸 |𝑙𝑜𝑔 |𝑇 | (the space cost of Auxo is |𝐸 | (1 − 𝑙𝑜𝑔|𝐸 |)). For insertion,
Horae has a time cost of 𝑙𝑜𝑔 |𝑇 | (the time cost of Auxo is 𝑙𝑜𝑔|𝐸 |). To
efficiently manage graph stream summarization with skewed node

degree, Chen et al. propose Scube [7] which designs an efficient

probabilistic counting scheme for identifying high-degree nodes

and allocates more buckets for them.

MDL-based graph stream summarization schemes utilize MDL

to measure the memory cost of the summarized graph and merge

nodes with heuristic strategies to reduce the space cost. Ko et al. pro-
pose MoSSo [18] for lossless graph stream summarization. MoSSo

summarizes the original graph into a graph of supernodes (𝐿(𝑀) in
MDL) and two edge correction sets for recovery (𝐿(𝐷 |𝑀) in MDL).

For each edge update, MoSSo moves the nodes between supernodes

to reduce MDL. To improve the summarization quality caused by

parameter selection of MoSSo, Ma et al. propose SGS [22], which
constrains the affected nodes within the 2-hop neighbors of the in-

serted nodes. Ashraf Payaman et al. propose GS4 [2] to summarize

a graph stream by node clustering based on both the structure and

semantics in a time window and update the summarization if the re-

sults are significantly different between two consecutive windows.

Compared with the hash-based strategy, MDL-based node merging

strategies still utilize traditional data structures like adjacency list

to store the summarized result which may bring prohibitively high

memory costs and take much more computing cost for updating an

edge when facing a large-scale graph stream. Table 1 summarizes

recent efforts of graph stream summarization from the perspectives

of the main idea, time/space costs, accuracy, scalability, etc. To

the best of our knowledge, Auxo is the first scalable graph stream

summarization structure with both time and space efficiency.
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Figure 4: Architecture of Auxo

Other related work focuses on dynamic graph summarization.

Shah et al. propose TimeCrunch [29] to find coherent, temporal

patterns in a dynamic graph and utilize MDL to minimize the mem-

ory cost. Tsalouchidou et al. [36] treat the adjacency matrix of

each timestamp as a tensor and summarize the tensors in the cur-

rent time window by clustering and update the summarized result

in an incremental way. Pensieve [37] proposes a skewness-aware

multi-version dynamic graph management system, which lever-

ages a differentiated storage scheme to cope with high degree

vertices and low degree vertices separately. Other efforts man-

age graph streams for specific applications such as event detec-

tion [1, 21, 25, 27] and monitoring the characteristic attributes of

graph streams [11, 30, 33].

3 AUXO DESIGN
Figure 4 shows the architecture of Auxo which contains a hash

address allocator, a summarization storage structure, a PET exten-

der, and the graph query interface. Whenever inserting an edge,

the hash address allocator generates the addresses of the candidate

buckets and the fingerprints of the edge. Then, Auxo queries the

Main tree (a PET) to find whether it has stored the edge before. If

not, it inserts the edge into the Deputy tree (an auxiliary structure

helps the Main tree to extend a new level in a proportional way).

Once the building block on the Deputy tree are full, the PET ex-

tender extends it to scale the storage structure. Furthermore, if the

Deputy tree has been generated to the next level of the Main tree,

it relinks its last level to the Main tree. The graph query interface

integrates graph-related queries for various applications.

3.1 Overview
In this section, we first introduce the overview of Auxo and then

present the detailed design. Table 2 lists the notations we use. To

avoid the linearly increasing space/time costs in a chain-style scal-

ing structure, Auxo explores a computation and memory efficient

scheme for scaling the graph stream summarization. Specifically,

we propose a novel prefix embedded tree (PET) which improves the

efficiency of Auxo in two aspects: 1) PET omits a common binary

prefix of fingerprints by embedding the prefix information inside a

tree structure, and thus saves a significant amount of space costs;

2) PET leverages a logarithmic binary searching algorithm to re-

duce the computation costs for item insert and query. Moreover, we

design a proportionally incremental strategy for PET to improve

Auxo’s memory utilization, avoiding exponentially expanding.

Figure 5 illustrates our basic idea of PET using an example with

the GSS compressed matrix [12] as a building block. In the example,

the fingerprint length is five and the structure has two layers. The

first layer consists of one compressed matrix𝑀0 which stores the

pair of original five-bit fingerprints for an inserted edge. When𝑀0

Figure 5: An example with insight about PET
is full, the structure extends to the second layer, which includes four

compressed metrics:𝑀
0,0
1

,𝑀
0,1
1

,𝑀
1,0
1

, and𝑀
1,1
1

. When inserting a

newly coming edge 𝑠𝑖 → 𝑑𝑖 into the second layer, we first examine

the one-bit prefixes of the fingerprints 𝜉𝑠𝑖 and 𝜉𝑑𝑖 . There are four

cases including (0,0), (0, 1), (1, 0), and (1, 1). Our insight here is that

if the first bit prefixes of 𝜉𝑠𝑖 and 𝜉𝑑𝑖 are 0 and 1 respectively, we can

insert the fingerprints into𝑀
0,1
1

with the first bit prefixes omitted.

Hence, the lengths of the fingerprints stored in the second layer are

reduced from five to four. Similarly, if 𝜉𝑠𝑖 and 𝜉𝑑𝑖 both start with the

prefix “1”, we can insert 𝜉𝑠𝑖 and 𝜉𝑑𝑖 into𝑀
1,1
1

with the first one-bit

prefix omitted. In the same way, we can save the two-bit prefixes of

the fingerprints of the edges inserted into the third layer. Generally,

on layer 𝑖 , we can omit the 𝑖-bit prefixes of the fingerprints of

the inserted edges. Therefore, we can save a significant amount

of storage costs by embedding the prefix information in the tree

structure of PET. When querying an edge, we need to check only

one matrix on each level of PET according to its pair of prefixes.

Thus, the time cost for a query is in the logarithmic scale.

3.2 Prefix Embedded Tree
Prefix embedded tree (PET) aims at providing a scalable summariza-

tion framework for dynamically increasing graph streams. Given

a graph stream consisting of continuously coming edge items {(<
𝑠𝑖 , 𝑑𝑖 >;𝑤𝑖 ; 𝑡𝑖 )}, we define the prefix embedded tree as follows.

Definition 1 (Prefix Embedded Tree). For a graph stream sum-
marization structure which identifies an edge 𝑠𝑖 → 𝑑𝑖 using a pair
of fingerprints <𝜉𝑠𝑖 , 𝜉𝑑𝑖 >, the prefix embedded tree scales the storage
building blocks in a 4-ary tree which has the following features.

Feature A: On level 𝑙 , PET has a number of 4
𝑙
storage building

blocks {𝑏𝑙𝑜𝑐𝑘0
𝑙
, ..., 𝑏𝑙𝑜𝑐𝑘4

𝑙−1
𝑙
}. Each building block consists of a set

of buckets and each bucket records the fingerprints pair of an edge.

Feature B: On level 𝑙 , an edge with fingerprint pairs 𝜉𝑠𝑖 and

𝜉𝑑𝑖 is stored in 𝑏𝑙𝑜𝑐𝑘
(𝜉𝑙𝑠𝑖 |𝜉

𝑙
𝑑𝑖
)

𝑙
, where 𝜉𝑙𝑣 represents the 𝑙-bit prefixes

of 𝜉𝑣 while the notation
′ |′ denotes the concatenation operation.

For example, on level 2, an edge with a pair of fingerprints (01101,

10011) is stored in 𝑏𝑙𝑜𝑐𝑘
01 |10
2

(also denoted as 𝑏𝑙𝑜𝑐𝑘0110
2

or 𝑏𝑙𝑜𝑐𝑘6
2
).

Feature C: On level 𝑙 , PET stores an edge’s fingerprint pairs

with their 𝑙-bit prefixes omitted, denoted as < 𝜉−𝑙𝑠𝑖 , 𝜉
−𝑙
𝑑𝑖

>. In the

above example, PET stores the prefixes omitted fingerprint pair

(101, 011) of the inserted edge in 𝑏𝑙𝑜𝑐𝑘
01 |10
2

.

Figure 6 illustrates the PET structure. The level 𝑖 of the PET

structure consists of 4
𝑖
storage building blocks. On level 0, PET con-

tains only one storage building block. When PET extends to level

one, it expands four storage building blocks, i.e., 𝑏𝑙𝑜𝑐𝑘
0 |0
1

, 𝑏𝑙𝑜𝑐𝑘
0 |1
1

,

𝑏𝑙𝑜𝑐𝑘
1 |0
1

, 𝑏𝑙𝑜𝑐𝑘
1 |1
1

corresponding to the four cases of (𝜉1𝑠𝑖 |𝜉
1

𝑑𝑖
). On

level one, PET can omit the one-bit prefixes of the inserted fin-

gerprints. Similarly, when PET extends to level 𝑖 , it expands 4𝑖
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Figure 6: Structure of PET

storage building blocks and omits the 𝑖-bit prefixes of the inserted

fingerprints. Formally, we have the following theorems about PET.

Theorem 1. An 𝑙-level PET reduces the memory cost by the ratio
with a lower bound of 𝑙−4/3

𝑓
, where 𝑓 is the length of a fingerprint.

Proof. Supposing a storage building block has a number of 𝜎

buckets, without omitting the prefix, the total memory cost of the 𝑙

levels of homogeneous storage building blocks is:

𝑀𝑜 =

𝑙−1∑︁
𝑖=0

2𝑓 𝜎4𝑖 = 2

𝑙−1∑︁
𝑖=0

4
𝑖 𝑓 𝜎 (1)

With the proposed PET design, the total amount of saved mem-

ory cost is computed by:

𝑀𝑠 =

𝑙−1∑︁
𝑖=0

2𝑖𝜎4𝑖 = 2

𝑙−1∑︁
𝑖=0

4
𝑖𝑖𝜎 (2)

Therefore, PET saves the memory cost by a ratio of𝑀𝑠/𝑀𝑜 :

𝑀𝑠

𝑀𝑜
=

4
𝑙 (𝑙 − 4/3) + 4/3

𝑓 (4𝑙 − 1)
>

𝑙 − 4/3
𝑓

(3)

Theorem 1 is thus proved.

According to the 4-ary tree structure, an 𝑙−level PET has a total

number of 𝑛 = 4
𝑙−1
3

storage building blocks. In real applications,

the number of building blocks 𝑛 is proportional to the size of the

edge set |𝐸 |. By simply varying Formula (3), we can see that PET

can save the memory cost by a 𝑙𝑜𝑔4 |𝐸 | scale. (We will give a more

comprehensive analysis in Section 4.3)

Theorem 2. Querying an edge with PET needs 𝑂 (𝑙𝑜𝑔4 |𝐸 |) time,
where |𝐸 | is the size of the edge set.

Proof. When querying an edge 𝑥 → 𝑦, PET first computes the

fingerprints 𝜉𝑥 and 𝜉𝑦 . Then, PET checks the fingerprints against

the structure level by level from the root to the leaf to find the

matched result. On level 𝑖 , PET uses the 𝑖-bit prefixes of 𝜉𝑥 and

Table 2: Notations in Auxo
Notations Description

𝐺 (𝑉 , 𝐸) the graph stream to be represented with 𝑉 and 𝐸

indicating the vertices set and the edge set

|𝑉 | size of the vertices set

|𝐸 | size of the edge set

𝑒𝑖 = (< 𝑠𝑖 , 𝑑𝑖 >;𝑤𝑖 ; 𝑡𝑖 ) the item of edge 𝑠𝑖 → 𝑑𝑖
with weight𝑤𝑖 and timestamp 𝑡𝑖

𝑓 length of the fingerprint

𝑏 size of the bucket on level 0 in Auxo

ℎ(𝑣) the original hash address of node 𝑣

< 𝜉𝑠𝑖 , 𝜉𝑑𝑖 > fingerprint pair of edge 𝑠𝑖 → 𝑑𝑖
𝑚 side width of the compressed matrix

𝑟 length of the hash address sequence

{ℎ𝑘 (𝑣) |1 ≤ 𝑘 ≤ 𝑟 } hash address sequence of node 𝑣

𝑝 number of the candidate buckets

𝑙 number of levels in Auxo

𝑛 number of compressed matrices allocated

𝛼 the load factor of the compressed matrix

𝜉−𝑖𝑣 fingerprint 𝜉𝑣 without the 𝑖-bit prefix

𝑀
𝑥,𝑦

𝑙
the compressed matrix storing the edges with

fingerprint prefix 𝑥 , 𝑦 for 𝜉𝑠𝑖 and 𝜉𝑑𝑖 on level 𝑙

𝜉𝑦 to locate the storage building block possibly hosting the edge.

Specifically, on level 0, PET checks 𝑏𝑙𝑜𝑐𝑘0; on level 1, it checks

𝑏𝑙𝑜𝑐𝑘
(𝜉1𝑥 |𝜉1𝑦 )
1

; and generally on level 𝑖 , it checks 𝑏𝑙𝑜𝑐𝑘
(𝜉𝑖𝑥 |𝜉𝑖𝑦 )
𝑖

. For a

𝑙-level PET, it checks 𝑙 blocks in the worst case. As aforementioned,

the time cost for querying an edge in a single building block is

constant by using a compressed matrix as a building block. At the

same time, the total number of building blocks on PET increases

linearly with |𝐸 |. Therefore, the PET’s 4-ary tree needs 𝑂 (𝑙𝑜𝑔4 |𝐸 |)
time for edge query processing. Theorem 2 is thus proved.

PET can naturally support a graph stream to extend to a more

general definition with a number of 𝑘 (𝑘 > 2) identifying Boolean

labels. Accordingly, we define a 𝑘-way PET (i.e., PET-𝑘) which

scales in a 2
𝑘
-ary tree. Formally, a PET-𝑘 with 𝑙 levels of storage

building blocks saves the memory cost by a ratio of
𝑙−1−1/(2𝑘−1)

𝑓
,

while it needs𝑂 (𝑙𝑜𝑔
2
𝑘 |𝐸 |) time for querying an edge. Table 3 shows

the time and memory costs reduced by PET-𝑘 with an example of

parameter settings 𝑙 = 12 and 𝑓 = 16. We can see that PET achieves

significant computation and memory reductions.

Table 3: Time and memory costs reduced by PET-𝑘
Number of Boolean labels 𝑘 = 2 𝑘 = 3 𝑘 = 4 𝑘 = 5

Time reduced ratio 1 − 10−6 1 − 10−9 1 − 10−12 1 − 10−16
Memory reduced ratio 66.7% 67.9% 68.3% 68.5%

3.3 Proportionally Incremental Strategy
Theorems 1 and 2 show PET’s memory/computation efficiency.

However, the exponentially scaling of the basic PET can have un-

satisfied memory utilization whenever initializing a new level due

to the large fraction of unused buckets on the new level. Today,

many real-world applications deploy services across the cloud. Ac-

cording to the report on Cloud Adoption [23] in 2020, more than

88% of enterprises use the cloud in one form or another. For cloud

services, service providers typically charge based on the amount

of resources allocated and the length of service time. Many recent

efforts [15, 24, 31] focus on overcoming the challenge of reducing

resource usage cost while guaranteeing service quality. To improve

the memory efficiency of PET, we design a lazy expanding strategy

for PET that supports proportionally incremental extending.

The idea of the lazy expanding strategy is to make a proper

trade-off between memory utilization and time cost. Specifically,

the lazy expanding strategy organizes the building blocks of PET

into a binary tree structure and alternately embeds the prefixes

of 𝜉𝑑𝑖 and 𝜉𝑠𝑖 . A binary tree based structure achieves at least 50%

memory utilization in the worst case while still constraining the

query time in a logarithmic scale. Moreover, PET’s lazy expanding

strategy further explores proportionally incremental expanding by

exploiting the feature of the proportional sequence. Specifically,

we elaborate an auxiliary structure called Deputy tree to convert

the exponentially expanding of a new level into a proportionally

incremental sequence. We call the binary tree structure of the lazy

expanding PET the Main tree. We find that for the Main tree, the

numbers of building blocks vary as the sequence {1, 2, 4, ...} from

the root to the leaf level, forming a proportion sequence. Hence, a

Deputy tree can gradually construct the level 𝑖 from level 1.
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Figure 7: How the deputy tree extends a new level

Figure 7 shows how the lazy expanding PET uses the Deputy

tree to expand to level two. We use the notation𝑀
𝑥,𝑦

𝑙
to indicate

the compressed matrix based building block which stores the edge

with fingerprint prefix < 𝑥,𝑦 > for < 𝜉𝑠𝑖 , 𝜉𝑑𝑖 > on level 𝑙 (for

simplicity, in the following, we use the term “matrix” to stand for

“compressed matrix based building block” for short). The procedure

includes four phases. In phase 1, PET generates only one matrix

𝑀0 on the Deputy tree and inserts the upcoming edges into 𝑀0.

Once 𝑀0 is full, PET generates two new matrices 𝑀
∅,0
1

, 𝑀
∅,1
1

on

level 1 for the Deputy tree (here, the notation ∅ indicates no prefix

is embedded). Then, PET moves the items stored in 𝑀0 to 𝑀
∅,0
1

and 𝑀
∅,1
1

according to our prefix embedding scheme. After that,

PET releases the memory of𝑀0 and keeps the pointers as phase 2

shows. When level 1 is full, PET performs the same edge moving

and memory release operations in phase 3. When level 2 is full, PET

cuts off the level 2 of the Deputy tree and relinks it to the Main tree

as shown in phase 4. After that, PET constructs a new Deputy tree

with only one matrix𝑀0 for extending the Main tree’s next level.

The edge-moving operation is efficient because it is performed

with contiguous memory space and without edge relocation. When

extending to a higher level, the proportionally incremental style

of the Deputy tree achieves much better memory efficiency than

exponentially extending and we have the following Theorem 3.

Theorem 3. The lowest bucket utilization of a lazy expanding PET
with the proportionally incremental strategy is 0.75.

Proof. Considering a lazy expanding PET with 𝑙 levels (totally

2
𝑙 − 1 matrices) on the Main tree, when extending to the (𝑙 + 1)𝑡ℎ
level, the number of matrices on the Deputy tree gradually increases

as a proportional sequence {20, 21, ..., 2𝑙 }. It is not difficult to see

that the lowest bucket utilization happens when the Deputy tree

extends to a higher level, which is

𝐿𝐵𝑈 = min{1 − 2
𝑖−1

2
𝑙 − 1 + 2𝑖

} 𝑖 = 1, 2, ..., 𝑙

≈ 0.75 (4)

Theorem 3 is thus proved.

Figure 8 shows that the lowest bucket utilization of a lazy ex-

panding PET with the proportionally incremental strategy is 0.75,

which happens when a Deputy tree extends its last level. Figures 9

Figure 8: Bucket
utilization

Figure 9: Memory
utilization CDF

Figure 10: Average
memory utilization

Figure 11: Basic Auxo structure

and 10 plot the cumulative distribution function and the average

memory utilization of PET, lazy expanding PET, and lazy expanding

PET with proportionally incremental strategy, respectively. We can

see that the lazy expanding strategy improves the average mem-

ory utilization by 52% to 74% while the proportionally incremental

strategy improves the average memory utilization by 74% to 93%.

3.4 Auxo Structure Based on PET
A basic Auxo takes the advantage of the lazy expanding strategy.

Figure 11 shows an example of a basic Auxo.(the shaded buckets in-

dicate occupied while they are randomly distributed in the matrices

). Initially, Auxo has only one matrix 𝑀0 on level 0. For inserting

an edge, Auxo searches for an available empty candidate bucket

in 𝑀0. If succeed, Auxo inserts < 𝜉𝑠𝑖 , 𝜉𝑑𝑖 ,𝑤𝑖 , 𝑖𝑑𝑥𝑝𝑎𝑖𝑟 > into 𝑀0.

Otherwise, Auxo extends to level 1, which contains two matrices

𝑀
∅,0
1

and𝑀
∅,1
1

. Then, it checks the first bit of fingerprint 𝜉𝑑𝑖 . If 𝜉𝑑𝑖

starts with “0”, Auxo inserts < 𝜉𝑠𝑖 , 𝜉
−1
𝑑𝑖
,𝑤𝑖 , 𝑖𝑑𝑥𝑝𝑎𝑖𝑟 > into𝑀

∅,0
1

(𝜉−𝑖𝑣
denotes the fingerprint 𝜉𝑣 with the 𝑖-bit prefix omitted); otherwise,

it inserts the same record into𝑀
∅,1
1

. When all the matrices on level

1 are full, Auxo extends to level 2 with matrices 𝑀
0,0
2

, 𝑀
1,0
2

, 𝑀
0,1
2

,

and𝑀
1,1
2

. Then, it checks the first bits of 𝜉𝑑𝑖 and 𝜉𝑠𝑖 to determine

the matrix for inserting. Generally, whenever Auxo scales, it gener-

ates two children matrices on a higher level for each matrix on the

current level and embeds the next bit of the prefixes of fingerprints

𝜉𝑠𝑖 and 𝜉𝑑𝑖 alternately on the new level.

In Figure 11, we show an example of item insertion in Auxo.

Assume the edge has a fingerprint pair < 𝜉𝑠𝑖 , 𝜉𝑑𝑖 >=< 010, 011 >.

First, Auxo traverses the candidate buckets in𝑀0 with fingerprint

pair < 010, 011 >. If the insertion fails, as the fingerprint “011” starts

with “0”, Auxo checks𝑀
∅,0
1

with the fingerprint pair < 010, 11 >,

and then checks 𝑀
0,0
2

with fingerprint pair < 10, 11 >. If the in-

sertion in 𝑀
0,0
2

fails, Auxo extends to a higher level and inserts

the edge into𝑀
0,01
3

with fingerprint pair < 10, 1 >. Naturally, the

proportionally incremental strategy stated in Section 3.3 can be

applied to our basic Auxo design to improve memory utilization.

Thus, we achieve a design of the proportional Auxo. The extending

scheme of proportional Auxo is the same as Figure 7 shows.

3.5 Operations of Auxo
In this section, we present the operations of Auxo, including insert,

extend, edge query, and node query.

Insert. Algorithm 1 presents the operations of the insert. First,

Auxo checks the matrices on the Main tree from the root to a leaf

level by level according to the fingerprint prefix (lines 4-10). If the

Main tree has no matched item, Auxo further traverses the Deputy

tree (lines 11-28) from the root to the leaf until we reach𝐶𝑢𝑟𝑀 , the
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associated matrix on the leaf level. Then we check whether any item

matches in𝐶𝑢𝑟𝑀 . If Auxo finds a matched item, it accumulates the

weight value of the edge. Otherwise, it looks for an empty bucket for

inserting. Once the insertion in 𝐶𝑢𝑟𝑀 fails, if the Deputy tree has

expanded to the next level of the Main tree, Auxo cuts off the leaf

level of the Deputy tree and relinks it to the Main tree. Then, Auxo

constructs a new Deputy tree for insertion (lines 21-25). Otherwise,

it extends to the Deputy tree’s next level (line 27).

Figure 12 illustrates a running example for inserting an edge

𝑠𝑖 → 𝑑𝑖 with the weight value 𝑤𝑖 on the Main tree. Auxo first

computes fingerprint pair 𝐹 = < 𝜉𝑠𝑖 , 𝜉𝑑𝑖 > = < 101, 110 > and

the hash address sequence (ℎ𝑞(𝑠𝑖 ) = {0, 2}, ℎ𝑞(𝑑𝑖 ) = {0, 3}). Then,
Auxo checks 𝑀0 first. If no items in 𝑀0 match, Auxo continues

to check 𝑀
∅,1
1

as 𝜉𝑑𝑖 = 110 starts with “1” and then checks 𝑀
1,1
2

as 𝜉𝑠𝑖 = 101 starts with “1”. Figure 12 also shows the detailed

operations of Auxo on𝑀
∅,1
1

. Auxo cuts off the first bit of the 𝜉𝑑𝑖 as

Auxo embeds it on level one. Then, Auxo checks the two candidate

buckets 𝑀 [0, 0] and 𝑀 [2, 3]. Auxo checks 𝑀 [0, 0] and finds that

the index pair 𝐼 =< 1, 1 > matches while the cut fingerprint pair

𝐹 =< 101, 00 > does not match. Next, Auxo checks 𝑀 [2, 3] and
finds the fingerprint pair and the index pair both match those stored

in the bucket. This means Auxo has inserted this edge before and

therefore it accumulates the weight𝑤𝑖 .

Algorithm 1: Insert((< 𝑠𝑖 , 𝑑𝑖 >;𝑤𝑖 ; 𝑡𝑖 ))
Data: Edge 𝑠𝑖 → 𝑑𝑖 , with weight 𝑤𝑖 , timestamp 𝑡𝑖

1 𝐶𝑎𝑛𝑑𝑖𝐴𝑑𝑑𝑟𝑒𝑠𝑠𝑒𝑠, 𝐼𝑛𝑑𝑒𝑥𝑃𝑎𝑖𝑟𝑠, 𝜉𝑠𝑖 , 𝜉𝑑𝑖 ←
𝑔𝑒𝑡𝐼𝑛𝑠𝑒𝑟𝑡𝐼𝑛𝑓 𝑜 (𝑠𝑖 , 𝑑𝑖 ) ;

2 𝑀𝑎𝑖𝑛𝐿𝑒𝑣𝑒𝑙, 𝐷𝑒𝑝𝑢𝑡𝑦𝐿𝑒𝑣𝑒𝑙 ← 0, 0;

3 𝑀𝑎𝑖𝑛𝑀𝑎𝑡𝑟𝑖𝑥, 𝐷𝑒𝑝𝑢𝑡𝑦𝑀𝑎𝑡𝑟𝑖𝑥 ← 𝑀𝑎𝑖𝑛𝑡𝑟𝑒𝑒, 𝐷𝑒𝑝𝑢𝑡𝑦𝑡𝑟𝑒𝑒 ;

4 while𝑀𝑎𝑖𝑛𝑀𝑎𝑡𝑟𝑖𝑥 𝑖𝑠 𝑛𝑜𝑡 𝑛𝑢𝑙𝑙 do
5 𝜉𝑐𝑢𝑟𝑠𝑖

, 𝜉𝑐𝑢𝑟
𝑑𝑖

= 𝑔𝑒𝑡𝑃𝑟𝑒 𝑓 𝑖𝑥𝐶𝑢𝑡 (𝜉𝑠𝑖 , 𝜉𝑑𝑖 , 𝑀𝑎𝑖𝑛𝐿𝑒𝑣𝑒𝑙) ;
6 for 𝑘 ← 0 𝑡𝑜 𝑝 do
7 𝑏𝑢𝑐𝑘𝑒𝑡𝐶𝑢𝑟 = 𝑀𝑎𝑖𝑛𝑀𝑎𝑡𝑟𝑖𝑥 .𝐵 (𝐶𝑎𝑛𝑑𝑖𝐴𝑑𝑑𝑟𝑒𝑠𝑠𝑒𝑠 (𝑘)) ;
8 if 𝜉𝑐𝑢𝑟𝑠𝑖

, 𝜉𝑐𝑢𝑟
𝑑𝑖

, 𝐼𝑛𝑑𝑒𝑥𝑝𝑎𝑖𝑟𝑠 (𝑘) 𝑚𝑎𝑡𝑐ℎ 𝑖𝑛 𝑏𝑢𝑐𝑘𝑒𝑡𝐶𝑢𝑟 then
9 accumulate the weight and return true;

10 𝑛𝑒𝑥𝑡𝐿𝑒𝑣𝑒𝑙 (𝜉𝑠𝑖 , 𝜉𝑑𝑖 , 𝑀𝑎𝑖𝑛𝑀𝑎𝑡𝑟𝑖𝑥,𝑀𝑎𝑖𝑛𝐿𝑒𝑣𝑒𝑙) ;
11 while 𝐷𝑒𝑝𝑢𝑡𝑦𝑀𝑎𝑡𝑟𝑖𝑥 𝑖𝑠 𝑛𝑜𝑡 𝑛𝑢𝑙𝑙 do
12 while 𝐷𝑒𝑝𝑢𝑡𝑦𝑀𝑎𝑡𝑟𝑖𝑥 𝑖𝑠 𝑣𝑖𝑟𝑡𝑢𝑎𝑙 do
13 𝑛𝑒𝑥𝑡𝐿𝑒𝑣𝑒𝑙 (𝜉𝑠𝑖 , 𝜉𝑑𝑖 , 𝐷𝑒𝑝𝑢𝑡𝑦𝑀𝑎𝑡𝑟𝑖𝑥, 𝐷𝑒𝑝𝑢𝑡𝑦𝐿𝑒𝑣𝑒𝑙) ;
14 𝜉𝑐𝑢𝑟𝑠𝑖

, 𝜉𝑐𝑢𝑟
𝑑𝑖

= 𝑔𝑒𝑡𝑃𝑟𝑒 𝑓 𝑖𝑥𝐶𝑢𝑡 (𝜉𝑠𝑖 , 𝜉𝑑𝑖 , 𝐷𝑒𝑝𝑢𝑡𝑦𝐿𝑒𝑣𝑒𝑙) ;
15 for 𝑘 ← 0 𝑡𝑜 𝑝 do
16 𝑏𝑢𝑐𝑘𝑒𝑡𝐶𝑢𝑟 = 𝑀𝑎𝑖𝑛𝑀𝑎𝑡𝑟𝑖𝑥 .𝐵 (𝐶𝑎𝑛𝑑𝑖𝐴𝑑𝑑𝑟𝑒𝑠𝑠𝑒𝑠 (𝑘)) ;
17 if 𝜉𝑐𝑢𝑟𝑠𝑖

, 𝜉𝑐𝑢𝑟
𝑑𝑖

, 𝐼𝑛𝑑𝑒𝑥𝑝𝑎𝑖𝑟𝑠 (𝑘) 𝑚𝑎𝑡𝑐ℎ 𝑖𝑛 𝑏𝑢𝑐𝑘𝑒𝑡𝐶𝑢𝑟 then
18 accumulate the weight and return true;
19 if 𝑏𝑢𝑐𝑘𝑒𝑡𝐶𝑢𝑟 𝑖𝑠 𝑒𝑚𝑝𝑡𝑦 then
20 record 𝜉 , index, w and return true;
21 if 𝐷𝑒𝑝𝑢𝑡𝑦𝐿𝑒𝑣𝑒𝑙 𝑒𝑞𝑢𝑎𝑙𝑠 𝑀𝑎𝑖𝑛𝐿𝑒𝑣𝑒𝑙 + 1 then
22 𝑐𝑢𝑡𝐴𝑛𝑑𝑅𝑒𝑙𝑖𝑛𝑘 (𝑀𝑎𝑖𝑛𝐿𝑒𝑣𝑒𝑙, 𝐷𝑒𝑝𝑢𝑡𝑦𝐿𝑒𝑣𝑒𝑙) ;
23 𝐷𝑒𝑝𝑢𝑡𝑦𝑡𝑟𝑒𝑒 = 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑀𝑎𝑡𝑟𝑖𝑥 (𝑚, 0) ;
24 𝐷𝑒𝑝𝑢𝑡𝑦𝑀𝑎𝑡𝑟𝑖𝑥 ← 𝐷𝑒𝑝𝑢𝑡𝑦𝑡𝑟𝑒𝑒 ;

25 𝐶𝑢𝑟𝐷𝑒𝑝𝑢𝑡𝑦𝐿𝑒𝑣𝑒𝑙 ← 0;

26 else
27 𝐸𝑥𝑡𝑒𝑛𝑑 (𝐷𝑒𝑝𝑢𝑡𝑦𝐿𝑒𝑣𝑒𝑙) ;
28 𝑛𝑒𝑥𝑡𝐿𝑒𝑣𝑒𝑙 (𝜉𝑠𝑖 , 𝜉𝑑𝑖 , 𝐷𝑒𝑝𝑢𝑡𝑦𝑀𝑎𝑡𝑟𝑖𝑥, 𝐷𝑒𝑝𝑢𝑡𝑦𝐿𝑒𝑣𝑒𝑙) ;

Figure 12: A running example of operations on the main tree

Extend. Algorithm 2 shows the operations of extend. When the

matrix block𝐶𝑢𝑟𝑀 expands, Auxo first generates two new children

matrix blocks, 𝑀0 and 𝑀1, with their children pointers initially

set to null and the fingerprint length is one bit shortened. Then,

Auxo sets the 𝑐ℎ𝑖𝑙𝑑0 and 𝑐ℎ𝑖𝑙𝑑1 pointers of 𝐶𝑢𝑟𝑀 to the addresses

of𝑀0 and𝑀1, respectively. Finally, Auxo moves the edges stored

in matrix 𝐶𝑢𝑟𝑀.𝐵 to matrices 𝑀0 .𝐵 and 𝑀1 .𝐵 according to their

fingerprint prefixes, and releases the memory of 𝐶𝑢𝑟𝑀.𝐵.

Edge Query. With a user-specified edge 𝑥 → 𝑦, the edge query

returns its accumulated weight. On the Main tree, Auxo checks only

one associated matrix on each level from the root to the leaf level

by level according to the fingerprint pair of 𝑥 → 𝑦. Auxo checks all

the candidate buckets in an associated matrix to match the index

pair and the fingerprint pair with the prefix omitted. If Auxo finds

a match item, it returns the stored weight value. If Auxo finds no

match in the Main tree, it searches the edge in the Deputy tree. As

the Deputy tree only has the leaf level of matrices, it only checks

one associated matrix. If it still fails, Auxo returns a negative result.

NodeQuery. Given a user-specified node 𝑥 , the node in(out)-flow
query obtains the aggregated weight of all the in(out)-going edges

of 𝑥 . We only describe the operation of the node out-flow query as

the node in-flow query involves similar operations. Algorithms 3

describe the detailed operation on the Main tree beginning at the

root matrix ( the same for the Deputy tree ). In the following, we

first present the operations of traversing all the matrices Auxo must

check. Then, we focus on the operations in a single matrix. First, we

take a closer look at each level of the Main tree to find the matrices

which Auxo needs to check, while the operations on the Deputy tree

are similar. Auxo starts with the root matrix𝑀0 on level 0. It is clear

that𝑀0 should be checked. As the level 1 embeds the first bit of the

destination node’s fingerprint. This means an edge having source

node 𝑥 can be stored in𝑀
∅,0
1

or𝑀
∅,1
1

. Therefore, the two matrices

on level 1 should be checked (like line 17 in Algorithm 3). For level

2, Auxo embeds the first bit of the source node’s fingerprint and it

only needs to check𝑀
0,0
2

and𝑀
0,1
2

, or𝑀
1,0
2

and𝑀
1,1
2

according to

the first bit of 𝜉𝑥 (like line 12−15 in Algorithm 3). Such a procedure

continues until Auxo finishes searching the last level of the Main

tree. According to the analysis of node query in Section 4.2, the

number of matrices we have to check for node query is 𝑂 (
√
𝑛)

where 𝑛 indicates the total number of matrix blocks.

Algorithm 2: Extend(𝐶𝑢𝑟𝐿𝑒𝑣𝑒𝑙)
1 for 𝑒𝑎𝑐ℎ 𝐶𝑢𝑟𝑀 𝑜𝑛 𝐶𝑢𝑟𝐿𝑒𝑣𝑒𝑙 do
2 𝑀0 𝑀1 ← 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑀𝑎𝑡𝑟𝑖𝑥 (𝑚,𝐶𝑢𝑟𝐿𝑒𝑣𝑒𝑙) ;
3 𝑠𝑒𝑡 𝑀0 .𝑐ℎ𝑖𝑙𝑑0, 𝑀0 .𝑐ℎ𝑖𝑙𝑑1, 𝑀1 .𝑐ℎ𝑖𝑙𝑑0, 𝑀1 .𝑐ℎ𝑖𝑙𝑑1 𝑒𝑞𝑢𝑎𝑙 𝑛𝑢𝑙𝑙 ;

4 𝐶𝑢𝑟𝑀.𝑐ℎ𝑖𝑙𝑑0,𝐶𝑢𝑟𝑀.𝑐ℎ𝑖𝑙𝑑1 ← 𝑀0, 𝑀1;

5 𝑚𝑜𝑣𝑒𝐸𝑑𝑔𝑒𝑠 (𝐶𝑢𝑟𝑀,𝑀0, 𝑀1,𝐶𝑢𝑟𝐿𝑒𝑣𝑒𝑙) ;
6 𝑑𝑒𝑙𝑒𝑡𝑒 𝐶𝑢𝑟𝑀.𝐵;
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Algorithm 3: NORecurs(𝐶𝑢𝑟𝑀, 𝜉𝑣, 𝑅𝑜𝑤𝐴𝑑𝑑𝑟𝑠, 𝐶𝑢𝑟𝑙𝑒𝑣𝑒𝑙)
1 𝑅𝑒𝑠𝑊𝑒𝑖𝑔ℎ𝑡 ← 0;

2 if 𝐶𝑢𝑟𝑀 𝑖𝑠 𝑛𝑢𝑙𝑙 then
3 𝑟𝑒𝑡𝑢𝑟𝑛 𝑅𝑒𝑠𝑊𝑒𝑖𝑔ℎ𝑡 ;

4 if 𝐶𝑢𝑟𝑀 𝑖𝑠 𝑣𝑎𝑙𝑖𝑑 then
5 for 𝑖 ← 0 𝑡𝑜 𝑟 do
6 for 𝑗 ← 0 𝑡𝑜 𝑚 do
7 𝐶𝑢𝑟𝑏𝑢𝑐𝑘𝑒𝑡 = 𝐶𝑢𝑟𝑀.𝐵 (𝑅𝑜𝑤𝐴𝑑𝑑𝑟𝑠 [𝑖 ] ·𝑚 + 𝑗) ;
8 if 𝜉𝑣, 𝑖 𝑚𝑎𝑡𝑐ℎ 𝑖𝑛 𝐶𝑢𝑟𝑏𝑢𝑐𝑘𝑒𝑡 then
9 𝑅𝑒𝑠𝑊𝑒𝑖𝑔ℎ𝑡 ← 𝑅𝑒𝑠𝑊𝑒𝑖𝑔ℎ𝑡 +𝐶𝑢𝑟𝑏𝑢𝑐𝑘𝑒𝑡 .𝑤;

10 𝐶𝑢𝑟𝑙𝑒𝑣𝑒𝑙 ← 𝐶𝑢𝑟𝑙𝑒𝑣𝑒𝑙 + 1;
11 if 𝐶𝑢𝑟𝑙𝑒𝑣𝑒𝑙 − 1 𝑖𝑠 𝑜𝑑𝑑 then
12 if 𝜉𝑣 𝑠𝑡𝑎𝑟𝑡𝑠 𝑤𝑖𝑡ℎ ′0′ then
13 𝑟𝑒𝑡𝑢𝑟𝑛 𝑅𝑒𝑠𝑊𝑒𝑖𝑔ℎ𝑡 +

𝑁𝑂𝑅𝑒𝑐𝑢𝑟𝑠 (𝐶𝑢𝑟𝑀.𝑐ℎ𝑖𝑙𝑑0, 𝜉𝑣, 𝑅𝑜𝑤𝐴𝑑𝑑𝑟𝑠, 𝐶𝑢𝑟𝑙𝑒𝑣𝑒𝑙) ;
14 else
15 𝑟𝑒𝑡𝑢𝑟𝑛 𝑅𝑒𝑠𝑊𝑒𝑖𝑔ℎ𝑡 +

𝑁𝑂𝑅𝑒𝑐𝑢𝑟𝑠 (𝐶𝑢𝑟𝑀.𝑐ℎ𝑖𝑙𝑑1, 𝜉𝑣, 𝑅𝑜𝑤𝐴𝑑𝑑𝑟𝑠, 𝐶𝑢𝑟𝑙𝑒𝑣𝑒𝑙) ;
16 else
17 𝑟𝑒𝑡𝑢𝑟𝑛 𝑅𝑒𝑠𝑊𝑒𝑖𝑔ℎ𝑡 +

𝑁𝑂𝑅𝑒𝑐𝑢𝑟𝑠 (𝐶𝑢𝑟𝑀.𝑐ℎ𝑖𝑙𝑑0, 𝜉𝑣, 𝑅𝑜𝑤𝐴𝑑𝑑𝑟𝑠, 𝐶𝑢𝑟𝑙𝑒𝑣𝑒𝑙) +
𝑁𝑂𝑅𝑒𝑐𝑢𝑟𝑠 (𝐶𝑢𝑟𝑀.𝑐ℎ𝑖𝑙𝑑1, 𝜉𝑣, 𝑅𝑜𝑤𝐴𝑑𝑑𝑟𝑠, 𝐶𝑢𝑟𝑙𝑒𝑣𝑒𝑙) ;

Based on Figure 12, we give a simple example for node out-flow

query. First, Auxo calculates the fingerprint 𝜉𝑥 = 101 and the hash

address sequence ℎ𝑞(𝑥) = {0, 2}. Auxo first checks 𝑀0. As level

1 embeds the first bit of the destination node’s fingerprint, Auxo

needs to check 𝑀
∅,0
1

and 𝑀
∅,1
1

on level 1. For level 2, since Auxo

embeds the first bit of the source node’s fingerprint, it only has

to check 𝑀
1,0
2

and 𝑀
1,1
2

as 𝜉𝑥 = 110 starts with “1”, and so forth

to the leaf level. In a single matrix, Auxo needs to check all the

lines or columns of buckets corresponding to the hash address

sequence (lines 6-13 in Algorithm 3). Consider the matrix𝑀
∅,1
1

on

level one for example in Figure 12. As level one embeds the first bit

of the fingerprint of the destination node, for a node out-flow query,

no prefix should be omitted. Then, according to the hash address

sequence ℎ𝑞(𝑥) = {0, 2}, we check the line 0 and 2 of the matrix

𝑀
∅,1
1

with index “1” and “2”, respectively. In bucket𝑀 [0, 0], we find
the fingerprint “101” and the index “1” both match those stored in

the bucket. Thus, we should accumulate the weight value of two

stored in the bucket. The same situation happens in bucket𝑀 [2, 3].
As the other buckets do not match the index and the fingerprint,

we return six as the accumulated weight in𝑀
∅,1
1

.

4 ANALYSIS
4.1 Accuracy Analysis
According to GSS [12], the weights of any two edges 𝑠1 → 𝑑1 and

𝑠2 → 𝑑2 are summarized if and only if 𝐻 (𝑠1) = 𝐻 (𝑠2)
∧
𝐻 (𝑑1) =

𝐻 (𝑑2), where 𝐻 (𝑣) = (ℎ(𝑣) ∗ 2𝑓 ) + 𝜉𝑣 . We can see that 𝐻 (𝑣) has a
range value of 𝑟𝑎𝑛𝑔𝑒 (𝐻 ) =𝑚 · 2𝑓 .

Theorem 4. Auxo guarantees the relative error of the edge query
as 𝑃{[ ˜𝑓 (𝑠, 𝑑) − 𝑓 (𝑠, 𝑑)]/𝑤 > 𝜁 } ≤ |𝐸 |

𝜁 ·𝑟𝑎𝑛𝑔𝑒2 (𝐻 ) , where
˜𝑓 (𝑠, 𝑑) is the

queried result; 𝑓 (𝑠, 𝑑) is the ground truth;𝑤 is the average weight of
edges, and |𝐸 | is the size of the edge set in the graph stream.

Proof. Considering a graph stream with |𝐸 | distinct edges and
accumulated weight 𝑤 (𝑠,𝑑) for each edge 𝑠 → 𝑑 . We use the vari-

able 𝑋𝑠1,𝑑1 to denote the summarized weight stored in the bucket

which records edge 𝑠1 → 𝑑1. According to GSS [12], we obtain the

expectation of 𝑋𝑠1,𝑑1 as below

𝐸 (𝑋𝑠1,𝑑1 ) ≤ 1/𝑟𝑎𝑛𝑔𝑒2 (𝐻 ) ·
∑︁

(𝑠2,𝑑2) ∈𝐸
𝑤 (𝑠2,𝑑2) (5)

Let 𝛽 =
∑
𝑤 (𝑠2,𝑑2) , (𝑠2, 𝑑2) ∈ 𝐸, according to the Markov inequal-

ity and Eq. (5), we obtain

𝑃{ ˜𝑓 (𝑠, 𝑑) > 𝑓 (𝑠, 𝑑) + 𝜂} = 𝑃{𝑓 (𝑠, 𝑑) + 𝑋𝑠,𝑑 > 𝑓 (𝑠, 𝑑) + 𝜂}

≤ 𝛽

𝜂 · 𝑟𝑎𝑛𝑔𝑒2 (𝐻 )
(6)

We assume that the edges in the graph stream have an average

weight of𝑤 . Let 𝜁 = 𝜂/𝑤 , we obtain 𝑃{[ ˜𝑓 (𝑠, 𝑑) − 𝑓 (𝑠, 𝑑)]/𝑤 > 𝜁 } ≤
|𝐸 |

𝜁 ·𝑟𝑎𝑛𝑔𝑒2 (𝐻 ) . Thus proved. The accuracy analysis of the node query

is similar to that of the edge query accuracy. It is clear Auxo and

GSS_Chain have the same accuracy if they have the same matrix

width and fingerprint length (i.e., the same 𝑟𝑎𝑛𝑔𝑒 (𝐻 )).

4.2 Time Cost Analysis
Insert and Edge Query. Theorem 2 shows the time cost for an

Auxo to insert/query an edge is𝑂 (𝑙𝑜𝑔 |𝐸 |). For a proportional Auxo,
when inserting an edge, we may have to extend a full block. We

show that this will not block the query operation and the amortized

time complexity of insertion is still 𝑂 (𝑙𝑜𝑔 |𝐸 |).
Whenever extending a full block𝑀 , we generate two children

blocks, i.e.,𝑀0 and𝑀1, and free𝑀 after the edge moving operation

finish. Thus, we can still query the result from𝑀 . For edge inser-

tion, we assume that when inserting an edge, the average time of

traversing a matrix is 𝜏 ; when extending a block, the average time

of moving an edge is 𝜄 (𝜄 << 𝜏 ), while a matrix contains an average

number of 𝑛𝑎 distinct edges. Considering an 𝑙−level proportional
Auxo with 𝑛 = 2

𝑙 − 1 blocks and a graph stream with no duplicated

edges, we can decompose the time of constructing the 𝑙𝑡ℎ level into

the time of the inserting edges 𝐼𝑇𝑙 and the time of moving edges

𝑀𝑇𝑙 . We have 𝐼𝑇𝑙 ≤ (𝑛𝑎𝑙𝜏 +𝑛𝑎𝑙𝜏 +2𝑛𝑎𝑙𝜏 + ...+2𝑙−2𝑙𝑛𝑎𝜏) = 2
𝑙−1𝑙𝑛𝑎𝜏 ,

and𝑀𝑇𝑙 = (𝑛𝑎𝜄 + 2𝑛𝑎𝜄 + ... + 2𝑙−2𝑛𝑎𝜄) = (2𝑙−1 − 1)𝑛𝑎𝜄.
Thus, the amortized time of constructing the 𝑙𝑡ℎ level of a pro-

portional Auxo is computed by Eq.(7),

𝐴𝑇𝑙 = (𝐼𝑇𝑙 +𝑀𝑇𝑙 )/2𝑙−1𝑛𝑎
≤ 𝑙𝜏 + (2𝑙−1 − 1)𝜄/2𝑙−1 (7)

Therefore, the amortized time complexity of constructing the 𝑙𝑡ℎ
level of a proportional Auxo is 𝑂 (𝑙𝜏) = 𝑂 (𝑙𝑜𝑔𝑛) = 𝑂 (𝑙𝑜𝑔|𝐸 |).

Node Query. According to GSS [12], the time cost of the node

query is 𝑂 (𝑟𝑚) in a single matrix, where 𝑟 is the length of the

hash address sequence, and𝑚 is the side width of the matrix. For

GSS_Chain with 𝑛 matrics, the time cost is 𝑂 (𝑛𝑟𝑚) for the node
query.We use the notations𝑁𝑂𝑖 to quantify the number of matrices

Auxo checks on level 𝑖 for node out-flow query. On level 0, Auxo

has only one matrix and 𝑁𝑂0 = 1. Considering the matrices at

level 𝑖 (𝑖 > 0), if Auxo embeds the next bit of the source node’s

fingerprint, we have 𝑁𝑂𝑖 = 𝑁𝑂𝑖−1. Conversely, we have 𝑁𝑂𝑖 =
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Table 4: Time consumption reduced by Auxo
levels 𝑙 = 4 𝑙 = 5 𝑙 = 6 𝑙 = 7 𝑙 = 8 𝑙 = 9

Insert/edge query 0.73 0.84 0.90 0.94 0.97 0.98

Node out-flow query 0.40 0.58 0.67 0.77 0.82 0.91

Node in-flow query 0.60 0.68 0.78 0.83 0.88 0.94

2𝑁𝑂𝑖−1. Therefore, 𝑁𝑂𝑖 can be computed by Eq. (8).

𝑁𝑂𝑖 = 2
⌈𝑖/2⌉

(8)

We use 𝑁𝑂 to denote the total number of matrices that should

be checked for the node out-flow query. Thus, we have

𝑁𝑂 =

𝑙−1∑︁
𝑖=0

𝑁𝑂𝑖 =

{
4 · 2𝑘 − 3, 𝑙 = 2𝑘,

6 · 2𝑘 − 3, 𝑙 = 2𝑘 + 1.
𝑘 = 0, 1, 2, ... (9)

Since an Auxo with 2𝑘 levels has 𝑛 = 2
2𝑘 − 1 matrices, the

time cost for node out-flow query is 𝑂 (𝑟𝑚
√
𝑛), which can also be

computed by𝑂 (𝑟𝑚
√︃
|𝐸 |
𝛼𝑚2
) = 𝑂 (𝑟

√︁
|𝐸 |). Due to symmetry, the node

in-flow query has the same time cost of 𝑂 (𝑟
√︁
|𝐸 |). Eq. (8) shows

the number of matrices Auxo needs to check on level 𝑙 for the

node query. When extending level 𝑙 , Auxo extends level 𝑙 at once,

while proportional Auxo extends from level 0 to level 𝑙 utilizing

the Deputy tree. Therefore, the proportional Auxo always has less

number of matrices to check on the last level of the Deputy tree

and achieves better performance for node query.

Table 4 shows the time cost reduced by Auxo compared to

GSS_Chain for different queries. Auxo reduces a large ratio of

computation cost, especially for large-scale graph streams.

4.3 Memory Cost Analysis
It is clear that for an Auxo with 𝑙 levels, the total memory cost is

computed by Eq.(10),

𝑀𝐴 = 𝑚2𝑏 (2𝑙 − 1) −
𝑙−1∑︁
𝑖=0

𝑚2𝑖2𝑖

= 𝑚2 [𝑏 (2𝑙 − 1) − 2𝑙 (𝑙 − 2) − 2] (10)

In Eq. (10), the variable 𝑏 denotes the size of a bucket on level 0.

Assuming the matrices have an average load factor of 𝛼 , we obtain

𝑙 = 𝑙𝑜𝑔2
|𝐸 |
𝑚2𝛼

and we can get the space complexity𝑂 ( |𝐸 | (1−𝑙𝑜𝑔 |𝐸 |)).
In contrast, a GSS_Chain with 2

𝑙 −1 matrices consumes𝑚2𝑏 (2𝑙 −1)
bits of memory. We can see that a full Auxo with 𝑙 levels saves the

memory cost by a ratio of
2
𝑙 (𝑙−2)−2
𝑏 (2𝑙−1) ≈

𝑙−2
𝑏

=
𝑙𝑜𝑔2𝑛−2

𝑏
= [𝑙𝑜𝑔2 |𝐸 | −

𝑙𝑜𝑔2 (4𝑚2𝛼)]/𝑏 of the space cost.

According to Eq. (4), a proportional Auxo with 𝑙 levels on the

Main tree has the worst bucket utilization of 0.75 when extend-

ing the (𝑙 + 1)𝑡ℎ level on the Deputy tree. The memory cost of

the proportional Auxo is shown in Eq. (10), while the memory

cost for GSS_Chain is at least 𝑀𝐺 = 0.75𝑚2𝑏 (2𝑙 − 1). Thus, we
have 𝑀𝐺 − 𝑀𝐴 ≈ 𝑚2

2
𝑙 (𝑙 − 2 − 0.25𝑏). When 𝑙 > 0.25𝑏 + 2 (

|𝐸 | > 𝑚2𝛼2(0.25𝑏+2) , equally), the proportional Auxo consumes

less memory than GSS_Chain, even in the worst case.

4.4 Load Factor Analysis
As we have aforementioned, in each matrix, Auxo allocates 𝑝 can-

didate buckets for an edge to improve the bucket utilization of

the matrix. A high load factor is important before we scale Auxo.

Considering a single matrix, we use 𝑞𝑖 to denote the probability

Figure 13: The expectation of load factor

that the 𝑖𝑡ℎ edge can be inserted successfully. We can obtain 𝑞𝑖 as

𝑞𝑖 = 𝑞𝑖−1 [1 − (
𝑖 − 1
𝑚2
)𝑝 ], 𝑖 = 1, 2, ...,𝑚2 + 1; 𝑞0 = 1 (11)

The matrix has a load factor of (𝑖 − 1)/𝑚2
if and only if the

(𝑖 − 1)𝑡ℎ edge is inserted successfully, while the insertion of the

𝑖𝑡ℎ edges can fail with the probability of 𝑞𝑖−1 − 𝑞𝑖 . Therefore, the
expectation of load factor 𝐸 (𝛼) is computed by Eq.(12),

𝐸 (𝛼) =

𝑚2∑︁
𝑖=1

𝑖

𝑚2
[𝑞𝑖 − 𝑞𝑖+1] (12)

Combining Eqs. (11) and (12), we can achieve 𝐸 (𝛼). Figure 13
shows the theoretical 𝐸 (𝛼) with different matrix sizes and numbers

of candidate buckets when we fix the length of the hash address

sequence at 𝑟 = 16. For all the matrix sizes, when the numbers

of the candidate bucket 𝑝 increase from 16 to 80, the load factors

increase to 80% and all reach nearly 90% when 𝑝 = 128.

5 PERFORMANCE EVALUATION
5.1 Experiment Setups
We have implemented Auxo and made the source code publicly

available. We also implement the baseline scheme GSS_Chain over

the open-sourced code of the state-of-the-art GSS design [12]. We

obtain the source codes of other related work including Scube [7],

Horae [8], MoSSo [18], SGS [22], and GS4 [2], with which we com-

pare the performance of Auxo with those of all of the baseline

schemes. We conduct all the experiments on a machine with a

16-core 2.4GHz Xeon CPU, 64GB RAM, and 1TB HDD.

In the experiments, we use three types of datasets including

hyperlink network, social network, and IP network. To guarantee

the fairness of comparison and well evaluate the scaling efficiency

of the structures, we collect five large-scale graph stream datasets

from real world systems which cover three categories.

1) Friendster [19]: This is the friendship network of the online

social site Friendster, where nodes represent users and a directed

edge denotes that a user adds another user to his or her friend list.

The dataset contains 68 million nodes and 2.6 billion edges.

2)UK-2002 [19]: This is the hyperlink network of the UK domain

for the United Kingdom in 2002 with 18.5 million nodes and 262

million edges.

3)Delicious-ui [19]: It is a bipartite networkwhere source nodes
represent users while destination nodes represent URLs. An edge

means a user tagged an URL. This network has 34.6 million nodes

and 301 million edges.

4) Caida [5]: This dataset contains anonymous passive traffic

traces on high-speed Internet backbone links in Chicago in February

2015 for ten minutes. Nodes represent IP addresses, and a weighted
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(a) Friendster (b) UK-2002 (c) Delicious-ui (d) Caida (e) DBLP

Figure 14: The per edge insertion time with different graph stream volume

(a) Friendster (b) UK-2002 (c) Delicious-ui (d) Caida (e) DBLP

Figure 15: The edge query time with different graph stream volume

edge measures the size of the data packet. The dataset contains 2.1

million nodes and 403 million edges.

5) DBLP [19]: This is a network of collaboration collected from

the DBLP computer science bibliography where nodes represent

researchers, and edges represent paper co-authorship. The dataset

includes 16.7 million nodes and 30 million edges.

For parameter setting of GSS_Chain and Auxo, according to

Theorem 4, we set the fingerprint length to guarantee the edge

query accuracy satisfying 𝑃{[ ˜𝑓 (𝑠, 𝑑) − 𝑓 (𝑠, 𝑑)]/𝑤 > 0.01} ≤ 0.01.

Then, we choose the length of the hash address sequence 𝑟 and the

number of candidate buckets 𝑝 by Eq. (12). For other structures, we

follow the recommended parameter settings. We vary the volume

of the inserted edges and compare their performance. We use the

Blizzard hash algorithm and generate a 64-bit hash value ℎ𝑎𝑠ℎ(𝑣).
The fingerprint 𝜉𝑣 and the origin hash address ℎ(𝑣) are computed

as 𝜉𝑣 = ℎ𝑎𝑠ℎ(𝑣)%2𝑓 , ℎ(𝑣) = ⌊ℎ𝑎𝑠ℎ (𝑣)
2
𝑓 ⌋%𝑚.

5.2 Metrics
Time-Accumulated AllocatedMemory (TAM)measures the over-

all memory overhead for a graph stream summarization structure

that scales with time. For a time range [𝑇0,𝑇1], we use 𝐴𝑀 (𝑡) to
denote the allocated memory for the structure at time instance 𝑡 .

We define 𝑇𝐴𝑀 =
∫ 𝑇1
𝑇0

𝐴𝑀 (𝑡) 𝑑𝑡 as the integral of the allocated

memory over time. In cloud services, service providers typically

charge based on the amount of resources allocated and the length

of the service time. Therefore, TAM directly reflects the overall

memory overhead of a scalable graph stream summarization.

Average Relative Error (ARE) measures the accuracy of aggre-

gation queries (e.g., edge/node query). It is clear for these queries,

the results can be over-estimated. For a set of aggregation queries

𝑄 = {𝑞1, 𝑞2, ..., 𝑞𝑛} sized 𝑛, we let 𝑓 (𝑞𝑖 ) and ˜𝑓 (𝑞𝑖 ) represent the
ground truth and the queried result, respectively. Then, we define

the relative error 𝑅𝐸 (𝑞𝑖 ) of 𝑞𝑖 as 𝑅𝐸 (𝑞𝑖 ) =
˜𝑓 (𝑞𝑖 )−𝑓 (𝑞𝑖 )

𝑓 (𝑞𝑖 ) and the aver-

age relative error 𝐴𝑅𝐸 (𝑄) of query set 𝑄 as 𝐴𝑅𝐸 (𝑄) =
∑𝑛

𝑖=1 𝑅𝐸 (𝑞𝑖 )
𝑛 .

According to the compressed matrix structure of GSS [12], with

edge/node query, we can build a sketched graph stream with the

topology structure preserved. Therefore, Auxo can support more

graph topology-related queries. In the experiment, we evaluate

Auxo with the reachability query [38] and triangle counting [4, 9].

True Negative Recall measures the precision of the reachabil-

ity query. Given a node pair (𝑠, 𝑑), the reachability query returns

whether there is a path from 𝑠 to 𝑑 . It is clear that GSS_Chain and

Auxo have no false negatives (i.e., if 𝑑 is reachable from 𝑠 in the

graph stream, Auxo definitely returns true; otherwise, it may return

true with a small possibility). For a set of reachability queries and all

the node pairs are unreachable. The true negative recall is defined

as the ratio of node pairs reported as unreachable.

5.3 Results
We conduct six groups of experiments to examine our design. First,

we evaluate the execution time of different operations and the mem-

ory cost of Auxo, GSS_Chain, and Scube [7]. Second, we compare

Auxo with other scalable graph stream summarization structures

like Horae [8], MoSSo [18], SGS [22], and GS4 [2]. Third, we test

the accuracy for different queries as well as the load factor of the

matrices. Fourth, we evaluate two compound graph algorithms

on the graph stream summarization structures. Fifth, we examine

parallel optimizations for Auxo to further accelerate the speed of

operations. Finally, we utilize a large-scale real-world graph stream

as a case study to evaluate the efficiency and effectiveness of Auxo.

For simplicity, in the following, we use “Auxo_pro” to represent

“the proportional Auxo” for short.

When an insertion fails, Scube [7] does not scale but allocates

more candidate buckets for an edge. Hence, we follow the chaining

style to scale the Scube structure. Once the load factor of the current

compressed matrix reaches 85%, we append another Scube block (a

compressed matrix with a degree estimator) and insert the edges

into the newly generated one. We call such a structure Scube_Chain.

Edge Insertion. Figure 14 shows that both Auxo and Auxo_pro

reduce the edge insertion time of GSS_Chain and Scube_Chain by
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(a) Friendster (b) UK-2002 (c) Delicious-ui (d) Caida (e) DBLP

Figure 16: The node in-flow query time with different graph stream volume

(a) Friendster (b) UK-2002 (c) Delicious-ui (d) Caida (e) DBLP

Figure 17: The node out-flow query time with different graph stream volume

one to two orders of magnitude over various scales of datasets. We

can get the same conclusion from the overall throughput reported

in Figure 18.

Edge Query. Figure 15 shows that both Auxo and Auxo_pro

reduce the edge query time by one to two orders of magnitude for

all the data sets compared with GSS_Chain and Scube_Chain.

Node Query. Figures 16 and 17 show the query time of node

query. For node in-flow query, both Auxo and Auxo_pro outperform

GSS_Chain and Scube_Chain, reducing the query time by about

one order of magnitude for different datasets. For node out-flow

query, Auxo and Scube_Chain achieve comparable performance,

both outperformance GSS_Chain. To further evaluate the time cost

of Auxo and Auxo_pro on node query, we examine the node query

latency whenever Auxo has just extended a new level on Delicious-

ui. Figure 19 shows that Auxo_pro reduces the node in(out)-flow

query latency of Auxo by at most 37% and 25% respectively.

Memory Cost and Memory Utilization. Table 5 shows the

total memory cost. Auxo_pro reduces 14% of the memory cost on

average compared to GSS_Chain while Scube costs much more

memory. It is worth noting that the Caida dataset has a large pro-

portion of duplicated edges. As for duplicate appeared edges, we

just accumulate the weights. Therefore, it cost much less memory

than expected. Figure 22 shows the normalized TAM and Auxo_pro

reduces the TAM of Auxo by a ratio of 34% on average. In cloud ser-

vice, it means a 34% reduction of cost on memory. Figure 23 shows

that Auxo_pro has a much higher average memory utilization (over

80%) compared to the basic Auxo (about 60%).

Comparison with Other Scalable Structures. We compare

Auxo with other scalable graph stream summarization structures

including Horae [8], MoSSo [18], and SGS [22]. In the experiment,

we mainly examine the update speed and space cost. Since Horae

scales as time stamp increasing, we set the time unit as one million

tuples. We set all the parameters as recommended. Figures 20 and 21

show the results on the UK-2002 dataset. Horae and Auxo achieve

nearly the same performance on update speed and are about two

orders of magnitude faster than MoSSo and SGS. Moreover, Auxo

Table 5: Total memory cost (𝐺)
Data sets Proportional Auxo GSS_Chain Scube_Chain

Friendster 13.07 15.68 29.11

UK-2002 1.52 1.7 2.9

Delicious-ui 0.51 0.62 1.27

Caida 0.045 0.051 0.153

DBLP 0.091 0.104 0.213

reduces the memory cost by more than one order of magnitude

compared to other structures. We do not show the result of GS4 [2]

here as it costs nearly 30 hours to summarize a graph stream with

an edge count of only 700, 000 which makes it not comparable.

Accuracy and Load Factor. As aforementioned in Section 4.1,

three data structures (GSS_Chain, Auxo, proportional Auxo) have

the same accuracy when we set the matrix’s side width and fin-

gerprint length to the same. Here, we set the fingerprint length

to 16, 20, and 24, respectively. Figures 24 and 25 show the ARE of

different queries as the graph stream’s volume scale. The results

show that we can guarantee accuracy by adjusting the length of the

fingerprint. We further examine the average load factor of all the

full matrices to compare with the theoretical analysis. We set the

initial matrix size to 100, 000 with 𝑟 = 16 and vary the number of

candidate buckets. Figure 26 shows the average load factors of the

three data structures. We can see that for all three data structures,

the experimental results are pretty close to the theoretical analysis.

Graph Queries. For the reachability query, we take 200 unreach-
able node pairs and run the BFS search to query the reachability.

Figure 27 shows that the true negative recall on dataset Caida is

pretty high, nearly 100% for different fingerprint lengths. Figure 28

shows the time cost for the reachability query. Auxo and Auxo_pro

both outperform GSS_Chain and Scube_Chain by nearly one order

of magnitude. In a graph, a triangle is a triple of three edges where

every two edges share a common node. We examine the accuracy of

Auxo on triangle counting query. Figure 29 shows that the relative

error of the triangle counting query on dataset DBLP is pretty low.

Parallel Optimization. It is clear that for Auxo, the operations
in different matrices are independent, and thus it can parallelize
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Figure 18: Overall
throughput (tuple/s)

Figure 19: Node query
time for various levels

Figure 20: Structures’
edge updating time

Figure 21: scalable
structures’ space cost

Figure 22: The normal-
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Figure 23: The average
memory utilization

Figure 24: The ARE of
edge query for DBLP

Figure 25: The ARE of
node in-flow query

Figure 26: The average
matrices load factor

Figure 27: True nega-
tive recall

Figure 28: Time cost of
reachability query

Figure 29: Relative error
of triangle count

Figure 30: Time cost of
the parallelized insert

Figure 31: Structures’
updating time

Figure 32: Time cost of
node similarity query

the operation without any locks for edge query and node query,

etc. We parallelize the operations on Auxo and proportional Auxo

and take the insert query on the dataset Delicious-ui as examples.

Figures 30 show that Auxo further achieves about 3× speedup on

insert query with eight paralleling threads.

Case Study.We collect a large-scale hyperlink network graph

stream dataset of the United Kingdom in 2007. Unlike the dataset

UK-2002, UK-2007 [3] is a much large dataset containing 105 mil-

lion nodes and 3.3 billion edges. Figure 31 shows the insertion time

for different structures. We can see that both Auxo and the pro-

portional Auxo outperform GSS_Chain and Scube_Chain for one

to two orders of magnitude. We also examine the performance of

GSS (without chaining and inserting the edge into the buffer if the

compressed matrix is full) and it costs nearly an order of magni-

tude more time to insert an edge compared with Auxo in the case

of large-scale graph stream. Table 6 shows the memory cost. GSS

costs about six times greater memory than our design. Such a poor

performance of GSS is caused by its large buffer.

We also design a node-neighbor similarity experiment (which is

a critical metric in web-page clustering) to test the effectiveness of

Auxo. We use the Jaccard coefficient 𝐽 (𝑁𝑥 , 𝑁𝑦) = |𝑁𝑥 ∩𝑁𝑦 |/|𝑁𝑥 ∪
𝑁𝑦 | to measure the similarity of two sets, where 𝑁𝑣 indicates the

Table 6: Memory cost of UK-2007 (𝐺)
Proportional Auxo GSS_Chain Scube_Chain GSS

18.22 20.05 32.73 103.86

neighbor set of node 𝑣 . Here we consider node 𝑦 to be node 𝑥 ’s

neighbor if and only if there exists an edge 𝑥 → 𝑦 or 𝑦 → 𝑥 . Figure

32 shows Auxo takes less than 40 ms to conduct such a query on a

graph with a volume over 10
9
.

6 CONCLUSION AND FUTUREWORK
In this paper, we propose Auxo, a scalable and efficient structure for

graph stream summarization. Auxo designs a prefix embedded tree
(PET) framework and achieves good time/memory efficiency. Auxo

reduces the query time to 𝑙𝑜𝑔 |𝐸 | scale as well as saves the space
cost by

𝑙𝑜𝑔2𝑛−2
𝑏

. Furthermore, we propose a novel proportional in-

cremental strategy to improve memory utilization. Comprehensive

experiments on large-scale datasets show that Auxo reduces the

time costs of insertion, edge query, and node query by one to two

orders of magnitude compared to state-of-the-art designs. More-

over, Auxo achieves efficiently and economically structure scaling

with an average memory utilization of over 80%. In the next step,

we plan to explore two issues of a scalable graph stream summa-

rization structure, including accuracy guarantee as graph stream

volume increases continuously and the overflow of the counters

for the accumulated weights, especially in the presence of highly

duplicated edges in a graph stream.
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